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Introduction

Elementary particle physics aims to understand the smallest constituents of matter and
their interactions. Our current knowledge is best described by the Standard Model (SM)
of particle physics [1–4]. There are two types of fundamental particles in nature: fermions
and bosons. Matter is composed of twelve fermions. They have spin 1/2, which means
they obey the Pauli exclusion principle. Each of these fermions has its own antiparticle,
which has the same mass, but opposite quantum numbers. The twelve fermions comprise
three generations of leptons: the electron, the muon and the tau, each with a counterpart
neutrino; and three generations quarks, each with two different flavours: up and down,
charm and strange, and top and bottom. Quarks have additionally colour charge and
come in three colours. The only known difference among the generations is the increasing
fermion mass. Forces are mediated through the exchange of particles: photons for the
electromagnetic force, the Z and W bosons for the weak force, and gluons for the strong
force.

The SM is a quantum field theory. The interactions are described by the gauge sym-
metry group SU(3)C×SU(2)L×U(1)Y . The SU(3)C symmetry describes Quantum Chro-
modynamics (QCD), the strong interaction; a theory of the interactions of particles which
carry colour charge: the quarks and gluons. The latter are the eight massless particles
mediating the interaction. The term SU(2)L×U(1)Y describes the unification of the weak
and the electromagnetic interactions. Before the electroweak symmetry breaking, SU(2)L
is mediated by three weak isospin, massless bosons Wµ, and U(1)Y by a weak hyper-
charge massless boson, B0. The weak hypercharge relates the electrical charge and the
third component of the weak isospin. After the symmetry breaking, these gauge bosons
are recombined and give rise to the massive mediators of the weak force (W+, W−, Z) and
the massless photon γ, carrier of the electromagnetic interaction. This process required
the introduction of a scalar field, the Higgs field, and its spin-0 boson, the Higgs boson.
Otherwise, for reasons of invariance, mass terms for the gauge fields or the fermions are
not allowed.

The understanding of the basic components of matter is a century old effort. However,
great advancements have been accomplished in this field in the last 60 years as a result
of the interplay between new colliders, improved experimental techniques, and theoretical
insights. Every particle predicted by the SM has been observed, for instance the elec-
troweak bosons W and Z in 1983, the top quark in 1995, and the tau neutrino in 2000.
A fundamental breakthrough was the discovery of the missing piece, the Higgs boson, at
the Large Hadron Collider (LHC) at CERN in 2012 [5, 6]. Despite the success of the SM
in describing most of the experimental data, it is not an ultimate theory of fundamen-
tal interactions, since, e.g. it does not include the gravitational interaction. The nature
of neutrinos, whether they are Dirac or Majorana particles, and the mechanism of their
mass generation are also unknown. Other profound questions that remain unanswered
by the SM are the origin of the charge-parity (CP) violation, responsible for the matter-
antimatter asymmetry in the universe, why QCD seems to preserve CP-symmetry, and
the electroweak hierarchy problem or why the electroweak scale, O(102 GeV), is much
lighter than the Planck scale, O(1019 GeV). Similarly, the origin of Dark Matter, which
can only be answered by the presence of physics phenomena beyond the SM (BSM), is
still unknown.

The LHC and its main experiments are built to shed light on the unsolved questions,
reaching the TeV energy scale, where many of the extensions of the SM predict the exis-
tence of new physics phenomena. The LHC was designed to provide proton beams with
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an energy of 7 TeV yielding a centre-of-mass energy (
√
s) of 14 TeV and with an instan-

taneous luminosity of 1034cm−2s−1. This centre-of-mass energy provides parton-parton
collisions up to energies of about 1 TeV, which together with the very high collision rate,
favours the study of the production of rare particles. During the first running phases the
centre-of-mass energies of proton-proton collisions were 7 TeV (2010-2011), 8 TeV (2012)
and 13 TeV (2015-2018). The total data sets collected by the ATLAS [7] and CMS [8]
experiments correspond to about 5, 20, and 140 fb−1 of integrated luminosity at

√
s = 7,

8, and 13 TeV, respectively. The physics programme of the LHC comprises two general
objectives: first, to perform precision measurements of SM quantities and second, to di-
rectly discover new physics phenomena BSM. With the data recorded up to now no sign of
new physics has been found. However, very stringent limits have been set on parameters
of BSM theories.

As part of this quest to scrutinise the SM and look for possible deviations, the focus of
the research summarised in this thesis is the top quark, the heaviest fundamental particle
known to date with a mass of 173.1± 0.9 GeV [9]. It was discovered by the CDF and D0
Collaborations at the Fermilab Tevatron, using proton-antiproton collisions at

√
s = 1.8

TeV [10,11]. Owing to its large mass, the decay time of the top quark is significantly smaller
than the time scale of hadronisation, and top quarks decay before forming bound states.
This allows studying the properties of an unconfined quark, such as its polarisation [12]
and charge [13], and to directly measure the mass of the top quark from the invariant
mass of its decay products [14]. Furthermore, the value of the mass of the top quark
provides a natural hard scale for testing the validity of perturbative QCD. The coupling
of the top quark to the Higgs field (Yukawa coupling, yt) is predicted to be much larger
than that of any other fermion. The top quark is expected to play a relevant role in the
electroweak symmetry breaking. Moreover, the relationship between the masses of the top
quark, the W boson, and the Higgs boson is predicted by the SM. Hence measurements
of these masses allow probing its self-consistency. Additionally, the top quark provides a
probe for BSM physics since in many scenarios of new physics it is expected to couple to
new particles.

The absence of new physics signals in the LHC data recorded so far suggests that
new physics might only be directly manifested at an energy scale that is larger than the
scales probed at the LHC. In this case, the new states could be only produced virtu-
ally at the LHC. These virtual effects can be accommodated, for instance, by adding
higher-dimensional operators in the SM Lagrangian like in what is known as an Effective
Field Theory. Top quark observables are expected to be sensitive to several of these new
operators [15].

This thesis concerns in particular the study of top quark physics using data from both
the CMS and ATLAS experiments. This includes precision measurements related to top
quark pair (tt̄) production and the top quark mass, and searches and measurements for
associated production of tt̄ with a Higgs boson (tt̄H) or a photon (tt̄γ). The measurements
comprise results with the data collected at 7 and 8 TeV (Run 1) and at 13 TeV (Run 2).
With millions of top quarks produced, the intrinsic properties and decay mechanisms can
be studied in detail. Progress in experimental and theoretical methods contributed to reach
unprecedented precision in the comparison of data and SM predictions. Experimental
advances have also allowed to observe for the first time the production of top quarks with
additional bosons.
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Top quarks at the LHC

Top quarks are mostly produced in pairs via the strong interaction in hadron colliders.
At the LHC energies, the dominant mechanism is gluon-gluon fusion, corresponding to
about 85% of the generation process at

√
s = 13 TeV. Top quarks can also be produced

singly, via the electroweak interaction. The three modes of single top quark production are
t-channel, tW associated production, and s-channel. Top quarks decay almost exclusively
via the t → bW and it is the decays of the W bosons into a lepton and a neutrino or a pair
of quarks that defines the final state. Therefore, tt̄ signatures can be classified according
to the combinatorics of the W boson decays. Thus, tt̄ final states include events with one
lepton, one neutrino and four jets, out of which two stem from a b quark, referred to as
b jets (single-lepton channel); with two leptons, two neutrinos and two b jets (dilepton
channel), or with six jets, out of which two are b jets (all-hadronic channel). Despite
the low branching ratio, dilepton channels are extensively exploited because they can be
experimentally identified with high purity. They are the main final states considered in
the measurements presented here.

Physics analyses: from raw data to measurement

In the following the general analysis strategy and main steps of several physics analyses
are discussed. A key element to all of them is the correct identification of the events
coming from the physics process under study and the separation of these events from
those arising from background processes that mimic the signature of the signal in the
data. Monte Carlo (MC) event generators are used to estimate the expected amount of
signal and background events in data. Additionally, estimates based on data using control
regions are typically used either when the MC estimate is not reliable or for validation
purposes. In analyses with a high signal purity, an optimised event selection is typically
enough to enhance the signal events while suppressing background events. However, if
the number of signal events is very small compared to the background processes and/or
the kinematic properties of the events are very similar, multivariate analysis techniques
are required. These techniques allow the combination of the full event information to
build an optimal discriminator between signal and background events. The signal fraction
in the data is then obtained by counting events or using advanced statistical methods
such as profile likelihood fits. For analyses aiming to study not only the production rate
(the cross section) of the process but the properties of the top quarks (e.g. its mass or
kinematic properties) event reconstruction techniques are employed to identify which of
the measured objects correspond to the parton level objects arising from the decay of the
top quarks. Another element often used in measurements where observed distributions are
compared to calculations is an unfolding procedure to correct the data for detector effects.
This allows comparing the results among experiments and existing or future higher-order
calculations.

Top quark identification

The ATLAS [7] and CMS [8] detectors (and typically any hadron collider detector)
consist of tracking detectors, electromagnetic and hadron calorimeters, and muon detec-
tors. Strong magnetic fields are provided by superconducting magnets, which bend the
trajectory of charged particles. Their momenta are determined by identifying the cur-
vature of their trajectories in the magnetic fields. Particle energies are determined in a
destructive measurement from electromagnetic and hadronic showers in the calorimeters.
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The raw signals of the different subdetectors are processed to reconstruct the basic analysis
objects such as electrons, muons, and jets. Top quark measurements require a good un-
derstanding of all physics objects as the products of top quark decays involve - depending
on the decay mode - the presence of high momentum isolated leptons, missing transverse
momentum owing to the neutrinos that escape detection ( /ET), and highly energetic jets.
Jets originating from bottom quarks are identified through b-tagging techniques.

Monte Carlo simulations

Monte Carlo event generators, interfaced with detailed detector simulations, are used
to model experimental effects, such as reconstruction and selection efficiencies as well
as detector resolutions. They are tools to simulate the QCD dynamics at the different
energy scales of an event. The partonic scattering is calculated in perturbation theory
using numerical methods, the subsequent emission of soft and collinear partons is simu-
lated using parton shower generators. Soft processes such as multiple parton interactions,
hadronisation, and hadron decays are described with phenomenological models. The de-
tector simulation is performed with Geant 4 [16]. Typical event generators are Mad-
Graph5 aMC@NLO [17] and Powheg [18–20] which are used for instance to calculate
tt̄ and tt̄H matrix elements at up to next-to-leading order (NLO) accuracy in QCD. They
are matched to the parton shower MC generators Pythia [21, 22] or Herwig [23, 24].

Event selection and efficiency measurements

The first event selection step is performed by the multilevel trigger system. The first
level is implemented at hardware level in custom-made electronics while the subsequent
levels are implemented at software level on large computing farms. The main trigger paths
used in top quark physics select one or more isolated electrons or muons above a threshold
in transverse momentum (pT), yielding a very efficient selection of leptonic tt̄ topologies.
The following steps to select signal events and reject background processes are based on
the kinematic properties of the top quark decay objects, such as pT and pseudorapidity
of leptons and jets and global event variables, as /ET and additional requirements on
heavy-quark content.

A fundamental piece of any physics analysis is therefore the determination of the
efficiency of the reconstruction, trigger, and selection of the objects involved. To improve
the description of the data by the simulation correction factors for detector effects are
applied. The methods based on data used to determine lepton and trigger efficiencies
I contributed to are shortly described in the following. The evaluation of the efficiency
directly from data avoids depending on MC simulation and introducing biases due to
detector behaviour mismodelling.

The first method referred to as ‘Tag and Probe’ is based on dilepton events from Z
boson decays, where one lepton is required to pass stringent criteria to select the event
and the second one is used to determine the efficiency. It is widely used to measure single
lepton trigger and identification efficiencies. Leptons coming from Z boson decays are
kinematically similar to those arising from W boson decays, so they are well suited for
efficiency measurement in top quark topologies. The method exploits the clear selection
of Z → ℓℓ candidates and takes into account the possible presence of background events
remaining in the selected sample. The efficiency of dilepton triggers or combination of
triggers is alternatively measured in data using triggers that require /ET or jets in the
event, which are uncorrelated to the triggers used in the analysis and allow to select
events in an unbiased way. The efficiency is computed as the fraction of those events
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where the triggers of interest fired over the total number of events that fulfill the offline
requirements. The method, further developed in the context of Ref. [P11], was used as
cross check measurement for the central measurements provided by the CMS Collaboration
and in multiple measurements involving top quark topologies, such as Refs. [25, 26,P7].

Multivariate analysis techniques

After the event selection, the classification of events as signal- or background-like is
often performed using machine learning (ML) techniques. Supervised ML methods use
signal and background MC simulations to train an algorithm to distinguish both processes
based on non-linear combinations of several input variables, such as the kinematic proper-
ties of jets and charged leptons, the b-tagging probability, invariant masses, and angular
correlations of combinations of jets and leptons in tt̄ topologies. The first methods used
in top quark physics in Run 1 were boosted decision trees (BDTs) while artificial neural
networks (ANNs) are increasingly being applied in the measurements at

√
s = 13 TeV, in

addition to applications in object identification and reconstruction. The exploitation of
ML techniques helps to fully profit from the potential of the data and was crucial in the
recent observations of several processes in the last years, most notably tt̄H [P3].

Top quark kinematic reconstruction

The purpose of the kinematic reconstruction is to estimate the four vectors of the tt̄
system and the top quarks based on those of the identified jets, leptons, and /ET, while
account for detector resolution effects. The top quark reconstruction faces problems such
as underdetermined kinematic properties due to unmeasured neutrinos, and the combina-
torics of assigning jets to partons from the top quark decay (the bottom quarks from the top
quark decays and the light-flavour quarks from the hadronic W-boson decays). In the case
of the dilepton channel the kinematic reconstruction corresponds to solving the equation
of the neutrino momenta, for which several constraints need to be imposed. In the method
described in Ref. [27], which is applied and adapted if necessary in Refs. [P5,P6,P8,P14],
the following constraints are imposed: the balance of the transverse momentum of the
two neutrinos; the W-boson invariant mass of 80.4 GeV; and the equality of the top and
antitop quark masses. The remaining ambiguities are resolved by prioritising those event
solutions with two or one b-tagged jets over solutions using jets without b tags. The
efficiency of the kinematic reconstruction is measured to be above 90% in most regions
of phase space. In tt̄ events with additional jets, the algorithm correctly identifies the
two jets coming from the tt̄ decay in about 70% of the cases [P6]. Multivariate analysis
approaches can also be employed to identify the reconstructed physics objects that most
likely come from the decay of the tt̄ system, which allows as well to study the properties
of the additional QCD radiation, first exploited in Ref. [P6].

Signal extraction: maximum-likelihood fit

The simplest method to measure the cross section of a process is to count the num-
ber of events that pass the event selection, subtract the expected number of background
events, and correct by the efficiency and acceptance, and finally scale by the total lu-
minosity of the data set. However, in order to increase the sensitivity to the signal by
reducing the dependence on the background estimates and improving the precision of the
measurement, binned profile likelihood fits are exploited in many of the results discussed
in the following, e.g. [P1,P2,P5]. The expected signal and background distributions are
modelled in the fit by template histograms constructed from the simulated samples and the
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sum of signal and background contributions is fitted to the data. The likelihood function
consists of Poisson terms for the event yields and prior functions for the background nor-
malisation and further nuisance parameters that represent the systematic uncertainties:

L =
∏

i P
(
N i

data|N i
signal(θ⃗) +N i

bkg(θ⃗)
)
×∏

t Pθ̂t
(θ̂t|θt), where N i

data, N
i
signal, and N i

bkg are

the observed number of events in data, the predicted number of signal events, and the
estimated number of background events in bin i of the corresponding distribution. The
vector θ⃗ represents the nuisance parameters, θt, that describe the sources of systematic
uncertainties and Pθ̂t

denotes the prior probability density function for each nuisance pa-
rameter that represents the prior knowledge of the parameter. The normalisation of the
signal process is a free parameter. Events are typically divided in categories with different
signal and background composition, correlating processes and their uncertainties where
appropriate. In this way, the different background fraction in the different categories
helps to constrain the uncertainties of the various processes and increases the overall sen-
sitivity. The parameter of interest is measured by profiling the nuisance parameters and
minimising −2 lnL [28].

Unfolding techniques

Physics quantities reconstructed with a collider detector and the theoretical calcula-
tions of observables can only be compared if effects from the trigger and reconstruction
efficiencies and resolutions, which yield to migrations of events and statistical correlations
among neighbouring bins, are corrected in data in a procedure known as unfolding. Math-
ematically, the relation between the reconstructed (Nreco) and the true (Ntrue) quantities
considering discrete distributions can be expressed as N i

reco =
∑

j A
ijN j

true +N j
bkg in each

bin i of the measurement. Aij represents the response matrix that corrects for migrations
and efficiencies.

Obtaining the true distribution from the direct inversion of the matrix is an ill-posed
problem, because the statistical fluctuations in data cannot be distinguished from the real
spectrum without further assumptions. This leads to numerical instabilities in the ma-
trix inversion and might introduce non-physical anticorrelations among neighboring bins.
Thus, a smoothing prescription known as regularisation is applied. It requires a continuous
and smooth transition between bins of the measured distribution. There are several ap-
proaches for regularisation, such as the Tikhonov regularisation, implemented for instance
in the TUnfold package [29], and the regularisation by singular-value decomposition as
in Ref. [30] exploited in the differential measurements discussed in Refs. [P6,P8,P9]. The
regularisation level is determined using the averaged global correlation method [31]. An
alternative method is an iterative matrix unfolding that uses Bayes’ theorem [32] imple-
mented in the RooUnfold package [33]. The unfolding method relies on the Bayesian
probability formula, starting from a given prior of the true-level distribution and iteratively
updating it with the posterior distribution. This approach is followed in the differential
cross section measurements of tt̄γ [P1]. Independently of the method, the binning, to keep
bin-by-bin migrations small, and the level of regularisation are optimised for each distri-
bution individually and the performance of the unfolding procedure is tested for possible
biases from the choice of the model for signal simulation.

Systematic uncertainties

The high production rate of top quark pairs ensures that many measurements will
have small statistical uncertainties. Therefore, systematic uncertainties typically limit the
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precision of the results described in the following. The sources of systematic uncertain-
ties considered arise from detector effects, as well as theoretical uncertainties. The large
data sets collected allow accurate studies on the detector response, resulting in a precise
understanding of the systematic uncertainties associated to the reconstruction efficiencies
and energy and momentum measurements. Measurements are used to tune the MC sim-
ulations to improve the description of the data and reduce the systematic uncertainties
related to the modelling [P12].

Top quark pair production

Inclusive and differential cross sections

The first step towards the understanding of top quark physics is the measurement of
the production rate of the dominant mechanism at the LHC, tt̄ production. Measurements
can be compared to calculations performed at next-to-next-to-leading order (NNLO) in-
cluding resummation of soft gluon terms [34]. Final states with an electron and a muon are
especially suited for precise tt̄ cross section measurements due to the low contamination
from background processes. Our first measurements at

√
s = 8 and 13 TeV within the

CMS Collaboration were performed as counting experiments [P4,P11], meant to establish
top quark production at the new scales. Once the detector performance is well understood
and the amount of data collected result in measurements with a small statistical uncer-
tainty, the cross sections are measured using statistical methods that allow constraining
in situ the most relevant sources of systematic uncertainties as aforementioned. With
this analysis strategy, using a binned likelihood fit to multi-differential final state distri-
butions related to b jets and other jets in the event, the tt̄ cross sections yield 173.6 ±
2.1 (stat)+4.5

−4.0 (syst) ± 3.8 (lumi) pb and 244.9 ± 1.4 (stat)+6.3
−5.5 (syst) ± 6.4 (lumi) pb [P5],

corresponding to a precision of 3.6% at 7 TeV and 3.7% at 8 TeV. These and further
measurements of the tt̄ inclusive cross section by ATLAS and CMS in different decay
channels [35–39] are in excellent agreement with the theory calculations.

The total uncertainty of the measurement is dominated by the uncertainty on the
luminosity and those related to trigger and lepton efficiencies, which cannot be constrained
in the fit. Precision measurements can be used to set indirect limits to BSM models as
stated before. In particular, these results are used to constrain the cross section of pair
production of the lightest supersymmetric partner of the top quark in the context of
Supersymmetry models with R-parity conservation [40].

In order to further test the predictions of the SM the next natural step was to perform
measurements differentially to study the production in regions of phase space. This kind
of measurements are relevant to constrain SM parameters and in BSM searches. As an
example, the distribution of the tt̄ invariant mass is sensitive to the top quark mass and
yt [41, 42] and the value of the top quark mass [43, 44]. Deviations with respect to the
expected spectrum could be a sign of, for example, the existence of an extended Higgs
sector [45]. Absolute differential cross sections are defined as:

dσtt̄
dxi

=

∑
j A

−1
ij (N j

data −N j
bkg)

∆i
xL

,

where j represents the bin index of the reconstructed variable x, i is the index of the
corresponding generator-level bin, N j

data is the number of data events in bin j, N j
bkg is

the number of estimated background events, L is the integrated luminosity, ∆i
x is the bin
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width, and Aij represents the response matrix to correct for migrations and efficiencies,
as described above.

The normalised differential cross sections are derived by dividing the absolute result by
the total cross section obtained by integrating over all bins of the observable. Normalised
differential cross sections allow only the comparison of the shape of the distributions, how-
ever they are more precise than the absolute results because several sources of systematic
uncertainties cancel at least partially in the ratio.

The differential cross sections in our publication [P9] are measured as a function of
the kinematic properties of leptons, jets, top quarks or antiquarks, and the tt̄ system. In
order to avoid additional model uncertainties due to the extrapolation of the measure-
ment outside experimentally well-described phase space regions, the cross sections for the
measured leptons and b jets are defined at the particle level with kinematic requirements
similar to those applied at reconstruction level. Measurements as functions of top quark
or tt̄ quantities are extrapolated to the full phase space in order to allow comparison
with fixed order QCD calculations. The results are compared to various SM predictions,
finding overall good agreement with the SM. However, the measured top quark transverse
momentum has been found to be lower than the predictions up to NLO accuracy in QCD
perturbation theory, but better described by a prediction beyond NLO. These results [P9]
were used to set constraints on the gluon parton distribution function (PDF) [46] and
incorporated to PDF sets such as the NNPDF3.1.

Top quark pair production with additional hard jets

At the LHC energies, the fraction of tt̄ events with additional hard jets in the final state
(tt̄+jets) is large, about half of the total number of events. The understanding of these
processes is essential to test the validity and completeness of high order perturbative QCD
calculations of multijet processes. In addition, an accurate theoretical description of the
tt̄+jets production process is crucial to measurements of processes with tt̄ multijet final
states, such as four top quark production [47] to which tt̄+jets is a dominant background.
Moreover, anomalous production of tt̄+jets could be a sign of new physics BSM [48].

We performed first detailed studies of tt̄+jets production with the data collected at√
s = 7 TeV [P8], further extended with the larger data set at 8 TeV [P6]. The tt̄ cross

section is measured differentially as a function of jet multiplicity and characterised both
in terms of the total number of jets in the event and the number of additional jets with
respect to the leading-order hard-interaction final state. Several kinematic properties of
the additional jets are also investigated. Kinematic reconstruction methods, introduced
above, are used to identify the two b jets originating from the decay of the top quark and
antiquark. We also investigated the jet activity arising from quark and gluon radiation
produced in association with the tt̄ system by determining the fraction of events that do
not contain additional jets above a given threshold, first explored in Ref. [49]. The data
are compared and found to be consistent with predictions from several perturbative QCD
event generators with some discrepancies found at large jet multiplicities or certain regions
of phase space. The results [P6] were employed to improve the simulation of tt̄ production,
in particular the parton shower tuning in Pythia8 [P12]. This improved tune was heavily
used by the CMS Collaboration in the production of MC simulation samples at 13 TeV.

The publication using the data set collected at 8 TeV also includes the first differential
cross sections as functions of the kinematic properties of the additional b jets from gluon
splitting (tt̄bb̄). These processes constitute an irreducible non-resonant background to the
production of tt̄H events, where the Higgs boson decays to a bottom quark pair, because of
its much larger cross section. The sources of uncertainties associated to the tt̄bb̄ modelling
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are among the dominant ones. Therefore, measurements of tt̄+jets and tt̄bb̄ production
provide important information to reduce that uncertainty and also as reference to improve
NLO QCD calculations and simulations, which currently provide predictions with 20%-
30% precision (Ref. [50] and references herein). The tt̄bb̄ measurements rely on BDTs
to distinguish the b quarks from the top quark decays from those from gluon splitting,
which improves the separation of jets from tt̄ decays and additional radiation compared
to the kinematic reconstruction in topologies with many b-quark jets. The measurements
are compared to an NLO calculation [51]. The prediction describes well the shape of
the different distributions, while the inclusive cross section is about 30 % lower than
the measured one, but compatible within the uncertainties, in agreement with previous
observations [52]. Given the small tt̄bb̄ cross section of the processes, our measurements
are limited by the statistical uncertainty of the data, while the measurements of the
inclusive jet kinematic properties are limited mostly by the uncertainty on the jet energy
scale.

Top quark mass

The top quark mass like the mass of any quark is not an observable but a fundamental
parameter of the SM. Its value is not predicted but can be inferred from experimental
measurements, either through direct measurements of the invariant mass of its decay
products, or indirectly from the predicted dependence of other measured observables,
such as the cross section.

Direct measurements of the top quark mass based on its reconstructed invariant mass
have reached a precision at the per mille level [14, 53–56]. The current world average of
direct measurements is 173.34 ± 0.27(stat) ± 0.71(syst) GeV [57]. These measurements
might be sensitive to the details of the MC generator used to derive the templates to
model the tt̄ signal, preventing a clear theoretical interpretation. The results are often
interpreted as the value of the top quark mass parameter in the MC simulation that best
describes the data. Indirect measurements from cross sections are typically less precise,
however, they can be unambiguously interpreted in a well-defined renormalisation scheme,
e.g. on-shell top quark pole mass. As an example, the inclusive cross section measurements
in Ref. [P5] have been used to extract the top quark pole mass at NNLO accuracy with
about 1.0% precision. Measurements of tt̄ differential cross sections can be used to extract
the top quark pole mass at NLO accuracy [58,59]. The difference in the accuracy depends
on the available calculations the measurements can be compared to. In Ref. [P14], we
performed an alternative measurement of the top quark mass from an observable based on
the invariant mass of the tt̄+jet system, proposed in Ref. [60], allowing for a theoretically
well defined interpretation of the extracted mass in terms of the top quark pole mass. The
precision of the measurement is largely limited by the modelling uncertainties of the LO
MC tt̄ simulation available at that point. This was the first measurement exploiting the tt̄
dilepton channel, measurements in the single-lepton channel are discussed in Refs. [61,62].

Top quark production in association with bosons

The associated production of top quarks with additional bosons became accessible for
the first time at the LHC owing to the large

√
s and the size of the available data sets.

Measurements of the tt̄H process are the first direct tests of yt and measurements of tt̄
production with neutral vector bosons (γ, Z boson) provide the opportunity to directly
probe the electroweak couplings of the top quark. These measurements allow to access the
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electric charge and the electroweak dipole moments of the top quark and, more generally,
to constrain modifications of the structure of these couplings, as predicted in many BSM
models. The impact of different new physics scenarios on these processes is discussed, e.g.
in Refs. [63–68]. The publications in this thesis [P2,P3,P13,P15] and [P1] focus on the
search for tt̄H and measurements of the tt̄γ process, respectively.

Searches and first direct observation of tt̄H production

Due to the large mass of the top quark, larger than the mass of the Higgs boson,
the coupling between these particles can only be studied directly in their associated pro-
duction, unlike the coupling between the Higgs boson and lighter particles that can be
measured by studying the Higgs boson decay. The effects of the yt coupling can be also
inferred indirectly from Higgs boson production through gluon-gluon fusion and Higgs
boson decay to a pair of photons through loops. However, tt̄H production is the best
direct probe of the yt coupling with minimal model dependence. Measurements of tt̄H
production have the potential to distinguish the SM Higgs mechanism from alternative
mechanisms to generate fermion mass. The observation of tt̄H and the measurement of
the coupling were therefore amongst the major goals of the physics programme for the
LHC Run 2. Its small SM cross section, a factor of about 2000 smaller than tt̄ produc-
tion, makes this a very difficult measurement. Several topologies depending on the Higgs
boson and tt̄ decays were exploited and optimised individually in order to maximise the
sensitivity to the processes. The Higgs boson decays considered involved final states with
photons, bottom quark-antiquark pairs or leptons via WW, ZZ, and ττ decays.

My research focused on dileptonic tt̄ topologies and final states with a Higgs boson
decay into a b-quark pair (H → bb̄), which are particularly interesting since this decay
channel has the largest branching fraction for a 125 GeV Higgs boson, and precisely
defined couplings in both production (top quarks) and decay (b quarks) [P2, P13, P15].
However, as mentioned previously, this process is affected by the overwhelming background
from tt̄+jets and, especially, the irreducible background from tt̄bb̄. At the same time, the
relatively poor jet-energy resolution and the huge combinatorial uncertainty in the event
reconstruction required the application of multivariate analysis methods to discriminate
signal from background processes. In the following only the measurements with the full
2016 data set [P2] are discussed. In the dilepton channel, BDTs and the output of a
matrix element method [69, 70] are used as final discriminant depending on the category
based on the number of b jets. In the single-lepton channel, ANNs are employed to
perform a multiclassification of an event as either signal or any of five different tt̄+jets
background processes. Events are further categorised according the most-probable process
that produced the event according to the ANN classifer, which is used as final discriminant.
The results are obtained in terms of the tt̄H signal strength, which is defined as the
ratio of the measured cross section over the SM prediction. The best-fit value from a
combined profile likelihood fit of the discriminant templates to data in all categories yields
0.72± 0.24(stat)± 0.38(syst). It corresponds to an observed (expected) signal significance
of 1.6 (2.2) standard deviations above the background-only hypothesis.

This result combined with previous searches at 7 and 8 TeV [P10] that I contributed
to, and all other tt̄H analyses with 2016 data [71–74] yield the first observation of the tt̄H
production process [P3]. An excess of events is observed with a significance of 5.2 standard
deviations over the expectation from the background-only hypothesis. The combined best
fit signal strength is 1.26+0.31

−0.26 for a Higgs boson mass of 125.09 GeV. The sensitivity of
the combination is slightly dominated by systematic uncertainties, in particular the un-
certainty in the inclusive tt̄H cross section, the tt̄bb̄ background prediction, the lepton
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efficiencies and misidentification, b-tagging efficiencies, and the limited size of the simu-
lated samples. The measured production rate is consistent with the SM prediction within
one standard deviation. This measurement established the tree-level coupling of the Higgs
boson to an up-type quark and was further confirmed by Ref. [75].

Top quark pair production in association with a photon

The study of the associated production of top quarks with a photon is a probe of
the tγ electroweak coupling. Deviations in the spectra of differential cross sections as
a function of pT for example could be a hint to new physics through anomalous dipole
moments of the top quark. Additionally, the process is expected to be sensitive to tt̄
charge asymmetry (top quarks produced via initial quarks at the LHC are emitted in
slightly different directions depending on its charge) or spin correlations [76].

The first evidence for the production of tt̄γ was reported by the CDF Collabora-
tion [77], while the observation of the tt̄γ process was established by the ATLAS Col-
laboration with the data collected at

√
s = 7 [78]. Recently, efforts have concentrated

on improving the precision of the measurements and extending the scope and range of
the differential ones. Our results in Ref. [P1] comprise the first fiducial inclusive and
differential cross-section measurements of the combined double-resonant tt̄γ and single-
resonant tWγ production. The cross sections are measured at parton level to allow com-
parison with the first full computation of pp → bWbWγ at NLO in perturbation the-
ory [79, 80]. The measurement is performed in the eµ channel. Similarly to the tt̄ cross
section, the fiducial inclusive cross section is measured using a profile likelihood fit. The
result, σfid = 39.6 ± 0.8 (stat)+2.6

−2.2 (syst) fb, reaches a precision of about 6.3% and it is in
good agreement with the dedicated theoretical calculation. The absolute and normalised
differential cross sections are measured as functions of photon kinematic variables, angular
variables related to the photon and the leptons, and angular separations between the two
leptons in the event. The NLO calculations describe well the shape and the normalisation
of the differential cross sections, while the LO MC simulations provide a poor description
of angular distributions. The systematic uncertainty is dominated by modelling uncer-
tainties associated to the tt̄γ LO MC simulations, another example that illustrates the
importance of higher-order calculations and simulations to further improve the precision
of the measurements.

Summary and Outlook

The large tt̄ data sets collected at the LHC up to now allowed detailed tt̄ production
cross section measurements as well as the observation of tt̄ in association with additional
bosons. The results are exploited to extract SM parameters like the mass of the top
quark, as input to improve the MC simulations and PDF sets and in indirect searches
for new phenomena. The expected luminosity delivered by the LHC, about 300 fb−1 by
the end of Run 3 (2024) and up to 3000 fb−1 after the HL-LHC, will allow access to
unexplored regions of phase space, the study of more complex signatures and the testing
of more theoretical models, and might shed light on profound questions that can only be
answered by the presence of physics phenomena BSM. Measurements limited by systematic
uncertainties do not benefit automatically from larger data sets. The gain in precision
measurements and, thus, the precision to determine SM parameters (mass, αS , PDFs,
etc.) and to constrain BSM parameters (e.g. in the context of EFT interpretations) will
depend strongly on the improvements in the modelling of the physics processes, a better
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understanding and reconstruction of the physics objects and ultimately the identification
and separation of signal from background processes.

Personal contributions

The author lists in publications within large collaborations in experimental high energy
physics include all members of the corresponding collaboration. This acknowledges the fact
that publications would not be possible without the collaborative effort of many individuals
involved in the data taking, calibration of the detectors, etc. Therefore, as a former
member of the CMS Collaboration and a current one of the ATLAS Collaboration, I am a
co-author of more than 1000 papers in peer-reviewed journals as of October 2021. In this
thesis, only the relevant publications where I was a main author or had direct contributions
are listed (Refs. [P1]– [P11]), as well as preliminary publications that are not superseded by
the corresponding journal publications (Refs. [P12]– [P16]). Preliminary results are peer-
reviewed by three or four members of the Collaboration, who are appointed as editorial
board, and by the convenors of the corresponding working groups. Before being published,
the results are presented within the Collaboration which approves the publication. I was
the editor or co-editor of the publications Refs. [P1, P2, P5, P6, P8, P9, P14], responsible
of writing the publication, the coordination of the analysis team, supervision of students
and addressing the review process. The number of collaborators working closely in the
publications was typically up to 10 people from up to three or four different institutions,
with the exception of publications related to tt̄H with about 20 active authors.

Additionally to being editor/co-editor, my contributions to those publications are listed
in the following. I contributed to all the stages of the measurement and provided the fi-
nal results and performed the statistical analysis in the dilepton channel presented in
Ref. [P2]. I provided additional results and cross checks for the combination of tt̄H mea-
surements [P3]. I contributed to different steps in the previous analyses carried out using
the data collected in 2016 [P13] and in 2015 [P15], and I was involved in the tt̄H analysis at
8 TeV and 7 TeV [P10], contributing with measurements of trigger and lepton efficiencies,
as well as charge misidentification. I am a main author of the publications of the tt̄+jets
measurements [P6,P8]. I performed the measurement of the differential cross and the gap
fractions in the dilepton decay channel in both publications. These results constituted the
first differential measurements of this kind at the LHC and were employed in Ref. [P12],
for which I provided additional material. I worked at different stages of the measurements
presented in Ref. [P9]. I performed the first sensitivity studies, optimisation of the selec-
tion and generation of the MC samples in Ref. [P14], which was then continued by a PhD
student under my supervision.

Finally, among others, I was an author of a search for direct pair production of scalar
top quark partners in the dilepton channel at 8 TeV [P7] and inclusive cross section
measurements [P4,P5] by providing the efficiency corrections for the trigger selection and
lepton identification used in the analyses and I was part of the editorial team of the internal
documentation.
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1 Introduction

Precise measurements of top-quark production and decay properties provide crucial infor-

mation for testing the predictions of the Standard Model (SM) and its possible extensions.

In particular, the study of the associated production of a top-quark pair (tt̄) with a high-

energy photon probes the tγ electroweak coupling. Furthermore, measurements of the

inclusive and differential cross-sections of this process are of particular interest because

these topologies are sensitive, for instance, to new physics through anomalous dipole mo-

ments of the top quark [1–3] and in the context of effective field theories [4].

First evidence for the production of tt̄ in association with a photon (tt̄γ) was reported

by the CDF Collaboration [5], while the observation of the tt̄γ process was established by

the ATLAS Collaboration in proton-proton (pp) collisions at
√
s = 7 TeV [6]. Both the

ATLAS and CMS Collaborations measured the tt̄γ cross-section at
√
s = 8 TeV [7, 8].

– 1 –
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First measurements of the inclusive and differential cross-sections at
√
s = 13 TeV were

performed by the ATLAS Collaboration [9].

This paper presents a measurement of the fiducial inclusive and differential combined

tt̄γ + tWγ production cross-sections in the final state with one electron and one muon,

referred to as the eµ channel. Events where the electrons and muons arise from the leptonic

decays of τ -leptons are considered as background. The measurement is performed using the

full data set recorded at the LHC between 2015 and 2018 at a centre-of-mass energy of
√
s =

13 TeV and corresponding to an integrated luminosity of 139 fb−1. The fiducial inclusive

cross-section is measured using a profile likelihood fit to the distribution of ST, defined as

the scalar sum of all transverse momenta in the event, including leptons, photons, jets and

missing transverse momentum. The differential cross-sections, absolute and normalised to

unity, are measured in the same fiducial region as the inclusive cross-section, as functions

of photon kinematic variables, angular variables related to the photon and the leptons, and

angular separations between the two leptons in the event.

Compared to the previous tt̄γ ATLAS analysis with 13 TeV data [9], only the eµ

channel is considered since it provides a clean final state with a small background contri-

bution and, thus, no multivariate analysis techniques are needed to separate signal and

background processes. Additionally, the cross-sections are measured at parton level rather

than at particle level to allow comparison with the theory calculation in refs. [10, 11]. The

calculation constitutes the first full computation for tt̄ production with a hard final-state

photon in hadronic collisions at next-to-leading order (NLO) in quantum chromodynamics

(QCD), pp → bWbWγ, including all resonant and non-resonant diagrams, interferences,

and off-shell effects of the top quarks and the W bosons. Therefore, in this paper the com-

bined cross-section of resonant tt̄γ and non-resonant tWγ production is measured, referred

to as signal in the following. Example Feynman diagrams at leading order in QCD for tt̄γ

and tWγ production are shown in figure 1.

The paper is organised as follows. The ATLAS detector is briefly introduced in sec-

tion 2. Details of the event-simulation generators and their theoretical predictions are

given in section 3. The event selection and the analysis strategy are presented in sections 4

and 5. The systematic uncertainties are described in section 6. The results for the fidu-

cial inclusive and differential cross-sections are presented in sections 7 and 8, respectively.

Finally, a summary is given in section 9.

2 ATLAS detector

ATLAS [12–14] is a multipurpose detector with a forward-backward symmetric cylindrical

geometry with respect to the LHC beam axis.1 The innermost layers consist of tracking

detectors in the pseudorapidity range |η| < 2.5. This inner detector (ID) is surrounded

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in the transverse

plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar

angle θ as η = − ln tan(θ/2). Angular distance is measured in units of ∆R ≡
√

(∆η)2 + (∆φ)2.

– 2 –
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Figure 1. Example Feynman diagrams at leading order for tt̄γ (left) and tWγ production (right)

in the eµ channel. The top-quark mass resonances are marked with double-lined arrows, while W

bosons are marked in red.

by a thin superconducting solenoid that provides a 2 T axial magnetic field. It is enclosed

by the electromagnetic and hadronic calorimeters, which cover |η| < 4.9. The outermost

layers of ATLAS consist of an external muon spectrometer within |η| < 2.7, incorporating

three large toroidal magnetic assemblies with eight coils each. The field integral of the

toroids ranges between 2.0 and 6.0 Tm for most of the acceptance. The muon spectrometer

includes precision tracking chambers and fast detectors for triggering. A two-level trigger

system [15] reduces the recorded event rate to an average of 1 kHz.

3 Signal and background modelling

The estimation of signal and background contributions relies on the modelling of these

processes with simulated events produced with Monte Carlo (MC) event generators. The

response of the ATLAS detector was simulated [16] with Geant4 [17]. For some of the

estimates of modelling uncertainties, the fast-simulation package AtlFast-II was used

instead of the full detector simulation. Additional pp interactions (pile-up) were generated

with Pythia 8 [18, 19] using a set of tuned parameters called the A3 tune [20] and the

NNPDF2.3LO parton distribution function (PDF) set [21]. Corrections to the pile-up

profile, selection efficiencies, energy scales and resolutions derived from dedicated data

samples are applied to the MC simulation to improve agreement with data.

This analysis uses both inclusive samples, in which processes were generated at matrix-

element (ME) level without explicitly including a photon in the final state, and dedicated

samples for certain processes, where photons were included in the ME-level generation

step. Dedicated samples with a photon in the ME were generated for the tt̄γ and tWγ

final states, as well as for V γ processes with additional jets. Here, V denotes either a W

or a Z boson. Although no photons were generated at ME level in the inclusive samples,

initial- and final-state radiation of photons is accounted for by the showering algorithm.

Combining inclusive and dedicated samples for the modelling of processes might result

in double-counting photon radiation in certain phase-space regions. As a consequence, a

procedure to remove overlaps between the inclusive and dedicated samples was performed.

Photon radiation simulated at ME level in dedicated samples achieves higher accuracy

than the photon radiation in the showering algorithm. On the other hand, kinematic

– 3 –
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requirements are applied to the kinematic properties of the photons at ME level in the

dedicated samples. In the overlap-removal procedure, all events from the dedicated samples

are kept while events from the inclusive samples are discarded if they contain a parton-level

photon that fulfils the dedicated samples’ kinematic requirements of pT(γ) > 15 GeV and

∆R(γ, `) > 0.2, where pT(γ) is the photon’s transverse momentum and ∆R(γ, `) is the

angular distance between the photon and any charged lepton.

The dedicated sample for the tt̄γ signal process was simulated using the Mad-

Graph5 aMC@NLO generator (v2.3.3) [22] and the NNPDF2.3LO PDF set at leading

order (LO) in QCD. The events were generated as a doubly resonant 2 → 7 process, e.g.

as pp → b`νb`νγ, thus, diagrams where the photon is radiated from the initial state (in

the case of quark-antiquark annihilation), intermediate top quarks, the b-quarks, and the

intermediate W bosons, as well as the decay products of the W bosons, are included. To

prevent divergences, the photon was required to have pT > 15 GeV and |η| < 5.0 and the

leptons to satisfy |η| < 5.0. The ∆R between the photon and any of the charged particles

among the seven final-state particles were required to be greater than 0.2. The top-quark

mass in this and all other samples was set to 172.5 GeV. The renormalisation and the

factorisation scales were set to 0.5×∑i

√
m2
i + p2

T,i, where the sum runs over all the parti-

cles generated from the ME calculation. The event generation was interfaced to Pythia 8

(v8.212) using the A14 tune [23] to model parton showers, hadronisation, fragmentation

and the underlying event. Heavy-flavour hadron decays were modelled with EvtGen [24];

this program was used for all samples, except for those generated using the Sherpa MC

program [25, 26]. In the latter case, heavy-flavour decays were modelled directly with

Sherpa.

Two dedicated samples for the tWγ process were generated with the Mad-

Graph5 aMC@NLO generator as well. The first one was produced at LO in the five-flavour

scheme for the 2 → 3 process (e.g. pp → tWγ) assuming a stable top quark. The second

set of events was generated at LO as a 2→ 6 process (e.g. pp→ b`ν`νγ) in the five-flavour

scheme, where the photon is radiated from any other charged final-state particle. In the

five-flavour scheme, the b-quarks are treated as massless and the LO representation of the

process includes a b-quark in the initial state. The two sets of events are complementary

and, once combined, provide a full simulation of the tWγ process. Both samples make use

of the NNPDF2.3LO PDF set and were interfaced to Pythia 8 (v8.212) for parton show-

ering using the A14 tune. The photon was also required to have pT > 15 GeV and |η| < 5.0

and to be separated by ∆R > 0.2 from any parton. Although possible interference effects

between tt̄γ and tWγ are still missing in the simulated LO samples, the tWγ process is

treated as part of the signal in this analysis.

Events with Wγ and Zγ final states (with additional jets) were simulated as dedicated

samples. The Wγ processes were simulated with Sherpa 2.2.2 at NLO accuracy in QCD

using the NNPDF3.0NNLO PDF set, whereas Zγ events were generated with Sherpa 2.2.4

at LO in QCD with the same PDF set. The samples are normalised to the cross-sections

given by the corresponding MC simulation. The Sherpa generator performs all steps of

the event generation, from the hard process to the observable particles. All samples were

– 4 –
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matched and merged by the Sherpa-internal parton showering based on Catani-Seymour

dipoles [27, 28] using the MEPS@NLO prescription [29–31]. Virtual corrections for the NLO

accuracy in QCD in the matrix element were provided by the OpenLoops library [32, 33].

Inclusive tt̄ production processes were simulated at matrix-element level at NLO accu-

racy in QCD using Powheg-Box v2 [34–36]. The calculation used the NNPDF3.0NLO

PDF set [37]. The parton shower was generated with Pythia 8 (v8.230), for which the A14

tune [38] was used. The tt̄ events are normalised to a cross-section value calculated with

the Top++2.0 program at next-to-next-to-leading order (NNLO) in perturbative QCD,

including soft-gluon resummation to next-to-next-to-leading-logarithm order (see ref. [39]

and references therein).

Events with inclusive W - and Z-boson production in association with additional jets

were simulated with Sherpa 2.2.1 [25, 26] at NLO in QCD. The NNPDF3.0NLO PDF

set was used in conjunction with a dedicated tune provided by the Sherpa authors. The

samples are normalised to the NNLO cross-section in QCD [40].

Events with two directly produced vector bosons, i.e. WW , WZ and ZZ , were gener-

ated with Sherpa versions 2.2.2 (purely leptonic decays) and 2.2.1 (all others) at LO in

QCD. The NNPDF3.0NNLO PDF set was used in conjunction with a dedicated tune pro-

vided by the Sherpa authors. The samples are normalised to NLO accuracy cross-sections

in QCD [41].

Events with a tt̄ pair and an associated W or Z boson (tt̄V ) were simulated at NLO

at the ME level with MadGraph5 aMC@NLO using the NNPDF3.0NLO PDF set. The

ME generator was interfaced to Pythia 8 (v8.210), for which the A14 tune was used in

conjunction with the NNPDF2.3LO PDF set. The samples are normalised to NLO in QCD

and electroweak theory [42].

The background processes are sorted into three categories based on the origin of the

reconstructed photon required in the event selection. The three are estimated from MC

simulation by categorising events from all considered samples that are not classified as signal

events. The MC simulations for all categories include processes without prompt photons

such as tt̄, W+jets, Z+jets, diboson and tt̄V production, as well as background processes

with an additional prompt photon. The first category is labelled h-fake and contains any

type of hadronic fakes that mimic a photon signature in the detector. This category includes

not only photon signatures faked by hadronic energy depositions in the electromagnetic

calorimeter, but also hadron decays involving photons, for example π0 → γγ decays. It also

includes processes with a prompt photon, where the prompt photon is not reconstructed in

the detector or does not pass the selection requirements, but a h-fake photon does. Studies

performed with data-driven techniques following the approach described in ref. [9] show

that possible data-driven corrections have a negligible effect on the distribution shapes

of relevant observables. Possible differences in the total expected number of events are

covered by a normalisation uncertainty as described in section 6. The second category

is labelled e-fake and contains processes with an electron mimicking a photon signature

in the calorimeter. Similarly to the h-fake category, this category includes contributions

from processes without a prompt photon but with an e-fake photon, as well as processes

with a prompt photon in the simulation but an e-fake photon in the reconstruction. This

– 5 –
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category represents a minor background contribution. The third category is called prompt γ

background and contains any type of background process with a prompt photon. The

background contribution from tt̄ production with a photon produced in an additional pp

interaction in the same bunch crossing was found to be negligible. This was estimated by

comparing the significance of the distance in z between the photon’s origin and the primary

vertex in data and simulation.

The tt̄γ and tWγ events where one or both W bosons decay into τ -leptons, which

then subsequently decay into e or µ, are categorised as Other tt̄γ/tWγ, and not as eµ

signal, following the definition of signal events in the theory calculation in refs. [10, 11].

Single-lepton events, where a second lepton is faked by hadronic energy depositions, are

also included in the category Other tt̄γ/tWγ. The contribution of tt̄γ single-lepton events

was found to be negligible in the eµ final state in the previous measurement [9] and it is

therefore estimated from the MC simulation.

4 Event selection

The data set used in this analysis corresponds to the 139 fb−1 of integrated luminosity

collected with the ATLAS detector during the Run 2 period. Each event in data and

simulation is required to have at least one reconstructed primary vertex with at least two

associated reconstructed tracks. Furthermore, only events where at least one of the single-

electron [43] or single-muon [44] triggers was fired are selected.

The main physics objects considered in this analysis are electrons, muons, photons, jets,

b-jets and missing transverse momentum. Electrons are reconstructed from energy deposits

in the electromagnetic calorimeter associated with reconstructed tracks in the ID system.

They are identified with a combined likelihood technique [45] using a ‘tight’ working point,

and are required to be isolated based on calorimeter and tracking quantities. The pT- and

η-dependent isolation criteria yield an efficiency of 90% for electrons with pT = 25 GeV

and 99% for those with pT = 60 GeV. The origin of the electron track has to be compatible

with the primary vertex. Electrons are calibrated with the method described in ref. [45].

They are selected if they fulfil pT > 25 GeV and |ηclus| < 2.47, excluding the calorimeter

barrel/endcap transition region 1.37 < |ηclus| < 1.52.2

Muons are reconstructed with an algorithm that combines the track segments in the

various layers of the muon spectrometer and the tracks in the ID system. The reconstruc-

tion, identification and calibration methods are described in ref. [46]. Muons are required

to be isolated according to track- and calorimeter-based criteria similar to those applied to

electrons. Only muons with calibrated pT > 25 GeV and |η| < 2.5 and passing ‘medium’

quality requirements are considered. The muon track is also required to originate from the

primary collision vertex.

Photons are reconstructed from energy deposits in the central region of the electromag-

netic calorimeters. If the cluster considered is not matched to any reconstructed track in

the ID system, the photon candidate is classified as unconverted. If the cluster is matched

with one or two reconstructed tracks that are consistent with originating from a photon

2ηclus denotes the pseudorapidity of the calorimeter cell cluster associated with the electron.

– 6 –
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conversion and if, in addition, a conversion vertex can be found, the photon candidate is

classified as converted. Both kinds of photons are considered in this analysis. Photons are

reconstructed and identified as described in ref. [47] and their energies are calibrated with

the method described in ref. [48]. They are subject to a tight isolation requirement defined

as Eiso
T

∣∣
∆R<0.4

< 0.022 · ET(γ) + 2.45 GeV in conjunction with piso
T

∣∣
∆R<0.2

< 0.05 · ET(γ),

where Eiso
T refers to the calorimeter isolation within ∆R < 0.4 around the direction of the

photon candidate and piso
T is the track isolation within ∆R < 0.2 [47]. Only photons with

calibrated ET > 20 GeV and |ηclus| < 2.37, excluding the calorimeter transition region

1.37 < |ηclus| < 1.52, are considered.

Jets are reconstructed using the anti-kt algorithm [49] in the FastJet implementa-

tion [50] with a distance parameter R = 0.4. They are reconstructed from topological

clusters of cells in the calorimeter [51]. The jet energy scale and jet energy resolution are

calibrated using information from both simulation and data [52]. The jets are required to

have pT > 25 GeV and |η| < 2.5. Jets with a large contribution from pile-up vertices are

identified with the Jet Vertex Tagger [53] and rejected.

The b-tagging algorithm (MV2c10) applied to the selected jets to identify those from

b-quark hadronisation [54] labelled as b-jets is based on a boosted decision tree combining in-

formation from other algorithms using track impact parameters and secondary vertices, and

a multi-vertex reconstruction algorithm. A working point with a selection efficiency of 85%

on simulated tt̄ events is used, corresponding to rejection factors of 3.1 and 35 for jets initi-

ated by charm quarks and light-flavour partons, respectively. The flavour-tagging efficiency

for b-jets, as well as for c-jets and light-flavour jets, is calibrated as described in ref. [55].

The reconstructed missing transverse momentum Emiss
T [56, 57] is computed as the neg-

ative vector sum over all reconstructed, fully calibrated physics objects, including photons,

and the remaining unclustered energy, also called the soft term. The soft term is estimated

from low-pT tracks associated with the primary vertex but not with any reconstructed

object.

An overlap-removal procedure is applied to avoid the reconstruction of the same energy

clusters or tracks as different objects. First, electron candidates sharing their track with

a muon candidate are removed and jets within a ∆R = 0.2 cone around any remaining

electron are excluded. Secondly, electrons within a ∆R = 0.4 cone around any remaining

jet are removed. If the distance between a jet and any muon candidate is ∆R < 0.4, the

muon candidate is discarded if the jet has more than two associated tracks, otherwise the

jet is removed. Finally, photons within a ∆R = 0.4 cone around any remaining electron

or muon are removed and then jets within a ∆R = 0.4 cone around any remaining photon

are excluded.

The selected events must have exactly one electron and exactly one muon, each with

pT > 25 GeV. At least one of these leptons has to be matched to a fired single-lepton

trigger. Since the pT threshold of the single-lepton triggers was increased over the different

data-taking periods due to increased collisions rates, the offline pT thresholds for these

electrons and muons that are matched to a fired single-lepton trigger are chosen to be

25 GeV in 2015, 27 GeV in 2016, and 28 GeV in 2017 and 2018 in order to lie above

the trigger thresholds. Electrons and muons must have opposite-sign charges and the eµ
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Events

tt̄γ eµ 2391± 130

tWγ eµ 156± 15

Other tt̄γ/tWγ 279± 15

h-fake 78± 40

e-fake 23± 12

Prompt γ bkg. 87± 40

Total 3014± 160

Data 3014

Table 1. Event yields before the profile likelihood fit of the signal and background processes to

data after the full selection. All categories are estimated from MC simulation and include correction

factors for detector effects as described in section 6. The combination of all tt̄γ and tWγ categories

is scaled to match the event yields in data. The quoted uncertainties correspond to the total

statistical and systematic uncertainties (cf. section 6) added in quadrature.

invariant mass is required to be higher than 15 GeV. The event is required to have at least

two jets and at least one of the jets must be b-tagged. In addition, all events must contain

exactly one reconstructed photon fulfilling the condition that ∆R between the selected

photon and any of the leptons is greater than 0.4.

The observed event yields after selection are listed in table 1 for the different signal

and background categories described in section 3. The LO cross-section of the MC samples

underestimates the expected number of signal events; therefore, for illustration purposes

the combination of all tt̄γ and tWγ categories is normalised to match the event yields

in data. Correction factors for detector effects (described in section 6) are applied, when

needed, to improve the description of the data by the simulation.

The modelling of signal and background processes is inspected through the comparison

of distributions. A selection of these distributions showing a comparison between the

MC simulation before the profile likelihood fit and data is presented in figure 2. The

combination of all tt̄γ and tWγ categories is normalised to match the event yields in data

as done in table 1 to allow a comparison of the shapes of the kinematic variables. All

systematic uncertainties that are introduced in section 6 are included in these distributions

and their sum in quadrature, which assumes they are fully uncorrelated, is illustrated by

the shaded error bands.

5 Analysis strategy

The inclusive and differential cross-sections are measured in the fiducial region described in

section 5.1 and the same sources of background contributions and systematic uncertainties

are considered. In the fiducial inclusive cross-section the ST distribution is fitted and the

post-fit background yields and systematic uncertainties are used to extract the signal cross-

section, while no fit is performed for the determination of the differential cross-sections.
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Figure 2. Distributions of the transverse momentum of the electron, the muon and all jets (top

row), and the number of jets, Emiss
T and ST (bottom row) after event selection and before the profile

likelihood fit. The combination of all tt̄γ and tWγ categories is scaled to match the event yields in

data. The shaded bands correspond to the statistical and systematic uncertainties (cf. section 6)

added in quadrature. Overflow events are included in the last bin of each distribution. In the case

of the ST distribution, the underflow events are included in the first bin. The lower part of each

plot shows the ratio of the data to the prediction.

5.1 Fiducial region definition

The cross-sections are reported at parton level in a fiducial region, defined by the kinematic

properties of the signal process, in which all selected final-state objects are produced within

the detector acceptance. This is done in a way that mimics the event selection as defined

in the theoretical calculation. Objects at parton level are taken from the MC simulation

history. Photons and leptons are selected as stable particles after final-state radiation. The

leptons (` = e, µ) must originate from W -boson decays and they are dressed with nearby

photons within a cone of size of ∆R = 0.1 around them and must have pT > 25 GeV and

|η| < 2.5. Only events with exactly one electron and one muon are considered. Events with

leptons originating from an intermediate τ -lepton in the top-quark decay chain are not con-

sidered. The b-jets at parton level in the calculation from refs. [10, 11] are jets clustered with

the anti-kt algorithm with a distance parameter of R = 0.4. Since showering and hadroni-
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sation effects are not considered in this calculation, the jets correspond to the b-quarks from

the top-quark decay (with an additional parton in the cases where the NLO real emission

leads to a parton close by a b-quark). To mimic this definition in the LO MC simulation,

parton-level b-jets are defined as follows. The anti-kt algorithm with a distance parameter

R = 0.4 is applied to all partons that are radiated from the two b-quarks (including the

b-quarks themselves) and from the two initial partons. The jets that include a b-quark from

the decay of a top quark are selected as b-jets. The event is kept if there are two b-jets sat-

isfying pT > 25 GeV and |η| < 2.5. Exactly one photon with ET > 20 GeV and |η| < 2.37 is

required. Photons are required to be isolated from nearby jets by imposing a modified cone

approach as described in ref. [58], as it is also done in the theory calculation in refs. [10, 11],

to ensure soft and collinear safety. The event is dropped if any of the following requirements

is not fulfilled: ∆R(γ, `) > 0.4, ∆R(e, µ) > 0.4, ∆R(b, b) > 0.4 or ∆R(`, b) > 0.4.

5.2 Fiducial inclusive cross-section

The fiducial inclusive cross-section is extracted using a binned profile likelihood fit to the

full ST distribution. The distribution of ST provides good separation between signal and

background and was found to be less sensitive to systematic uncertainties than other distri-

butions considered, such as the jet multiplicity or the pT of individual jets. The expected

signal and background distributions are modelled in the fit using template distributions

taken from the simulated samples. The parameter of interest, the fiducial cross-section

σfid, is related to the number of signal events in bin i of the ST distribution as:

N s
i = L× σfid × C × fST

i .

The term L is the integrated luminosity, fST
i is the fraction of generated signal events

falling into bin i of the ST distribution after fiducial requirements are applied, and C is the

correction factor for the signal efficiency ε and for migration into the fiducial region fout,

defined as follows:

fout =
Nnon-fid

reco

Nreco
, ε =

Nfid
reco

Nfid
MC

⇒ C =
ε

1− fout
=
Nreco

Nfid
MC

,

where Nreco is the number of simulated signal events passing the event selection described in

section 4, Nfid
MC is the corresponding number of signal events generated in the fiducial region

defined in section 5.1, and Nfid
reco and Nnon-fid

reco are the numbers of signal events that pass

the event selection and are generated within and outside the fiducial region, respectively.

The efficiency and outside migration are obtained from simulated tt̄γ and tWγ events. The

correction factor is estimated from the signal simulation to be C = 0.462±0.002 (statistical

uncertainty only).

The likelihood function L, based on Poisson statistics, is given by:

L =
∏

i

P

(
Nobs
i |N s

i (~θ) +
∑

b

N b
i (~θ)

)
×
∏

t

G(0|θt, 1),

where Nobs
i , N s

i , and N b
i are the observed number of events in data, the predicted number

of signal events, and the estimated number of background events in bin i of the ST distribu-

tion, respectively. The rates of those tt̄γ and tWγ events not counted as part of the signal
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and categorised as Other tt̄γ/tWγ are scaled with the same parameter as the signal events

in the fit, i.e. no independent production cross-section is assumed for these parts of the

simulated tt̄γ/tWγ process. The vector ~θ, of components θt, represents the nuisance pa-

rameters that describe the sources of systematic uncertainties. Each nuisance parameter θt
is constrained by a Gaussian distribution, G(0|θt, 1). The width of the Gaussian function

corresponds to a change of ±1 standard deviation of the corresponding quantity in the like-

lihood. For systematic uncertainties related to the finite number of simulated MC events,

the Gaussian terms in the likelihood are replaced by Poisson terms. The cross-section is

measured by profiling the nuisance parameters and minimising −2 lnL [59].

5.3 Absolute and normalised differential cross-sections

The measurements of the absolute and normalised differential cross-sections are performed

as functions of the pT and |η| of the photon, and of angular variables between the photon

and the leptons: ∆R between the photon and the closest lepton ∆R(γ, `)min, as well as

∆φ(`, `) and |∆η(`, `)| between the two leptons. The kinematic properties of the photon

are sensitive to the tγ coupling. In particular, ∆R(γ, `)min is related to the angle between

the top quark and the radiated photon, which could give insight into the structure of this

coupling. The distributions of ∆φ(`, `) and |∆η(`, `)| are sensitive to the tt̄ spin correlation.

The corresponding distributions in data and SM simulations are compared in figure 3. The

simulation describes reasonably well the data within the uncertainties although it favours

smaller ∆R(γ, `)min and larger ∆φ(`, `) values than the observed ones.

The data are corrected for detector resolution and acceptance effects to parton level in

the fiducial phase space using an iterative matrix unfolding that uses Bayes’ theorem [60]

implemented in the RooUnfold package [61]. The differential cross-section is defined as:

dσ

dXk
=

1

L×∆Xk × εk
×
∑

j

M−1
jk × (Nobs

j −N b
j )× feµ,j × (1− fout,j) .

The indices j and k represent the bin indices of the observable X at detector and parton

levels, respectively. The variable Nobs
j is the number of observed events, and N b

j is the

number of estimated non-tt̄γ/tWγ background events (pre-fit) in bin j at detector level.

The contribution from the Other tt̄γ/tWγ category is taken into account by correcting

the remaining number of observed events by the signal fraction, feµ,j , defined as the ratio

of the number of selected tt̄γ and tWγ eµ events to the total number of selected tt̄γ and

tWγ events, as determined from simulation. This avoids the dependence on the signal

cross-section used for the normalisation. The efficiency εk is the fraction of signal events

generated at parton level in bin k of the fiducial region that are reconstructed and selected

at detector level. The total integrated luminosity is denoted by L, and ∆Xk represents the

bin width. The migration matrix Mkj describes the detector response and expresses the

probability for an event in bin k at parton level to be reconstructed in bin j at detector level,

calculated from events passing both the fiducial-region selection and the event selection.

The outside-migration fraction fout,j is the fraction of signal events generated outside the

fiducial region but reconstructed and selected in bin j at detector level. The normalised
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Figure 3. Distributions of the photon pT and |η| in the top row, and ∆R(γ, `)min, ∆φ(`, `)

and |∆η(`, `)| in the bottom row after event selection and before the profile likelihood fit. The

combination of all tt̄γ and tWγ categories is scaled to match the event yields in data. The shaded

bands correspond to the statistical and systematic uncertainties (cf. section 6) added in quadrature.

When overflow events are present, they are included in the last bin of the distribution. The lower

part of each plot shows the ratio of the data to the prediction.

differential cross-section is derived by dividing the absolute result by the total cross-section,

obtained by integrating over all bins of the observable.

The signal MC samples are used to determine εk, fout,j , and Mkj . The unfolding

method relies on the Bayesian probability formula, starting from a given prior of the

parton-level distribution and iteratively updating it with the posterior distribution. The

binning choices of the unfolded observables take into account the detector resolution and the

expected statistical uncertainty. The bin width has to be larger than twice the resolution,

and the statistical uncertainty is required to be around or below 10% across all bins, with

the latter being the limiting factor in most of the cases. The resolution of the lepton and

photon momenta is very high and, therefore, the fraction of events migrating from one bin to

another is small. In all bins, the purity, defined as the fraction of reconstructed events that

originate from the same bin at parton level, is larger than 80%, and it is above 90% for all

observables except for the pT of the photon. The number of iterations chosen is two, which

provides good convergence of the unfolding distribution and a statistically stable result.
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Figure 4. Left: migration matrix relating the photon pT at the reconstruction and parton levels in

the fiducial phase space, normalised by column and shown as percentages. Right: signal reconstruc-

tion and selection efficiency (ε), (1 − fout) fraction and resulting C correction factor as a function

of the photon pT.

For illustration purposes, the migration matrix is presented in the left panel of figure 4,

while the right panel shows the efficiency, outside-migration fraction and the resulting C

correction factor obtained for the distribution of the photon pT. The performance of the

unfolding procedure is tested for possible biases from the choice of input model. It was

verified that when reweighting the shape of the signal simulation by up to 50% bin-by-bin

with respect to the nominal shape, the unfolding procedure based on the nominal response

matrix reproduces the altered shapes.

6 Systematic uncertainties

Various systematic uncertainties arising from detector effects are considered, along with

theoretical uncertainties. Signal and background predictions are both subject to these

uncertainties.

6.1 Experimental uncertainties

Experimental systematic uncertainties affect the normalisation and shape of the distribu-

tions of the simulated signal and background samples. These include reconstruction and

identification efficiency uncertainties, as well as uncertainties in the energy and momen-

tum scale and resolution for the reconstructed physics objects in the analysis, including

leptons, photons, jets and Emiss
T . In addition, uncertainties in the flavour-tagging of jets,

the jet vertex tagger (JVT) discriminant, the integrated luminosity value and the pile-up

simulation are considered.

The photon identification and isolation efficiencies as well as the efficiencies of the lep-

ton reconstruction, identification, isolation, and trigger in the MC samples are all corrected
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using scale factors to match the corresponding values in data. Similarly, corrections to the

lepton and photon momentum scale and resolution are applied in simulation [46, 48]. All

these corrections, which are pT and η dependent, are varied within their uncertainties.

The jet energy scale (JES) uncertainty is derived using a combination of simulations,

test-beam data and in situ measurements [52]. Additional contributions from jet-flavour

composition, η-intercalibration, punch-through, single-particle response, calorimeter re-

sponse to different jet flavours, and pile-up are taken into account, resulting in 30 uncorre-

lated JES uncertainty subcomponents, of which 29 are non-zero in a given event depending

on the type of simulation used. The most relevant JES uncertainties are related to the

pile-up correction (JES pile-up correction) and modelling aspects of the in situ calibration

(JES in situ calibration). The jet energy resolution (JER) in simulation is smeared by the

measured JER uncertainty [62] split into eight uncorrelated sources. The uncertainty as-

sociated with the JVT discriminant is obtained by varying the efficiency correction factors

(labelled jet vertex tagging in the results, cf. figure 5).

The uncertainties related to the b-jet tagging calibration are determined separately

for b-jets, c-jets and light-flavour jets [63–65]. For each jet category, the uncertainties are

decomposed into several uncorrelated components. The corrections are varied by their

measured uncertainties.

The uncertainties associated with energy scales and resolutions of photons, leptons and

jets are propagated to the Emiss
T . Additional uncertainties originate from the modelling of

its soft term [66].

The uncertainty in the combined 2015–2018 integrated luminosity is 1.7% [67], obtained

using the LUCID-2 detector [68] for the primary luminosity measurements.

The uncertainty associated with the modelling of pile-up in the simulation is assessed

by varying the pile-up reweighting in the simulation within its uncertainties.

6.2 Signal and background modelling uncertainties

The tt̄γ signal modelling uncertainties include the uncertainties owing to the choice of QCD

scales, parton shower, amount of initial-state radiation (ISR), and PDF set. The effect of

the QCD scale uncertainty is evaluated by varying the renormalisation and factorisation

scales separately up and down by a factor of two from their nominal chosen values. The

uncertainty from the parton shower and hadronisation (tt̄γ PS model) is estimated by

comparing the tt̄γ nominal samples, produced with MadGraph5 aMC@NLO + Pythia 8,

with an alternative sample interfaced to Herwig 7 [69, 70]. The ISR uncertainty (tt̄γ ISR)

is studied by comparing the nominal MadGraph5 aMC@NLO + Pythia 8 sample with

the results of varying the A14 tune parameter for radiation [23]. The PDF uncertainty (tt̄γ

PDF ) is evaluated using the standard deviation in each bin of the respective distribution

formed by the set of 100 replicas of the NNPDF set [21].

For the tWγ process the uncertainties due to the choice of renormalisation and factori-

sation scales are also estimated by varying them up and down separately by a factor of two

relative to the nominal sample value. A systematic uncertainty from the parton shower and

hadronisation model is considered by comparing Pythia 8 and Herwig 7 both interfaced
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to MadGraph5 aMC@NLO. The tWγ modelling uncertainties are treated as uncorrelated

with the tt̄γ signal modelling uncertainties.

The tWγ process was generated in the five-flavour scheme at leading order in QCD

and one of the two b-quarks is not included in the matrix-element generation step. This

b-quark, expected to be produced in the initial state through the PDF, is only found in

a fraction of the events at parton level in the MC simulation. The fractions of generated

tWγ events without a second b-quark were found to be around 30% and 50% for the

MC samples interfaced with Herwig and Pythia, respectively. Therefore, an additional

uncertainty associated with this possibly lost b-quark is assigned (tWγ parton definition) as

follows. Relative to the nominal tWγ simulation, the parton-level event yields are doubled,

assuming all b-jets are found, while the number of reconstructed events is kept constant.

This leads to a variation of the correction factor C of 2.8%.

Several uncertainties in the modelling of tt̄ processes, which give a dominant contri-

bution to the h-fake and prompt γ background categories, are considered as shape-only

uncertainties. The uncertainties associated with the parton shower and hadronisation are

estimated by comparing the nominal simulation with alternative showering by Herwig 7.

Uncertainties in the modelling of final-state radiation are estimated by evaluating the ef-

fects of varying four different parameters in the Powheg + Pythia 8 generator set-up

described in the following. Uncertainties due to the renormalisation and factorisation scales

are estimated by varying them up and down independently by a factor of two relative to the

default scale choice. These scale variations are implemented with corresponding weights

which are available as part of the nominal MC sample. Uncertainties due to the value of αS

used in the ISR parton shower modelling are estimated by comparing the nominal Powheg

+ Pythia 8 simulation with alternative samples that correspond to higher and lower radi-

ation parameter settings in the A14 tune, controlled by the var3c parameter in Pythia 8.

This parameter is varied within its uncertainties corresponding to variations of αS(mZ)

between 0.115 and 0.140. An additional ISR uncertainty is obtained by comparing the

nominal sample with an additional one where the hdamp parameter, which controls the pT

of the first additional emission, is varied by a factor of two as supported by measurements

reported in ref. [71].

In addition to those background modelling uncertainties, global normalisation uncer-

tainties of 50% are assigned to the following three categories: h-fake photons, e-fake photons

and prompt γ background [9] (h-fakes, e-fakes, and prompt γ normalisation).

6.3 Treatment of the systematic uncertainties in the measurements

As stated in section 5, the impact of systematic uncertainties on the fiducial inclusive

cross-section measurement is taken into account via nuisance parameters in the likelihood

function. The nuisance parameters ~θ are profiled in the maximum-likelihood fit. Variations

of the nuisance parameters can affect the rate of events as well as the shape of the ST

distribution. In the case of signal modelling uncertainties, the rate uncertainty is composed

of variations of the efficiency ε and the fraction fout. All MC samples used to evaluate signal

modelling uncertainties are scaled to the same number of events in the fiducial phase space,

Nfid
MC. The only uncertainty that is not included as a nuisance parameter in the profile
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likelihood fit is the uncertainty from the tWγ parton definition. This uncertainty does

not affect the number of reconstructed events in the corresponding template in the profile

likelihood fit. It comprises only an uncertainty in the number of generated events in the

fiducial phase space. Thus, the tWγ parton definition uncertainty is added in quadrature

to the post-fit uncertainty of the profile likelihood fit.

To reduce the sensitivity to statistical fluctuations due to the limited number of events

in the MC samples used in systematic variations, smoothing techniques are applied to the

MC templates used to evaluate the signal and background modelling systematic uncertain-

ties in the template fit. Additionally, the systematic uncertainties are symmetrised, taking

the average of the up- and down-variation as the uncertainty. In the cases where both

variations have the same sign or only one variation is available (e.g. the uncertainty from

the parton shower and hadronisation signal modelling) the largest variation or the avail-

able one, respectively, is taken as both the up- and down-variations for the corresponding

source. The ISR uncertainty suffers from statistical fluctuations in the available tt̄γ MC

samples, so a more conservative approach is chosen for the symmetrisation. In this case,

the largest of the two variations is taken and mirrored around the nominal prediction.

In the case of the differential cross-section measurements, each systematic uncertainty

is determined individually in each bin of the measurement by varying the corresponding

efficiency, resolution, and model parameter within its uncertainty. The same symmetrisa-

tion approach described for the fiducial inclusive cross-section is used for this measurement.

For each variation, the measured differential cross-section is recalculated and the devia-

tion from the nominal result per bin is taken as the systematic uncertainty. The overall

uncertainty in the measurement is then derived by adding all contributions in quadrature,

assuming the sources of systematic uncertainty to be fully uncorrelated.

Sources of systematic uncertainty relating only to the background prediction are eval-

uated by shifting the nominal distribution of the corresponding background process by

its associated uncertainty. For the experimental uncertainties, the input is varied by the

corresponding shift, which typically affects both the shape and normalisation of signal and

background process distributions. The resulting distribution is unfolded and compared

with the nominal unfolded distribution and the difference is assigned as an uncertainty.

The systematic uncertainties due to signal modelling are evaluated by varying the signal

corrections, i.e. the migration matrix Mkj , the efficiency εk and the fraction fout,j , by

the corresponding model parameter uncertainty and calculating the difference between the

resulting unfolded distributions and the nominal ones.

7 Fiducial inclusive cross-section measurement

The number of signal events is extracted using a profile likelihood fit to the ST distribution

and is translated into the signal cross-section in the fiducial phase space given by the

kinematic boundaries of the signal as described in section 5.

The best-fit values of the nuisance parameters ranked highest in impact are shown

in figure 5 along with their impact on the result. Rate and shape uncertainties from

the tt̄γ PS model and tt̄γ ISR variations are treated as separate nuisance parameters.
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Category Uncertainty

tt̄γ/tWγ modelling 3.8%

Background modelling 2.1%

Photons 1.9%

Luminosity 1.8%

Jets 1.6%

Pile-up 1.3%

Leptons 1.1%

Flavour-tagging 1.1%

MC statistics 0.4%

Soft term Emiss
T 0.2%

tWγ parton definition 2.8%

Total syst. 6.3%

Table 2. Illustrative summary of the systematic uncertainties on the fiducial inclusive cross-section

measurement grouped into different categories and their relative impact on the measurement (sym-

metrised). The categories ‘tt̄γ/tWγ modelling’ and ‘Background modelling’ include all correspond-

ing systematic uncertainties described in section 6.2. The ‘tWγ parton definition’ uncertainty is

listed separately since it does not enter the profile likelihood fit directly as described in section 6.3.

The category ‘Photons’ corresponds to the uncertainties related to photon identification and isola-

tion as well as photon energy scale and resolution. ‘Jets’ includes the total uncertainty from the

JES, JER and JVT discriminant, while the b-tagging-related uncertainties are given in a separate

category (‘Flavour-tagging’). The category ‘Leptons’ represents the uncertainties related to lepton

identification, isolation and energy/momentum calibration.

This approach prevents pulls on the rate uncertainty due to differences in the shape of

the ST distribution between the data and simulation, in particular in the tail where the

data overshoot the prediction and the fit compensates for this discrepancy by pulling the

nuisance parameter of the tt̄γ PS model shape uncertainty. The impact of the individual

nuisance parameters is evaluated as the difference between the reference best-fit value of

the cross-section and the one obtained when fixing the corresponding nuisance parameter

under scrutiny to its best-fit value and its ± one standard deviation (±1σ). Table 2 shows

the systematic uncertainties and their relative impact on the measurement of the fiducial

inclusive cross-section. The effect of each category of uncertainties is calculated from the

variance (σ2) difference between the total uncertainty in the measured fiducial cross-section

and the uncertainty from the fit with the corresponding nuisance parameters fixed to their

fitted values. The uncertainties in the signal modelling, especially the rate uncertainties

from the tt̄γ PS model and the ISR variation, have the largest impact on the result.

The distribution of the fitted ST variable is shown in figure 6. The dashed band

represents the post-fit uncertainties. The expected yields after the fit describe the data well.
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-1 = 13 TeV, 139 fbs

Figure 5. Ranking of the systematic uncertainties included in the profile likelihood fit used in the

fiducial inclusive cross-section measurement. The blue and turquoise bands indicate the post-fit

impact on the fit result, whereas the outlined blue and turquoise rectangles show the pre-fit impact.

The difference between the two reflects the constraint of the nuisance parameter due to correlations

in the fit. Most nuisance parameters are not or only marginally constrained. The impact is overlaid

with the post-fit values of the nuisance parameters (pulls) shown by the black dots. The black lines

represent the post-fit uncertainties normalised to the pre-fit uncertainties. For uncertainties param-

eterised with more than one nuisance parameter, the index (1) refers to the leading component.

Extrapolated to the fiducial phase space using the correction factor C, the fit result

corresponds to a fiducial inclusive cross-section for the combined tt̄γ/tWγ process in the eµ

channel of σfid = 39.6 ± 0.8 (stat) +2.6
−2.2 (syst) fb = 39.6 +2.7

−2.3 fb. The measured cross-section

is in good agreement with the dedicated theoretical calculation provided by the authors of

refs. [10, 11], which predicts a value of σfid = 38.50 +0.56
−2.18 (scale) +1.04

−1.18 (PDF) fb for the chosen

fiducial phase space using the CT14 PDF set [72]. The uncertainty in the theory prediction

includes uncertainties owing to the scales and PDF. The PDF uncertainty is rescaled to

the 68% CL. In the theoretical calculation, the renormalisation and factorisation scales are

chosen as 1/4 of the total transverse momentum of the system, defined as the scalar sum

of the pT of the leptons, b-jets, photon and the total missing pT from the neutrinos. The
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Figure 6. Post-fit distribution of the ST variable. The uncertainty band represents the post-

fit uncertainties. Underflow and overflow events are included in the first and last bins of the

distribution, respectively. The lower part of the plot shows the ratio of the data to the prediction.

mass of the top quark is set to 173.2 GeV. The electroweak coupling in the calculation is

derived from the Fermi constant Gµ and it is set to αGµ ≈ 1/132, while it is 1/137 for the

leading emission. Further details can be found in ref. [10].

8 Differential cross-section measurements

The absolute differential cross-sections are shown in figure 7 while the normalised measured

differential cross-sections are presented in figure 8. The cross-sections are compared with

the NLO calculation in the same fiducial phase space and with the combination of the tt̄γ

and tWγ LO MadGraph5 aMC@NLO simulations interfaced with Pythia 8 and Herwig

7, referred to as MG5 aMC+Pythia8 and MG5 aMC+Herwig7 in the following plots and

tables. The calculated χ2/ndf values for the absolute and normalised cross-sections and

their corresponding p-values are summarised in tables 3 and 4, quantifying the probability

of compatibility between data and each of the predictions. The χ2 values are calculated as:

χ2 =
∑

j,k

(σj,data − σj,pred.) · C−1
jk · (σk,data − σk,pred.) ,

where σdata and σpred. are the unfolded and predicted differential cross-sections, Cjk is

the covariance matrix of σdata, calculated as the sum of the covariance matrix for the

statistical uncertainty and the covariance matrices for the systematic uncertainties, and

j and k are the binning indices of the distribution. The covariance matrix for each of the

systematic uncertainties is estimated as σj × σk, where σj and σk are the symmetrised
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pT(γ) |η(γ)| ∆R(γ,`)min ∆φ(`,`) |∆η(`,`)|
Predictions χ2/ndf p-value χ2/ndf p-value χ2/ndf p-value χ2/ndf p-value χ2/ndf p-value

Theory NLO 6.1/11 0.87 4.5/8 0.81 11.7/10 0.31 5.8/10 0.83 6.2/8 0.62

Table 3. χ2/ndf and p-values between the measured absolute cross-sections and the NLO calcula-

tion.

pT(γ) |η(γ)| ∆R(γ,`)min ∆φ(`,`) |∆η(`,`)|
Predictions χ2/ndf p-value χ2/ndf p-value χ2/ndf p-value χ2/ndf p-value χ2/ndf p-value

tt̄γ+tWγ (MG5 aMC+Pythia8) 6.3/10 0.79 7.3/7 0.40 20.1/9 0.02 30.8/9 < 0.01 6.5/7 0.48

tt̄γ+tWγ (MG5 aMC+Herwig7) 5.3/10 0.87 7.7/7 0.36 18.9/9 0.03 31.6/9 < 0.01 6.8/7 0.45

Theory NLO 6.0/10 0.82 4.5/7 0.72 13.5/9 0.14 5.8/9 0.76 5.6/7 0.59

Table 4. χ2/ndf and p-values between the measured normalised cross-sections and various predic-

tions from the MC simulation and the NLO calculation.

uncertainties for bin j and bin k of the unfolded distribution. In the case of the normalised

differential cross-sections, the last bin is removed from the χ2 calculation and the number

of degrees of freedom is reduced by one.

The shape of the measured differential distributions is generally well described by

both the LO MC predictions from MadGraph5 aMC@NLO and the NLO theory pre-

diction. The latter tends to describe the shape of the measured distribution slightly bet-

ter. The shapes of ∆R(γ, `)min and ∆φ(`, `) are not perfectly modelled by the Mad-

Graph5 aMC@NLO simulation, while the NLO prediction provides a better description

of these distributions.

The systematic uncertainties of the unfolded distributions are decomposed into signal

modelling uncertainties, experimental uncertainties, and background modelling uncertain-

ties. The breakdown of the categories of systematic uncertainties and the statistical one,

which is the dominant source of uncertainty, is illustrated in figures 9 and 10 for the abso-

lute and normalised differential cross-sections, respectively. The systematic uncertainty is

dominated by the background and signal modelling.

9 Conclusions

Measurements of the fiducial inclusive production cross-section, as well as absolute and

normalised differential production cross-sections, of the combined tt̄γ/tWγ process in the

eµ decay channel are presented using pp collisions at a centre-of-mass energy of 13 TeV,

corresponding to an integrated luminosity of 139 fb−1 recorded by the ATLAS detector

at the LHC. For the estimation of efficiencies and acceptance corrections, a LO Monte

Carlo simulation of the 2 → 7 process pp → eνµνbbγ was used for the tt̄γ part of the

signal. The contribution from tWγ was estimated from a combination of LO Monte Carlo

simulations for the 2 → 3 process pp → tWγ and the 2 → 6 process pp → eνµνbγ. The

simulations include initial- and final-state radiation of the photon from all involved objects

in the matrix element. The resonant top-quark production is taken into account in the
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Figure 7. Absolute differential cross-section measured in the fiducial phase space as a function

of the photon pT, photon |η|, ∆R(γ, `)min, ∆φ(`, `), and |∆η(`, `)| (from left to right and top to

bottom). Data are compared with the NLO calculation provided by the authors of refs. [10, 11].

The uncertainty in the calculation corresponds to the total scale and PDF uncertainties. The PDF

uncertainty is rescaled to the 68% CL. The lower part of each plot shows the ratio of the prediction

to the data.
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Figure 8. Normalised differential cross-section measured in the fiducial phase space as a function

of the photon pT, photon |η|, ∆R(γ, `)min, ∆φ(`, `), and |∆η(`, `)| (from left to right and top to

bottom). Data are compared with the NLO calculation provided by the authors of refs. [10, 11] and

the MadGraph5 aMC@NLO simulation interfaced with Pythia 8 and Herwig 7. The uncertainty

in the calculation corresponds to the total scale and PDF uncertainties. The PDF uncertainty is

rescaled to the 68% CL. The lower parts of each plot show the ratio of the prediction to the data

and the ratio of the NLO calculation to the MC simulations.
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Figure 9. Contribution of each category of systematic uncertainties in each bin of the measurement

of the absolute cross-sections as functions of the photon pT, photon |η|, ∆R(γ, `)min, ∆φ(`, `) and

|∆η(`, `)|.

simulation of tt̄γ. Possible singly resonant production leading to the same final state is

included in the simulation of the tWγ process.

The results are compared with the prediction from the LO Monte Carlo simulations

and also a dedicated NLO theory prediction which includes all off-shell contributions.

The measured fiducial inclusive cross-section of σ = 39.6 +2.7
−2.3 fb is found to be in good

agreement with the predicted NLO cross-section. All considered differential distributions

are also found to be well described by the NLO theory prediction.

– 23 –

44



J
H
E
P
0
9
(
2
0
2
0
)
0
4
9

) [GeV]γ(
T

p
50 100 150 200 250 300

F
ra

c
ti
o
n
a
l 
u
n
c
e
rt

a
in

ty
 s

iz
e

-0.4

-0.2

0

0.2

0.4

0.6

 modellingγ/tWγtt Exp. systematics

Bkg. modelling

Stat.  Syst.⊕Stat. 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

)|γ(η|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

F
ra

c
ti
o
n
a
l 
u
n
c
e
rt

a
in

ty
 s

iz
e

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

 modellingγ/tWγtt Exp. systematics

Bkg. modelling

Stat.  Syst.⊕Stat. 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

min
)l,γR(∆

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

F
ra

c
ti
o
n
a
l 
u
n
c
e
rt

a
in

ty
 s

iz
e

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

 modellingγ/tWγtt Exp. systematics

Bkg. modelling

Stat.  Syst.⊕Stat. 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

)l,l(φ∆
0 0.5 1 1.5 2 2.5 3

F
ra

c
ti
o
n
a
l 
u
n
c
e
rt

a
in

ty
 s

iz
e

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

 modellingγ/tWγtt Exp. systematics

Bkg. modelling

Stat.  Syst.⊕Stat. 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe

)|l,l(η∆|
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

F
ra

c
ti
o
n
a
l 
u
n
c
e
rt

a
in

ty
 s

iz
e

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

 modellingγ/tWγtt Exp. systematics

Bkg. modelling

Stat.  Syst.⊕Stat. 

ATLAS
-1 = 13 TeV, 139 fbs

Normalised cross-section

µe
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1 Introduction

The observation [1–3] of a Higgs boson with a mass of approximately 125 GeV [4, 5] at the

CERN LHC marked the starting point of a broad experimental programme to determine

the properties of the newly discovered particle. Decays into γγ, ZZ, WW, and ττ final

states have been observed, and there is evidence for the direct decay of the particle to the

bottom quark-antiquark (bb) final state [6–10]. The measured rates for various production

and decay channels are consistent with the standard model (SM) expectations [11, 12], and

the hypothesis of a spin-0 particle is favoured over other hypotheses [13, 14].

In the SM, the Higgs boson couples to fermions with a Yukawa-type interaction, with

a coupling strength proportional to the fermion mass. Probing the coupling of the Higgs

boson to the heaviest known fermion, the top quark, is therefore very important for testing

the SM and for constraining various models of physics beyond the SM (BSM), some of which

predict a different coupling strength than the SM. Indirect constraints on the coupling

between the top quark and the Higgs boson are available from processes including virtual

top quark loops, for example Higgs boson production through gluon-gluon fusion [11, 12],
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Figure 1. Representative leading-order Feynman diagrams for ttH production, including the sub-

sequent decay of the Higgs boson into a b quark-antiquark pair, and the decay of the top quark-

antiquark pair into final states with either one (single-lepton channel, left) or two (dilepton channel,

right) electrons or muons.

as well as from production of four top quarks [15]. On the other hand, the associated

production of a Higgs boson and a top quark-antiquark pair (ttH production) as illustrated

by the Feynman diagrams in figure 1 is a direct probe of the Higgs boson coupling to

fermions with weak isospin +1/2. The Higgs boson decay into bb, also shown in figure 1, is

experimentally attractive as a final state because it features the largest branching fraction

of 0.58± 0.02 for a 125 GeV Higgs boson [16].

Several BSM physics scenarios predict a significantly enhanced production rate of

events with ttH final states, while not modifying the branching fractions of Higgs boson

decays by a measurable amount [17–26]. In this context, a measurement of the ttH produc-

tion cross section has the potential to distinguish the SM Higgs mechanism of generating

fermion masses from alternative ones.

Various dedicated searches for ttH production have been conducted during Run 1 of

the LHC. The CMS Collaboration searches employed proton-proton (pp) collision data cor-

responding to an integrated luminosity of 5 fb−1 at a centre-of-mass energy of
√
s = 7 TeV

and 19.5 fb−1 at
√
s = 8 TeV. These searches have been performed by studying Higgs boson

decays to b quarks, photons, and leptons using multivariate analysis (MVA) techniques,

showing a mild excess of the observed ttH cross section relative to the SM expectation of µ =

σ/σSM = 2.8±1.0 [27]. A similar excess of µ = 2.1+1.4
−1.2 was observed in a search for ttH pro-

duction in multilepton final states by the ATLAS Collaboration using data at
√
s = 8 TeV,

corresponding to an integrated luminosity of 20.3 fb−1 [28]. The searches in the H → bb

decay channel were performed with several analysis techniques [27, 29, 30], yielding a most

stringent observed (expected) upper limit on µ of 3.4 (2.2) at the 95% confidence level (CL).

The increased centre-of-mass energy of
√
s = 13 TeV results in a ttH production cross

section 3.9 times larger than at
√
s = 8 TeV based on next-to-leading-order (NLO) cal-

culations; while the cross section for the most important background, tt production, is

increased by a factor of 3.3 [31], resulting in a more favourable signal-to-background ratio.

The CMS Collaboration has performed searches in the all-jets [32] and multilepton [33]
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final states with 35.9 fb−1 of data, achieving evidence for ttH production with an observed

(expected) significance of 3.2 (2.8) standard deviations in the latter case. Recently, the

ATLAS Collaboration reported observed (expected) evidence for ttH production with a

significance of 4.2 (3.8) standard deviations, based on an integrated luminosity of 36.1 fb−1

and combining several Higgs boson decay channels [34]; in the H → bb channel alone,

an observed (expected) upper limit on µ of 2.0 (1.2) at 95% CL and a best fit value of

µ = 0.84+0.64
−0.61 were obtained [35].

In this paper, a search for ttH production in the H → bb final state is presented that

has been performed using 35.9 fb−1 of data recorded with the CMS detector at
√
s = 13 TeV

in 2016. In the SM, the top quark is expected to decay into a W boson and a b quark almost

exclusively. Hence different tt decay modes can be identified according to the subsequent

decays of the W bosons. The event selection is based on the decay topology of ttH events

in which the Higgs boson decays into bb and the tt decay involves at least one lepton,

resulting in either `ν qq′ bb (single-lepton) or `+ν `−ν bb (dilepton) tt final states, where

` = e, µ arising either from the prompt decay of a W boson or from leptonic τ decays.

Analysis methods established in Run 1 [27, 29] have been significantly improved, and novel

methods have been added. In particular, two multivariate techniques — namely boosted

decision trees (BDTs) and the matrix element method (MEM) [36–40] — that utilise event

information differently in order to discriminate signal from background events have been

employed in combination. Since the two methods aim at separating signal from different

background processes, their combined usage helps to obtain a better sensitivity. In addition,

a new multivariate technique based on deep neural networks (DNNs) has been employed to

separate signal from background events. The best fit value of the signal strength modifier

µ is obtained from a combined profile likelihood fit of the classifier output distributions to

the data, correlating processes and their uncertainties where appropriate.

This document is structured as follows. The CMS detector is described in section 2. In

section 3, the simulated signal and background samples are described. The basic selection

of analysis objects and events is discussed in section 4. The general analysis strategy

and background estimation methods are introduced in section 5. The effect of systematic

uncertainties is studied in section 6. Results of the analysis are presented in section 7,

followed by a summary in section 8.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal

diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon

pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass

and scintillator hadron calorimeter, each composed of a barrel and two endcap sections.

Forward calorimeters extend the pseudorapidity (η) coverage provided by the barrel and

endcap detectors. Muons are detected in gas-ionisation chambers embedded in the steel

magnetic flux-return yoke outside the solenoid. A more detailed description of the CMS

detector, together with a definition of the coordinate system used and the relevant kine-

matic variables, can be found in ref. [41]. Events of interest are selected using a two-tiered
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trigger system [42]. The first level, composed of custom hardware processors, uses infor-

mation from the calorimeters and muon detectors to select events, while the second level

selects events by running a version of the full event reconstruction software optimised for

fast processing on a farm of computer processors.

3 Simulation of signal and background

Several Monte Carlo event generators, interfaced with a detailed detector simulation, are

used to model experimental effects, such as reconstruction and selection efficiencies, as well

as detector resolutions. The CMS detector response is simulated using Geant4 (v.9.4) [43].

For the simulation of the ttH signal sample, the NLO event generator

powheg (v.2) [44–47] is used. Standard model backgrounds are simulated using

powheg (v.2), pythia (v.8.200) [48], or MadGraph5 amc@nlo (v.2.2.2) [49], depending

on the process. The value of the Higgs boson mass is assumed to be 125 GeV, while the

top quark mass value is set to 172.5 GeV. The proton structure is described by the parton

distribution functions (PDF) NNPDF3.0 [50].

The main background contribution originates from tt production, the production of W

and Z/γ∗ bosons with additional jets (referred to as W+jets and Z+jets, or commonly as

V+jets), single top quark production (tW and t-channel production), diboson (WW, WZ,

and ZZ) processes, and tt production in association with a W or Z boson (referred to as

tt+W and tt+Z, or commonly as tt+V). Both the tt and the single top quark processes

in the t- and tW-channels are simulated with powheg [51, 52]. The s-channel single

top quark processes, as well as V+jets and tt+V processes are simulated at NLO with

MadGraph5 amc@nlo, where for the V+jets processes the matching of matrix-element

(ME) jets to parton showers (PS) is performed using the FxFx [53] prescription. The

pythia event generator is used to simulate diboson events.

Parton showering and hadronisation are simulated with pythia (v.8.200) for all signal

and background processes. The pythia CUETP8M2T4 [54] tune is used to characterise

the underlying event in the ttH signal and tt and single top quark background processes,

while the CUETP8M1 [55] tune is used for all other background processes.

For comparison with the observed distributions, the events in the simulated samples

are normalised to the same integrated luminosity of the data sample, according to their

predicted cross sections. These are taken from theoretical calculations at next-to-next-to-

leading order (NNLO, for V+jets production), approximate NNLO (single top quark tW

channel [56]), and NLO (single top quark t- and s-channels [57, 58], tt+V production [59],

and diboson production [60]). The ttH cross section of 507+35
−50 fb and Higgs boson branching

fractions used in the analysis also correspond to NLO accuracy [16]. The tt simulated

sample is normalised to the full NNLO calculation with resummation to next-to-next-to-

leading-logarithmic accuracy [61–67], assuming a top quark mass value of 172.5 GeV and

using the NNPDF3.0 PDF set. This sample is further separated into the following processes

based on the flavour of additional jets that do not originate from the top quark decays in

the event: tt+bb, defined at generator level as the events in which two additional b jets are

generated within the acceptance requirements (see section 4), each of which originates from
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one or more B hadrons; tt+b, for which only one additional b jet within the acceptance

originates from a single B hadron; tt+2b, which corresponds to events with two additional

B hadrons that are close enough in direction to produce a single b jet; tt+cc, for which

events have at least one additional c jet within the acceptance and no additional b jets;

tt + light flavour jets (tt+lf), which corresponds to events that do not belong to any of

the above processes. The tt+bb, tt+b, tt+2b, and tt+cc processes are collectively referred

to as tt+hf in the following. This categorisation is important because the subsamples

originate from different physics processes and have different systematic uncertainties.

Effects from additional pp interactions in the same bunch crossings (pileup) are

modelled by adding simulated minimum-bias events (generated with pythia v.8.212,

tune CUETP8M1) to all simulated processes. The pileup multiplicity distribution in simu-

lation is reweighted to reflect the luminosity profile of the observed pp collisions. Correction

factors described in section 4 are applied to the simulation where necessary to improve the

description of the data.

4 Object and event reconstruction

The event selection is optimised to identify events from the production of a Higgs boson

in association with tt events, where the Higgs boson decays into bb. Two tt decay modes

are considered: the single-lepton mode (tt→ `ν qq′ bb), where one W boson decays into a

charged lepton and a neutrino, and the dilepton mode (tt → `+ν `−ν bb), where both W

bosons decay into a charged lepton and a neutrino. These signatures imply the presence

of isolated leptons (` = e, µ), missing transverse momentum due to the neutrinos from W

boson decays, and highly energetic jets originating from the final-state quarks. Jets origi-

nating from the hadronisation of b quarks are identified through b tagging techniques [68].

Online, events in the single-lepton channel were selected by single-lepton triggers which

require the presence of one electron (muon) with a transverse momentum (pT) threshold of

pT > 27(24) GeV. Events in the dilepton channel were selected either by the single-lepton

trigger (retaining events with an additional lepton) or by dilepton triggers that require

the presence of two electrons or muons. The same-flavour dilepton triggers required two

electrons with pT > 23 and 12 GeV, or two muons with pT > 17 and 8 GeV, respectively.

The different-flavour dilepton triggers required either a muon with pT > 23 GeV and an

electron with pT > 12 GeV, or an electron with pT > 23 GeV and a muon with pT > 8 GeV.

Events are reconstructed using a particle-flow (PF) technique [69], which combines

information from all subdetectors to enhance the reconstruction performance by identifying

individual particle candidates in pp collisions. An interaction vertex [70] is required within

24 cm of the detector centre along the beam line direction, and within 2 cm of the beam

line in the transverse plane. Among all such vertices, the reconstructed vertex with the

largest value of summed physics-object p2
T is taken to be the primary pp interaction vertex.

The physics objects are the jets, clustered using a jet finding algorithm [71, 72] with the

tracks assigned to the vertex as inputs, and the associated missing transverse momentum,

taken as the negative vector sum of the pT of those jets. All other interaction vertices are
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considered as pileup vertices. Charged tracks identified as hadrons from pileup vertices are

omitted in the subsequent event reconstruction.

The electron and muon candidates are required to be sufficiently isolated from nearby

jet activity as follows. For each electron (muon) candidate, a cone of ∆R = 0.3 (0.4) is

constructed around the direction of the track at the event vertex, where ∆R is defined as√
(∆η)2 + (∆φ)2, and ∆η and ∆φ are the distances in the pseudorapidity and azimuthal

angle. Excluding the contribution from the lepton candidate, the scalar pT sum of all

particle candidates inside the cone consistent with arising from the chosen primary event

vertex is calculated. The neutral component from pileup interactions is subtracted event-

by-event, based on the average transverse energy deposited by neutral particles in the event

in the case of electrons, and half the transverse momentum carried by charged particles

identified to come from pileup vertices in the case of muons. A relative isolation discrim-

inant Irel is defined as the ratio of this sum to the pT of the lepton candidate. Electron

candidates are selected if they have values of Irel < 0.06, while muons are selected if they

fulfil the requirement Irel < 0.15 in the single-lepton channel and Irel < 0.25 in the dilep-

ton channel. In addition, electrons from identified photon conversions are rejected [73].

To further increase the purity of muons originating from the primary interaction and to

suppress misidentified muons or muons from decay-in-flight processes, additional quality

criteria, such as a minimal number of hits associated with the muon track, are required in

both the silicon tracker and the muon system [74].

For the single-lepton channel, events are selected containing exactly one energetic,

isolated lepton (e or µ), which is required to have pT > 30(26) GeV in the case of the electron

(muon), and |η| < 2.1. Electron candidates in the transition region between the barrel and

endcap calorimeters, 1.4442 < |η| < 1.5560, are excluded. The flavour of the lepton must

match the flavour of the trigger that accepted the event (e.g. if an electron is identified, the

single-electron trigger must have accepted the event). For the dilepton channel, events are

required to have a pair of oppositely charged energetic leptons (e+e−, µ±e∓, µ+µ−). The

lepton with the highest pT out of the pair is required to have pT > 25 GeV, and the other

lepton pT > 15 GeV; both leptons are required to fulfil the requirement |η| < 2.4, excluding

electrons in the transition region. The flavours of the lepton pair must match the flavour

of the trigger that accepted the event. The events are unambiguously classified as e+e−,

µ±e∓, or µ+µ−, depending on the type of the selected lepton pair, and there is no overlap

with the other channels under study. The invariant mass of the selected lepton pair, m``, is

required to be larger than 20 GeV to suppress events from heavy-flavour resonance decays

and low-mass Drell-Yan processes. In the same-flavour channels, events are also rejected if

76 < m`` < 106 GeV, thereby suppressing further contribution from Z+jets events. In both

the single- and dilepton channel, events with additional isolated leptons with pT > 15 GeV

and |η| < 2.4 are excluded from further analysis.

The missing transverse momentum vector ~pmiss
T is defined as the projection of the

negative vector sum of the momenta of all reconstructed PF objects in an event on the

plane perpendicular to the beams. Its magnitude is referred to as pmiss
T . Events are required

to fulfil pmiss
T > 20 GeV in the single-lepton and pmiss

T > 40 GeV in the dilepton same-flavour

channels to further suppress background contribution.
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Jets are reconstructed from the PF particle candidates using the anti-kT clustering

algorithm [71] with a distance parameter of 0.4, as implemented in FastJet [72]. Charged

hadrons that are associated to pileup vertices are discarded from the clustering. The jet

energy is corrected for the remaining neutral-hadron pileup component in a manner similar

to that used to find the energy within the lepton isolation cone [75]. Jet energy corrections

are also applied as a function of jet pT and η [76] to data and simulation. All reconstructed

jets in the single-lepton channel and the two jets leading in pT in the dilepton channel

are required to satisfy |η| < 2.4 and pT > 30 GeV. Other jets in the dilepton channel

are selected if pT > 20 GeV. Events are selected if they contain at least four jets in the

single-lepton channel or at least two jets in the dilepton channel.

Jets originating from the hadronisation of b quarks are identified using a combined

secondary vertex algorithm (CSVv2) [68], which provides a b tagging discriminant by com-

bining identified secondary vertices and track-based lifetime information. A discriminant

value is chosen such that the probability of tagging jets originating from light-flavour quarks

(u, d, or s) or gluons is about 1%, and the corresponding efficiency for tagging jets from b

(c) quarks is ≈65% (10%). The shape of the CSVv2 discriminant distribution in simulation

is corrected by scale factors to better describe the data. This correction is derived sepa-

rately for light-flavour and b jets with a tag-and-probe approach. Control samples enriched

in events with a Z boson and exactly two jets where a b jet veto is applied are used to obtain

the correction for light-flavour jets. The correction for b jets is estimated using a sample

enriched in tt events with no additional jets [68]. For c jets, the data-to-simulation scale

factor is set to unity with an uncertainty twice the one of the correction for b jets. Events

are required to have at least two (one) b-tagged jets in the single-lepton (dilepton) channels.

Event yields observed in data and predicted by the simulation after this selection

(referred to as baseline selection in the following) are listed in table 1 for the single-lepton

and dilepton channels. The corresponding jet and b-tagged jet multiplicity distributions are

shown in figures 2 and 3, respectively. The ttH signal includes H→ bb and all other Higgs

boson decay modes. Background contributions from QCD multijet production, estimated

using a low-pmiss
T control region in data, have been found to be negligible in this analysis.

5 Analysis strategy and event classification

In both the single-lepton and dilepton channels, events with at least four jets of which at

least three are b-tagged are selected among those passing the baseline selection described

in section 4. These events are then further divided into categories with varying signal

purity and different background composition. In each category, combinations of several

multivariate discriminants are optimised to separate signal from background. The signal

is extracted in a simultaneous template fit of the discriminant output obtained from the

simulation to the data across all the categories, correlating processes and their uncertainties

where appropriate. In this way, the different background composition in the different

categories helps to constrain the uncertainties of the different processes and increases the

overall sensitivity of the search.
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Process SL channel DL channel

tt+lf 463 658± 174 241 032± 99

tt+cc 76 012± 70 24 550± 32

tt+b 22 416± 38 5 979± 16

tt+2b 9 052± 24 1 785± 9

tt+bb 10 897± 27 1 840± 9

Single t 25 215± 166 12 206± 125

V+jets 12 309± 58 5 684± 209

tt+V 2 457± 12 2 570± 23

Diboson 449± 14 430± 15

Total bkg. 622 466± 263 296 077± 266

ttH 1 232± 2 314.0± 0.9

Data 610 556 283 942

Table 1. Event yields observed in data and predicted by the simulation after the baseline selection

requirements in the single-lepton (SL) and dilepton (DL) channels. The ttH signal includes H→ bb

and all other Higgs boson decay modes. The quoted uncertainties are statistical only.

Several methods that classify events as signal- or background-like were explored to

achieve optimal sensitivity: DNNs and BDTs, combined with a MEM. In the DNN ap-

proach, the jet multiplicity and the DNN classification output, described below, are used

for the event categorisation (“jet-process categories”). In the BDT approach, events are di-

vided into categories based on their jet and b-tagged jet multiplicity (“jet-tag categories”).

The approach that provided the best expected sensitivity in each channel, evaluated on

fits to simulated data, was chosen for obtaining the final result from data. Therefore,

in the single-lepton channel the DNN approach is used, while in the dilepton channel a

BDT+MEM classification is chosen. The methods and the corresponding categorisation

are illustrated in figure 4 and described in the following.

In the single-lepton channel, events are separated depending on the jet multiplicity

into three categories with (4 jets,≥ 3 b tags), (5 jets,≥ 3 b tags), and (≥ 6 jets,≥ 3 b tags).

Dedicated multi-classification DNNs [77] are trained in each jet multiplicity category to

separate signal and each of the five tt+jets background processes tt+bb, tt+2b, tt+b,

tt+cc, or tt+lf.

The DNN training is performed using simulated ttH and tt+jets events as signal and

background, respectively. The overall set of events is split into a training set (30%), an

independent set (20%) for validation and optimisation of the DNN configuration (hyper

parameters), such as the number of nodes per layer, and a set that is reserved for the fit

to the data (50%). The hyper parameters and input variables are detailed in appendix A.

The training is conducted in two stages. In the first stage, a DNN is trained to predict

which of the reconstructed physics objects originate from the expected underlying hard
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Figure 2. Jet (left) and b-tagged jet (right) multiplicity in the single-lepton (SL) channel after

the baseline selection. The expected background contributions (filled histograms) are stacked,

and the expected signal distribution (line), which includes H → bb and all other Higgs boson

decay modes, is superimposed. Each contribution is normalised to an integrated luminosity of

35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visibility.

The hatched uncertainty bands correspond to the total statistical and systematic uncertainties

(excluding uncertainties that affect only the normalisation of the distribution) added in quadrature.

The distributions observed in data (markers) are overlayed. The last bin includes overflow events.

The lower plots show the ratio of the data to the background prediction.

process, such as for example the b quark jet from the decay of a top quark. In the second

stage, the initial network is extended by adding hidden layers, which take as input the

variables and the output values of the first stage, and the resulting network is trained to

predict the physics process of an event. The values obtained in the output nodes of the

second stage are normalised to unity using a “softmax” function [77], and, as a result, can

be interpreted as probabilities describing the likelihood of the event being a ttH signal or

one of the five tt+jets background processes. Events are divided into subcategories of the

most probable process according to this DNN classification. Thus, there are in total 18

jet-process categories in the single-lepton channel. In each of the jet-process categories, the

DNN classifier output distribution of the node that matches the process category is used

as the final discriminant.

The DNNs utilise input variables related to kinematic properties of individual ob-

jects, event shape, and the jet CSVv2 b tagging discriminant, and additionally the MEM

discriminant output, described in the following.

The MEM discriminant is constructed as the ratio of the probability density values

for the signal (ttH) and background (tt+bb) hypotheses, following the algorithm described

in ref. [29]. Each event is assigned a probability density value computed from the four-

momenta of the reconstructed particles, which is based on the leading order scattering

amplitudes for the ttH and tt+bb processes and integrated over the particle-level quanti-
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Figure 3. Jet (left) and b-tagged jet (right) multiplicity in the dilepton (DL) channel after the

baseline selection. The expected background contributions (filled histograms) are stacked, and the

expected signal distribution (line), which includes H → bb and all other Higgs boson decay modes, is

superimposed. Each contribution is normalised to an integrated luminosity of 35.9 fb−1, and the sig-

nal distribution is additionally scaled by a factor of 15 for better visibility. The hatched uncertainty

bands correspond to the total statistical and systematic uncertainties (excluding uncertainties that

affect only the normalisation of the distribution) added in quadrature. The distributions observed

in data (markers) are overlayed. The last bin includes overflow events. The lower plots show the

ratio of the data to the background prediction.
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Figure 4. Illustration of the analysis strategy.
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ties that are either unknown or poorly measured. The probability density functions are

constructed at leading order, assuming gluon-gluon fusion production both for signal and

background processes as it represents the majority of the event rate. In each event, the four

jets that are most likely to originate from b quarks are considered explicitly as candidates

for the b quarks from the decay of the Higgs boson and the top quarks. All permuta-

tions of jets, regardless of their b tagging discriminant, are considered when associating

the b-quark-like jets to the top quark or Higgs boson decays in the matrix element. The

four b-like jets are selected using a likelihood ratio criterion as follows. The likelihoods

are computed under either the hypothesis that four jets or that two jets in the event orig-

inate from b quarks, based on the expected b tagging discriminant probability densities

from simulation. The used ratio is computed as the four-b-jets likelihood, normalised to

the sum of the four- and the two-b-jets likelihoods. When computing the MEM in the

single-lepton channel, up to four additional light jets, ordered in pT, are permuted over as

candidates for the light quarks from the hadronic decay of the W boson.

In the dilepton channel, events are separated into two jet-tag categories with

(≥ 4 jets, 3 b tags) and (≥ 4 jets,≥ 4 b tags). In each jet-tag category, a dedicated BDT

is trained to separate signal from background processes. The BDTs utilise input vari-

ables related to kinematic properties of individual objects, event shape, and the jet CSVv2

b tagging discriminant, similar as the DNNs, but no MEM information. The training

is performed using simulated ttH and tt+jets events as signal and background, respec-

tively, which are weighted to achieve equal yields of signal and background events. In

order to avoid a biased performance estimate, the events are separated in half for train-

ing and validation. The specific BDT boosting method used is the stochastic gradient

boost [36, 78], available as part of the TMVA package [38]. The choice of the BDT ar-

chitecture and the input variables was optimised with a procedure based on the particle

swarm algorithm [79, 80], selecting the configuration and set of variables that yields the

highest discrimination power. They are detailed in appendix A.

In the (≥ 4 jets, 3 b tags) category, the BDT output distribution is used as the final

discriminant. The (≥ 4 jets,≥ 4 b tags) category is further divided into two subcategories,

one with small values of the BDT output (background-like) and one with large output

values (signal-like). The division is taken at the median of the BDT output distribution

for simulated signal events. In each subcategory, the MEM discriminant output is used as

the final discriminant. The high BDT output subcategory is expected to be enhanced with

signal events and residual tt+bb background events, and the MEM discriminant achieves

by construction particularly powerful additional separation against the tt+bb background

contributions. The choice of the median contributes to a robust result by ensuring a

sufficient number of events in each subcategory. Including the low b tag multiplicity and

the low BDT output subcategories into the fit constrains the background contributions and

systematic uncertainties for each of the different event topologies. Thus, there are in total

three categories in the dilepton channel.

In summary, in the single-lepton channel events are subdivided into 18 jet-process

categories and the DNN output distribution of the most probable process is used as the final

discriminant. In the dilepton channel events are subdivided into three jet-tag categories

and either the BDT or MEM output distribution is used as the final discriminant.
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6 Systematic uncertainties

In table 2, all sources of systematic uncertainties considered in the analysis are listed. They

affect either the rate of the signal or background processes, or the discriminant shape, or

both. In the last case, the rate and shape effects are treated as entirely correlated and are

varied simultaneously. The uncertainties are taken into account via nuisance parameters

in the final fit procedure described in section 7, where the effects from the same source are

treated as fully correlated among the different categories. The impact of the uncertainties

on the final result is discussed in section 7.

The uncertainty in the integrated luminosity estimate is 2.5% [81]. The trigger ef-

ficiency in the single-lepton channel and the electron and muon identification efficiency

uncertainties are estimated by comparing variations in measured efficiency between data

and simulation using a high-purity sample of Z boson decays. In the dilepton channel, the

trigger efficiency is measured in data with a method based on triggers that are uncorrelated

with those used in the analysis, in particular based on pmiss
T requirements. These uncertain-

ties are found to be small, typically below 1–2%. Effects of the uncertainty in the distribu-

tion of the number of pileup interactions are evaluated by varying the total inelastic cross

section used to predict the number of pileup interactions in the simulated events by ±4.6%

from its nominal value [82]. The uncertainty due to the limited knowledge of the jet energy

scale (resolution) is determined by variations of the energy scale (resolution) correction of all

jets in the signal and background predictions by one standard deviation. In the case of the

jet energy scale uncertainty, these variations are divided into 26 sources, which include un-

certainties owing to the extrapolation between samples of different jet-flavour composition

and the presence of pileup collisions in the derivation of the corrections [76]. The effect of

each source is evaluated individually. The uncertainty of the CSVv2 b tagging scale factors

is evaluated by applying alternative scale factors based on varying the following systematic

effects [68] by one standard deviation, separately for the different jet flavours: the contam-

ination of background processes in the control samples, the jet energy scale uncertainty —

which is correlated with the overall jet energy scale uncertainty — and the statistical un-

certainty in the scale factor evaluation. The impact of the statistical uncertainty is param-

eterised as the sum of two contributions: one term with linear dependence on the b tagging

discriminant value, allowing an overall tilt of the discriminant distribution, and another

term with quadratic dependence, allowing an overall shift of the discriminant distribution.

Theoretical uncertainties of the cross sections used to predict the rates of various

processes are propagated to the yield estimates. All rates are estimated using cross sec-

tions with at least NLO accuracy, which have uncertainties arising primarily from PDFs

and the choice of factorisation and renormalisation scales (both in the ME and the PS).

The cross section uncertainties are each separated into their PDF and scale components

(renorm./fact. scales) and are correlated where appropriate between processes. For exam-

ple, the PDF uncertainties for background processes originating primarily from gluon-gluon

initial states are treated as 100% correlated. The PDF uncertainty of the ttH signal pro-

duction is treated separately from the background processes.

The tt+bb process, and to lesser extent the tt+2b, tt+b, and tt+cc production, rep-

resent important sources of irreducible background. Neither previous measurements of
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Source Type Remarks

Integrated luminosity rate Signal and all backgrounds

Lepton identification/isolation shape Signal and all backgrounds

Trigger efficiency shape Signal and all backgrounds

Pileup shape Signal and all backgrounds

Jet energy scale shape Signal and all backgrounds

Jet energy resolution shape Signal and all backgrounds

b tag hf fraction shape Signal and all backgrounds

b tag hf stats (linear) shape Signal and all backgrounds

b tag hf stats (quadratic) shape Signal and all backgrounds

b tag lf fraction shape Signal and all backgrounds

b tag lf stats (linear) shape Signal and all backgrounds

b tag lf stats (quadratic) shape Signal and all backgrounds

b tag charm (linear) shape Signal and all backgrounds

b tag charm (quadratic) shape Signal and all backgrounds

Renorm./fact. scales (ttH) rate Scale uncertainty of NLO ttH prediction

Renorm./fact. scales (tt) rate Scale uncertainty of NNLO tt prediction

Renorm./fact. scales (tt+hf) rate Additional 50% rate uncertainty of tt+hf predictions

Renorm./fact. scales (t) rate Scale uncertainty of NLO single t prediction

Renorm./fact. scales (V) rate Scale uncertainty of NNLO W and Z prediction

Renorm./fact. scales (VV) rate Scale uncertainty of NLO diboson prediction

PDF (gg) rate PDF uncertainty for gg initiated processes except ttH

PDF (gg ttH) rate PDF uncertainty for ttH

PDF (qq) rate PDF uncertainty of qq initiated processes

(tt+W,W,Z)

PDF (qg) rate PDF uncertainty of qg initiated processes (single t)

µR scale (tt) shape Renormalisation scale uncertainty of the tt ME gener-

ator (powheg), same for additional jet flavours

µF scale (tt) shape Factorisation scale uncertainty of the tt ME generator

(powheg), same for additional jet flavours

PS scale: ISR (tt) rate Initial state radiation uncertainty of the PS (for tt

events), jet multiplicity dependent rate uncertainty,

independent for additional jet flavours

PS scale: FSR (tt) rate Final state radiation uncertainty (for tt events), jet

multiplicity dependent rate uncertainty, independent

for additional jet flavours

ME-PS matching (tt) rate NLO ME to PS matching, hdamp [54] (for tt events),

jet multiplicity dependent rate uncertainty, indepen-

dent for additional jet flavours

Underlying event (tt) rate Underlying event (for tt events), jet multiplicity de-

pendent rate uncertainty, independent for additional

jet flavours

NNPDF3.0NLO (ttH, tt) shape Based on the NNPDF replicas, same for ttH and ad-

ditional jet flavours

Bin-by-bin event count shape Statistical uncertainty of the signal and background

prediction due to the limited sample size

Table 2. Systematic uncertainties considered in the analysis, their corresponding type (affecting

rate or shape of the distributions), and additional remarks.
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tt+hf production [83–86] nor higher-order theoretical calculations can currently constrain

the normalisation of these contributions to better than 35% accuracy [87, 88]. The shape

of the final discriminant distributions as well as important input variable distributions of

the sum of the tt+bb, tt+2b, and tt+b processes obtained with the nominal tt simulation

were compared to those obtained from a 4-flavour scheme sherpa (v.2.2.2) [89] tt+bb sim-

ulation combined with OpenLoops (v.1.3.1) [90]. The shapes agree within the statistical

precision. Therefore, an additional 50% rate uncertainty is assigned to each of the tt+hf

processes to account also for differences in the phase space with respect to ref. [86]. More-

over, the robustness of the fit model was verified using simulated toy data, which were

sampled from the templates of the fit model. The background templates were modified

in the following ways to sample the toy data: increasing the normalisation of the tt+bb

background template by 30% in accordance with the results in ref. [86] or replacing the

sum of the templates of the tt+bb, tt+2b, and tt+b processes obtained with the nomi-

nal tt simulation by those obtained from the 4-flavour scheme sherpa plus OpenLoops

mentioned above. In each case, a fit of the nominal model to the toy data is performed as

described in section 7, including the full set of systematic uncertainties. The injected signal

is recovered within a few percent, well within the uncertainties assigned to these processes.

The uncertainty arising from the missing higher-order terms in the simulation with

powheg of the tt+jets process at the ME level is assessed by varying the renormalisation

and factorisation scales in the simulation up and down by factors of two with respect to

the nominal values, using event weights obtained directly from the generator. At the PS

level, the corresponding uncertainty is estimated by varying the parameters controlling the

amount of initial- and final-state radiation independently by factors of 0.5 and 2 [91]. These

sources of uncertainties are treated as uncorrelated. The uncertainty originating from the

scheme used to match the ME level calculation to the PS simulation is derived by comparing

the reference tt+jets simulation with two samples with varied hdamp parameter [54], which

controls the ME and PS matching and effectively regulates the high-pT radiation. The ef-

fect on the final discriminators owing to uncertainties in the underlying event tune of the

tt+jets event generator are estimated using simulations with varied parameters with respect

to those used to derive the CUETP8M2T4 tune in the default setup. The event count in the

additional samples required to estimate the modelling uncertainties was small and induced

changes to the discriminant distributions comparable in size to the statistical fluctuations

of the additional samples. For this reason, the uncertainties were estimated conservatively

as the changes in the rates of the different tt subprocesses independently for different jet

multiplicities. If the statistical uncertainty owing to the size of the simulated samples was

larger than the rate change, the former was assigned as uncertainty. The derived rate un-

certainties were then correlated between jet multiplicities to account for migration effects

and are treated as uncorrelated among the tt subprocesses. Possible shape variations of the

final discriminant distributions due to the PDF uncertainty have been estimated by evalu-

ating the PDF replicas provided with the NNPDF set [50]. The impact of the mismodelling

of the top quark pT spectrum in the tt simulation [92] was found to be negligible.

The impact of statistical fluctuations in the signal and background prediction due to

the limited number of simulated events is accounted for using the Barlow-Beeston approach

described in refs. [93, 94].
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pre-fit (post-fit) yields

Process ttH node tt+bb node tt+2b node tt+b node tt+cc node tt+lf node

tt+lf 1249 (962) 727 (572) 1401 (1090) 1035 (823) 2909 (2296) 8463 (6829)

tt+cc 298 (458) 232 (359) 428 (678) 251 (400) 686 (1068) 1022 (1652)

tt+b 253 (356) 215 (311) 370 (530) 326 (484) 308 (437) 469 (683)

tt+2b 124 (96) 77 (62) 317 (254) 90 (73) 100 (79) 134 (108)

tt+bb 139 (137) 191 (192) 149 (140) 105 (103) 119 (114) 133 (128)

Single t 96 (96) 117 (109) 167 (162) 93 (96) 231 (232) 304 (307)

V+jets 37 (37) 76 (74) 48 (46) 27 (27) 97 (89) 69 (69)

tt+V 13 (13) 6 (6) 12 (11) 6 (6) 10 (10) 16 (16)

Diboson 4 (4) 5 (5) 0.9 (0.8) 0.6 (0.7) 2 (2) 4 (4)

Total bkg. 2213 (2158) 1645 (1688) 2892 (2911) 1935 (2012) 4462 (4328) 10614 (9795)

± tot unc. ±508 (±58) ±415 (±53) ±588 (±89) ±402 (±67) ±1051 (±120) ±2359 (±270)

ttH 27 (21) 9 (7) 16 (12) 7 (5) 9 (7) 16 (13)

± tot unc. ±4 (±3) ±1 (±1) ±2 (±2) ±1 (±1) ±1 (±1) ±2 (±2)

Data 2125 1793 2896 2027 4366 9693

Table 3. Observed and expected event yields per jet-process category (node) in the single-lepton

channel with 4 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The quoted

uncertainties denote the total statistical and systematic components.

7 Results

The numbers of events selected in the jet-process categories of the single-lepton channel and

in the jet-tag categories of the dilepton channel, before and after the fit of the signal strength

modifier and the nuisance parameters, are listed in tables 3–6. The final discriminants in

some example categories in the single-lepton channel and the three dilepton categories

before and after the fit to data are displayed in figures 5–6 and figures 7–8, respectively.

All final discriminants in the single-lepton channel before and after the fit to data are

displayed in appendices B and C.

The signal strength modifier µ = σ/σSM of the ttH production cross section is de-

termined in a simultaneous binned maximum likelihood fit to the data across all analysis

categories. The fit procedure takes into account systematic uncertainties that modify the

shape and normalisation of the final discriminant distributions, as described in section 6.

The best fit values of the nuisance parameters are within 1 standard deviation of the prior

uncertainty for more than 95% of the total number of nuisance parameters. The best fit

values of the 20 parameters ranked highest in impact are presented in figure 9. As ex-

pected, the fit constrains the nuisance parameters related to the conservatively assigned

50% prior uncertainties on the tt+hf cross section to 40–60% of the prior. A few other

nuisance parameters that are related to jet energy scale and b tagging uncertainties are

constrained up to a factor of 50%. These constraints are not due to conservatively assigned

prior uncertainties but are attributed to the fact that events are selected according to dif-

ferent, large multiplicities of jets and b-tagged jets, thus increasing the sensitivity of the
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pre-fit (post-fit) yields

Process ttH node tt+bb node tt+2b node tt+b node tt+cc node tt+lf node

tt+lf 785 (570) 647 (467) 830 (604) 683 (525) 1148 (848) 4903 (3697)

tt+cc 336 (455) 341 (469) 445 (633) 264 (382) 552 (756) 1207 (1726)

tt+b 257 (351) 290 (399) 355 (494) 321 (477) 219 (301) 494 (692)

tt+2b 136 (104) 128 (99) 324 (253) 89 (73) 85 (65) 184 (143)

tt+bb 266 (251) 410 (397) 224 (207) 150 (143) 144 (132) 228 (212)

Single t 62 (63) 82 (84) 98 (96) 45 (58) 114 (113) 189 (193)

V+jets 25 (23) 54 (53) 34 (31) 11 (12) 46 (41) 54 (51)

tt+V 20 (20) 14 (13) 17 (16) 7 (7) 11 (10) 25 (24)

Diboson 1 (1) 3 (3) 0.4 (0.4) — (—) 0.6 (0.4) 3 (3)

Total bkg. 1889 (1838) 1969 (1985) 2326 (2332) 1570 (1676) 2320 (2268) 7287 (6742)

± tot unc. ±459 (±57) ±485 (±70) ±489 (±71) ±334 (±47) ±597 (±79) ±1655 (±219)

ttH 53 (41) 21 (17) 20 (15) 8 (6) 11 (8) 28 (22)

± tot unc. ±7 (±6) ±3 (±3) ±2 (±2) ±1 (±1) ±1 (±1) ±3 (±3)

Data 1848 2040 2299 1690 2302 6918

Table 4. Observed and expected event yields per jet-process category (node) in the single-lepton

channel with 5 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The quoted

uncertainties denote the total statistical and systematic uncertainty.

pre-fit (post-fit) yields

Process ttH node tt+bb node tt+2b node tt+b node tt+cc node tt+lf node

tt+lf 1982 (1381) 1280 (897) 852 (595) 916 (661) 243 (172) 50 (36)

tt+cc 1150 (1415) 998 (1230) 636 (805) 444 (567) 115 (147) 16 (19)

tt+b 549 (705) 575 (746) 314 (409) 253 (338) 28 (35) 4 (5)

tt+2b 306 (233) 282 (215) 372 (293) 78 (62) 10 (8) 1 (0.8)

tt+bb 834 (769) 1156 (1082) 299 (266) 145 (129) 17 (15) 3 (2)

Single t 110 (116) 146 (145) 92 (82) 53 (53) 4 (4) 3 (3)

V+jets 38 (37) 78 (76) 34 (30) 10 (9) 7 (6) 0.6 (0.6)

tt+V 80 (75) 58 (54) 31 (28) 11 (11) 4 (4) 0.4 (0.4)

Diboson 0.9 (0.9) 0.5 (0.5) 0.4 (0.4) 0.4 (0.4) — (—) — (—)

Total bkg. 5049 (4733) 4575 (4447) 2629 (2509) 1911 (1831) 429 (392) 77 (67)

± tot unc. ±1216 (±186) ±1156 (±142) ±603 (±80) ±422 (±65) ±107 (±14) ±18 (±3)

ttH 142 (108) 53 (40) 24 (18) 10 (7) 2.1 (1.5) 0.30 (0.23)

± tot unc. ±19 (±15) ±8 (±6) ±3 (±2) ±1 (±1) ±0.2 (±0.2) ±0.03 (±0.03)

Data 4822 4400 2484 1852 422 76

Table 5. Observed and expected event yields per jet-process category (node) in the single-lepton

channel with at least 6 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The

quoted uncertainties denote the total statistical and systematic uncertainty.
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Figure 5. Final discriminant shapes in the single-lepton (SL) channel before the fit to data: DNN

discriminant in the jet-process categories with ≥6 jets-ttH (upper left); 5 jets-tt+bb (upper right);

4 jets-tt+lf (lower left); and ≥6 jets-tt+cc (lower right). The expected background contributions

(filled histograms) are stacked, and the expected signal distribution (line), which includes H → bb

and all other Higgs boson decay modes, is superimposed. Each contribution is normalised to an

integrated luminosity of 35.9 fb−1, and the signal distribution is additionally scaled by a factor

of 15 for better visibility. The hatched uncertainty bands include the total uncertainty of the fit

model. The distributions observed in data (markers) are overlayed. The first and the last bins

include underflow and overflow events, respectively. The lower plots show the ratio of the data to

the background prediction.
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Figure 6. Final discriminant shapes in the dilepton (DL) channel before the fit to data: BDT

discriminant in the analysis category with (≥ 4 jets, 3 b tags) (upper row) and MEM discriminant

in the analysis categories with (≥ 4 jets,≥ 4 b tags) (lower row) with low (left) and high (right)

BDT output. The expected background contributions (filled histograms) are stacked, and the

expected signal distribution (line), which includes H → bb and all other Higgs boson decay modes,

is superimposed. Each contribution is normalised to an integrated luminosity of 35.9 fb−1, and

the signal distribution is additionally scaled by a factor of 15 for better visibility. The hatched

uncertainty bands include the total uncertainty of the fit model. The distributions observed in

data (markers) are overlayed. The first and the last bins include underflow and overflow events,

respectively. The lower plots show the ratio of the data to the background prediction.
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pre-fit (post-fit) yields

Process ≥ 4 jets, 3 b tags ≥ 4 jets, ≥ 4 b tags

BDT-low BDT-high

tt+lf 845 (637) 16 (11) 0.7 (0.5)

tt+cc 712 (966) 25 (31) 3 (4)

tt+b 546 (747) 26 (35) 4 (6)

tt+2b 252 (196) 11 (8) 2 (1)

tt+bb 439 (415) 103 (109) 33 (32)

Single t 47 (51) 5 (3) 1 (2)

V+jets 10 (8) — (—) — (—)

tt+V 40 (38) 4 (4) 2 (2)

Diboson 0.9 (0.7) — (—) — (—)

Total bkg. 2893 (3058) 190 (201) 46 (48)

± tot unc. ±705 (±98) ±67 (±10) ±17 (±3)

ttH 42 (32) 6 (5) 6 (5)

± tot unc. ±6 (±5) ±1 (±1) ±1 (±1)

Data 3077 207 58

Table 6. Observed and expected event yields per jet-tag category in the dilepton channel, prior

to the fit to data (after the fit to data). The quoted uncertainties denote the total statistical and

systematic uncertainty.

analysis to changes of the jet energy scale and b tagging efficiency, e.g. by their effect on

the event yield per analysis category. Furthermore, the impact on µ of the most relevant

sources of uncertainty is shown in figure 9, which is computed as the difference of the nom-

inal best fit value of µ and the best fit value obtained when fixing the nuisance parameter

under scrutiny to its best fit value plus/minus its post-fit uncertainty. In particular, the

20 parameters with the highest impact are shown, excluding nuisance parameters describ-

ing the statistical uncertainties due to the size of the simulated samples. The nuisance

parameters with the highest impact are related to the uncertainty in the tt+hf and signal

cross sections, as well as in the b tagging scale factors.

The obtained best fit value of µ is 0.72±0.24 (stat)±0.38 (syst) with a total uncertainty

of ±0.45. This corresponds to an observed (expected) significance of 1.6 (2.2) standard de-

viations above the background-only hypothesis. The observed and predicted event yields in

all the bins of the final discriminants, ordered by the pre-fit expected signal-to-background

ratio (S/B) are shown in figure 10 (left). The best fit values in each analysis channel

separately and in the combination are listed in table 7 and displayed in figure 10 (right).

The contributions of the statistical and various systematic uncertainties to the uncer-

tainty in µ are listed in table 8. The statistical uncertainty is evaluated by fixing all nuisance

parameters to their post-fit values. The impact of the systematic uncertainties is evaluated
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Figure 7. Final discriminant shapes in the single-lepton (SL) channel after the fit to data: DNN

discriminant in the jet-process categories with ≥6 jets-ttH (upper left); 5 jets-tt+bb (upper right);

4 jets-tt+lf (lower left); and ≥6 jets-tt+cc (lower right). The hatched uncertainty bands include the

total uncertainty after the fit to data. The distributions observed in data (markers) are overlayed.

The first and the last bins include underflow and overflow events, respectively. The lower plots

show the ratio of the data to the post-fit background plus signal distribution.

by repeating the fit fixing only the nuisance parameters related to the uncertainty under

scrutiny to their post-fit values and subtracting the obtained uncertainty in quadrature

from the total uncertainty of the fit where no parameters are fixed. The total uncertainty

of the full fit (0.45) is different from the quadratic sum of the listed contributions because

of correlations between the nuisance parameters.

The total uncertainty of 0.45 is dominated by contributions from systematic effects,

while the statistical component is 0.24. The largest contributions originate from the theo-
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Figure 8. Final discriminant shapes in the dilepton (DL) channel after the fit to data: BDT

discriminant in the analysis category with (≥ 4 jets, 3 b tags) (upper row) and MEM discriminant

in the analysis categories with (≥ 4 jets,≥ 4 b tags) (lower row) with low (left) and high (right)

BDT output. The hatched uncertainty bands include the total uncertainty after the fit to data.

The distributions observed in data (markers) are overlayed. The first and the last bins include

underflow and overflow events, respectively. The lower plots show the ratio of the data to the

post-fit background plus signal distribution.
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Figure 9. Post-fit pull and impact on the signal strength µ of the nuisance parameters included in

the fit, ordered by their impact. Only the 20 highest ranked parameters are shown, not including

nuisance parameters describing the uncertainty due to the size of the simulated samples. The four

highest-ranked nuisance parameters related to the jet energy scale uncertainty sources are shown

as indicated in parentheses. The pulls of the nuisance parameters (black markers) are computed

relative to their pre-fit values θ0 and uncertainties ∆θ. The impact ∆µ is computed as the difference

of the nominal best fit value of µ and the best fit value obtained when fixing the nuisance parameter

under scrutiny to its best fit value θ̂ plus/minus its post-fit uncertainty (coloured areas).

Channel 95% CL upper limit Best-fit µ

observed expected ±tot (±stat ± syst)

Single-lepton 1.75 1.03+0.44
−0.29 0.84+0.52

−0.50

(
+0.27
−0.26

+0.44
−0.43

)
Dilepton 2.34 2.48+1.17

−0.76 −0.24+1.21
−1.12

(
+0.63
−0.60

+1.04
−0.95

)
Combined 1.51 0.92+0.39

−0.26 0.72+0.45
−0.45

(
+0.24
−0.24

+0.38
−0.38

)
Table 7. Best fit value of the signal strength modifier µ and the observed and median expected

95% CL upper limits in the single-lepton and the dilepton channels as well as the combined results.

The one standard deviation confidence intervals of the expected limit and the best fit value are also

quoted, split into the statistical and systematic components in the latter case.
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Figure 10. Bins of the final discriminants as used in the fit (left), reordered by the pre-fit ex-

pected signal-to-background ratio (S/B). Each of the shown bins includes multiple bins of the final

discriminants with similar S/B. The fitted signal (cyan) is compared to the expectation for the SM

Higgs boson µ = 1 (red). Best fit values of the signal strength modifiers µ (right) with their 68%

expected confidence intervals (outer error bar), also split into their statistical (inner error bar) and

systematic components.

retical uncertainties amounting to +0.28/−0.29, where the tt+hf modelling uncertainties

have a major contribution. Experimental uncertainties amount to +0.15/−0.16, domi-

nated by the b tagging related uncertainties. Systematic uncertainties due to the size of

the various simulated samples used to model the background and signal templates are at

the same order and amount to +0.14/−0.15.

An upper limit on µ under the background-only hypothesis is also determined, using

a modified frequentist CLS procedure [95, 96] with the asymptotic method [97]. When

combining all categories and channels, an observed (expected) upper limit at 95% CL on

µ of 1.5 (0.9) is obtained. The observed and expected upper limits in each channel and in

the combination are listed in table 7 and visualised in figure 11.

In addition, the statistical analysis has been performed using the jet-process categori-

sation and DNN output in both channels and their combination, as well as using the jet-tag

categorisation and the BDT or MEM in both channels. The results obtained in each chan-

nel and the combination are compatible within 1.7 standard deviations or better, evaluated

using a jackknife procedure [98]. This serves as an important cross check and validation of

the complex analysis methods.

8 Summary

A search for the associated production of a Higgs boson and a top quark-antiquark pair

(ttH) is performed using pp collision data recorded with the CMS detector at a centre-

of-mass energy of 13 TeV in 2016, corresponding to an integrated luminosity of 35.9 fb−1.

Candidate events are selected in final states compatible with the Higgs boson decaying into
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Uncertainty source ±∆µ (observed) ±∆µ (expected)

Total experimental +0.15/−0.16 +0.19/−0.17

b tagging +0.11/−0.14 +0.12/−0.11

jet energy scale and resolution +0.06/−0.07 +0.13/−0.11

Total theory +0.28/−0.29 +0.32/−0.29

tt+hf cross section and parton shower +0.24/−0.28 +0.28/−0.28

Size of the simulated samples +0.14/−0.15 +0.16/−0.16

Total systematic +0.38/−0.38 +0.45/−0.42

Statistical +0.24/−0.24 +0.27/−0.27

Total +0.45/−0.45 +0.53/−0.49

Table 8. Contributions of different sources of uncertainties to the result for the fit to the data

(observed) and to the expectation from simulation (expected). The quoted uncertainties ∆µ in µ are

obtained by fixing the listed sources of uncertainties to their post-fit values in the fit and subtracting

the obtained result in quadrature from the result of the full fit. The statistical uncertainty is

evaluated by fixing all nuisance parameters to their post-fit values. The quadratic sum of the

contributions is different from the total uncertainty because of correlations between the nuisance

parameters.

 = 125 GeV
H

 at m
SM
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Figure 11. Median expected (dashed line) and observed (markers) 95% CL upper limits on µ. The

inner (green) band and the outer (yellow) band indicate the regions containing 68 and 95%, respec-

tively, of the distribution of limits expected under the background-only hypothesis. Also shown is

the limit that is expected in case a SM ttH signal (µ = 1) is present in the data (solid red line).
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a b quark-antiquark pair and the single-lepton and dilepton decay channels of the tt system.

Selected events are split into mutually exclusive categories according to their tt decay

channel and jet content. In each category a powerful discriminant is constructed to separate

the ttH signal from the dominant tt+jets background, based on several multivariate analysis

techniques (boosted decision trees, matrix element method, and deep neural networks).

An observed (expected) upper limit on the ttH production cross section µ relative to the

SM expectations of 1.5 (0.9) at 95% confidence level is obtained. The best fit value of

µ is 0.72 ± 0.24 (stat) ± 0.38 (syst). These results correspond to an observed (expected)

significance of 1.6 (2.2) standard deviations above the background-only hypothesis.
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A BDT and DNN input variables and configuration

All input variables used in the DNNs and BDTs are listed in tables 9–11.
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Variable Definition S
L
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)
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L
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,≥

3
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)
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L

(≥
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3
b

ta
gs

)

D
L

(≥
4

je
ts
,3

b
ta

gs
)

D
L

(≥
4

je
ts
,≥

4
b

ta
gs

)

pT(jet 1) pT of the highest-pT jet + + - - -

η(jet 1) η of the highest-pT jet - + + - -

d(jet 1) b tagging discriminant of the highest-pT jet + + + - -

pT(jet 2) pT of the second highest-pT jet - + - - -

η(jet 2) η of the second highest-pT jet + + + - -

d(jet 2) b tagging discriminant of the second highest-pT jet + + + - -

pT(jet 3) pT of the third highest-pT jet - + - - -

η(jet 3) η of the third highest-pT jet + + + - -

d(jet 3) b tagging discriminant of the third highest-pT jet + + + - -

pT(jet 4) pT of the fourth highest-pT jet + + - - -

η(jet 4) η of the fourth highest-pT jet + + + - -

d(jet 4) b tagging discriminant of the fourth highest-pT jet + - + - -

pT(lep 1) pT of the highest-pT lepton - + + - -

η(lep 1) η of the highest-pT lepton + - + - -

davg
j average b tagging discriminant value of all jets + + + - -

davg
b average b tagging discriminant value of b-tagged jets + + + + +

davg
non-b average b tagging discriminant value of non-b-tagged jets - - - + +

1
Nb

∑Nb
b

(
d− davg

b

)2
squared difference between the b tagging discriminant value

of a b-tagged jet and the average b tagging discriminant

values of all b-tagged jets, summed over all b-tagged jets

+ + + - -

dmax
j maximal b tagging discriminant value of all jets + + + - -

dmax
b maximal b tagging discriminant value of b-tagged jets + + + - -

dmin
j minimal b tagging discriminant value of all jets + + + - -

dmin
j minimal b tagging discriminant value of b-tagged jets + + + - -

d2 second highest b tagging discriminant value of all jets + + + - -

Table 9. Input variables used in the DNNs or BDTs in the different categories of the single-lepton

and dilepton channels. Variables used in a specific multivariate method and analysis category are

denoted by a “+” and unused variables by a “−”. (Continued in tables 10 and 11.)
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Variable Definition S
L
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4
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Nb(tight) number of b-tagged jets at a working point with a 0.1%

probability of tagging gluon and light-flavour jets

+ + + - -

BLR likelihood ratio discriminating between 4 b quark jets and 2

b quark jets events

+ + + - -

BLRtrans transformed BLR defined as ln[BLR/(1.0− BLR)] + + + - -

∆Rmin
j,j ∆R between the two closest jets + + + - -

∆Rmin
b,b ∆R between the two closest b-tagged jets + + + - -

∆Rmax
j,j ∆R between the two jets furthest apart - + - - -

∆Rmax
b,b ∆R between the two b-tagged jets furthest apart - - + - -

∆ηmax
j,j ∆η between the two jets furthest apart in η - - - - +

∆ηmax
b,b ∆η between the two b-tagged jets furthest apart in η - - - + +

∆ηavg
b,b average ∆η between b-tagged jets - - + - -

∆Ravg
b,b average ∆R between b-tagged jets - + + - -

∆Ravg
j,b average ∆R between jets of which at least one is b-tagged - - - + -

∆Rmin∆R
lep,j ∆R between lepton and closest jet + + - - -

∆Rmin∆R
lep,b ∆R between lepton and closest b-tagged jet - + + - -

mmin∆R
lep,b mass of lepton and closest b-tagged jet + + + - -

mmin∆R
b,b mass of closest b-tagged jets + + + - +

mmin∆R
j,b mass of closest jets of which at least one is b-tagged - - - + -

mmax mass
b,b maximal mass of pairs of b-tagged jets - - - + +

pT
min∆R
b,b combined pT of closest b-tagged jets - - - + -

pT
min∆R
j,b combined pT of closest jets of which at least one is b-tagged - - - - +

mavg
j average mass of all jets + + + - -

(m2)avg
b average squared mass of all b-tagged jets + - + - -

mclosest to 125
b,b mass of pair of b-tagged jets closest to 125 GeV - + + - -

N j,b number of pairs of jets (with at least one b-tagged jet) with

an invariant mass within 110–140 GeV

- - - + +

MEM matrix element method discriminant + + + - -

Table 10. Continued from table 9 and continued in table 11.
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H j
T scalar sum of jet pT - + - + -

Hb
T scalar sum of b-tagged jet pT + + + - -

Aj 3
2λ3 where λi are the eigenvalues of the momentum tensor

built with jets [99]

- + + - -

Ab 3
2λ3 where λi are the eigenvalues of the momentum tensor

built with b-tagged jets [99]

+ + + - -

C j H j
T divided by the sum of the energies of all jets - - + - -

Cb Hb
T divided by the sum of the energies of all b-tagged jets - - + - +

Sj 3
2(λ2 + λ3) where λi are the eigenvalues of the momentum

tensor built with jets [99]

+ + + - -

Sb 3
2(λ2 + λ3) where λi are the eigenvalues of the momentum

tensor built with b-tagged jets [99]

- + + - -

Sj
T

2λ2
λ2+λ1

where λi are the eigenvalues of the momentum tensor

built with jets [99]

+ + + - -

Sb
T

2λ2
λ2+λ1

where λi are the eigenvalues of the momentum tensor

built with b-tagged jets [99]

+ + + - -

Ib a measure of how spherical or linear in r−φ space b-tagged

jets are in the event

- - - + -

H2 second Fox-Wolfram moment [100] - + - - -

H3 third Fox-Wolfram moment [100] + + - - -

Hb
3 third Fox-Wolfram moment calculated with b-tagged

jets [100]

- - - - +

R3 ratio of Fox-Wolfram moments H3/H0 [100] - - - + -

H4 fourth Fox-Wolfram moment [100] + - + - -

Table 11. Continued from table 10.
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Category Ntrees shrinkage bagging fraction Ncuts depth

(≥ 4 jets, 3 b tags) 955 0.022 0.42 30 2

(≥ 4 jets,≥ 4 b tags) 638 0.006 0.41 42 2

Table 12. Configuration of the BDTs used in the dilepton channel.

The BDTs employed in the dilepton channel were trained using the stochastic gradient

boost method [36, 78], available as part of the TMVA package [38]. The number of trees

(Ntrees), the learning rate (shrinkage), the fraction of events used for the training of an

individual tree (bagging fraction), the granularity of the cuts at each node splitting (Ncuts),

and the number of node splittings per tree (depth) are listed in table 12.

The DNNs used in the single-lepton channel comprise two layers with 100 nodes each

in each of the two network stages. Overtraining is suppressed by random node dropout

with a probability of 30% and an L2 weight normalisation factor of 10−5. All networks are

optimised using the ADAM optimiser with a learning rate of 10−4, and the ELU activation

function is used to add non-linearity to the response of the network [77].

B Pre-fit discriminant shapes (single-lepton channel)
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Figure 12. Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to

data, in the jet-process categories with (4 jets,≥ 3 b tags) and (from upper left to lower right) ttH,

tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The expected background contributions (filled histograms)

are stacked, and the expected signal distribution (line), which includes H → bb and all other Higgs

boson decay modes, is superimposed. Each contribution is normalised to an integrated luminosity

of 35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visibility.

The hatched uncertainty bands include the total uncertainty of the fit model. The first and the

last bins include underflow and overflow events, respectively. The lower plots show the ratio of the

data to the background prediction.
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Figure 13. Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to

data, in the jet-process categories with (5 jets,≥ 3 b tags) and (from upper left to lower right) ttH,

tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The expected background contributions (filled histograms)

are stacked, and the expected signal distribution (line), which includes H → bb and all other Higgs

boson decay modes, is superimposed. Each contribution is normalised to an integrated luminosity

of 35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visibility.

The hatched uncertainty bands include the total uncertainty of the fit model. The first and the

last bins include underflow and overflow events, respectively. The lower plots show the ratio of the

data to the background prediction.
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Figure 14. Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to

data, in the jet-process categories with (≥ 6 jets,≥ 3 b tags) and (from upper left to lower right) ttH,

tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The expected background contributions (filled histograms)

are stacked, and the expected signal distribution (line), which includes H → bb and all other Higgs

boson decay modes, is superimposed. Each contribution is normalised to an integrated luminosity

of 35.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better visibility.

The hatched uncertainty bands include the total uncertainty of the fit model. The first and the

last bins include underflow and overflow events, respectively. The lower plots show the ratio of the

data to the background prediction.
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Figure 15. Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to

data, in the jet-process categories with (4 jets,≥ 3 b tags) and (from upper left to lower right) ttH,

tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The error bands include the total uncertainty after the fit

to data. The first and the last bins include underflow and overflow events, respectively. The lower

plots show the ratio of the data to the post-fit background plus signal distribution.

C Post-fit discriminant shapes (single-lepton channel)
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Figure 16. Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to

data, in the jet-process categories with (5 jets,≥ 3 b tags) and (from upper left to lower right) ttH,

tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The error bands include the total uncertainty after the fit

to data. The first and the last bins include underflow and overflow events, respectively. The lower

plots show the ratio of the data to the post-fit background plus signal distribution.
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Figure 17. Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to

data, in the jet-process categories with (≥ 6 jets,≥ 3 b tags) and (from upper left to lower right)

ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+lf. The error bands include the total uncertainty after the

fit to data. The first and the last bins include underflow and overflow events, respectively. The

lower plots show the ratio of the data to the post-fit background plus signal distribution.
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The observation of Higgs boson production in association with a top quark-antiquark pair is reported,
based on a combined analysis of proton-proton collision data at center-of-mass energies of

ffiffiffi

s
p ¼ 7, 8, and

13 TeV, corresponding to integrated luminosities of up to 5.1, 19.7, and 35.9 fb−1, respectively. The data
were collected with the CMS detector at the CERN LHC. The results of statistically independent searches
for Higgs bosons produced in conjunction with a top quark-antiquark pair and decaying to pairs of
W bosons, Z bosons, photons, τ leptons, or bottom quark jets are combined to maximize sensitivity. An
excess of events is observed, with a significance of 5.2 standard deviations, over the expectation from the
background-only hypothesis. The corresponding expected significance from the standard model for a
Higgs boson mass of 125.09 GeV is 4.2 standard deviations. The combined best fit signal strength
normalized to the standard model prediction is 1.26þ0.31

−0.26 .

DOI: 10.1103/PhysRevLett.120.231801

Proton-proton (pp) collisions at the CERN LHC, at the
center-of-mass (c.m.) energies of

ffiffiffi

s
p ¼ 7, 8, and 13 TeV,

have allowed direct measurements of the properties of the
Higgs boson [1–3]. In particular, the 13 TeV data collected
so far by the ATLAS [4] and CMS [5] experiments have led
to improved constraints on the couplings of the Higgs
boson compared to those performed at the lower energies
[6], permitting more precise consistency checks with the
predictions of the standard model (SM) of particle physics
[7–9]. Nonetheless, not all properties of the Higgs boson
have been established, in part because of insufficiently
large data sets. The lack of statistical precision can be
partially overcome by combining the results of searches in
different decay channels of the Higgs boson and at different
c.m. energies. Among the properties that are not yet well
established is the tree-level coupling of Higgs bosons to top
quarks.
In this Letter, we present a combination of searches for

the Higgs boson (H) produced in association with a top
quark-antiquark pair (tt̄), based on data collected with the
CMS detector. Results from data collected at

ffiffiffi

s
p ¼ 13 TeV

[10–14] are combined with analogous results from
ffiffiffi

s
p ¼ 7

and 8 TeV [15]. As a result of this combination, we
establish the observation of tt̄H production. This consti-
tutes the first confirmation of the tree-level coupling of the
Higgs boson to top quarks.

A top quark decays almost exclusively to a bottom quark
and a W boson, with the W boson subsequently decaying
either to a quark and an antiquark or to a charged lepton and
its associated neutrino. The Higgs boson exhibits a rich
spectrum of decay modes that includes the decay to a
bottom quark-antiquark pair, a τþτ− lepton pair, a photon
pair, and combinations of quarks and leptons from the
decay of intermediate on- or off-shell W and Z bosons.
Thus, tt̄H production gives rise to a wide variety of final-
state event topologies, which we consider in our analyses
and in the combination of results presented below.
In the SM, the masses of elementary fermions are

accounted for by introducing a minimal set of Yukawa
interactions, compatible with gauge invariance, between
the Higgs and fermion fields. Following the spontaneous
breaking of electroweak symmetry [16–21], charged fer-
mions of flavor f couple to H with a strength yf propor-
tional to the mass mf of those fermions, namely yf ¼
mf=v, where v ≈ 246 GeV is the vacuum expectation value
of the Higgs field. Measurements of the Higgs boson decay
rates to down-type fermions (τ leptons and bottom quarks)
agree with the SM predictions within their uncertainties
[22,23]. However, the top quark Yukawa coupling (yt)
cannot be similarly tested from the measurement of a
decay rate since on-shell top quarks are too heavy to be
produced in Higgs boson decay. Instead, constraints on yt
can be obtained through the measurement of the pp → tt̄H
production process. Example tree-level Feynman diagrams
for this process are shown in Fig. 1. To date, tt̄H production
has eluded definite observation, although first evidence has
been recently reported by the ATLAS [24] and CMS [10]
Collaborations.
The overall agreement observed between the SM pre-

dictions and data for the rate of Higgs boson production

*Full author list given at the end of the Letter.
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through gluon-gluon fusion and for the H → γγ decay
mode [6] suggests that the Higgs boson coupling to top
quarks is SM-like, since the quantum loops in these
processes include top quarks. However, non-SM particles
in the loops could introduce terms that compensate for, and
thus mask, other deviations from the SM. A measurement
of the production rate of the tree-level tt̄H process can
provide evidence for, or against, such new-physics
contributions.
The central feature of the CMS apparatus is a super-

conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two end
cap sections. Forward calorimeters extend the pseudora-
pidity coverage provided by the barrel and end cap
detectors. Muons are detected in gas-ionization chambers
embedded in the steel flux-return yoke outside the solenoid.
A detailed description of the CMS detector can be found
in Ref. [5].
Events of interest are selected using a two-tiered trigger

system [25] based on custom hardware processors and a
farm of commercial processors running a version of the full
reconstruction software optimized for speed. Offline, a
particle-flow algorithm [26] is used to reconstruct and
identify each particle in an event based on a combination
of information from the various CMS subdetectors.
Additional identification criteria are employed to improve

purities and define the final samples of candidate electrons,
muons, hadronically decaying τ leptons (τh) [27,28], and
photons. Jets are reconstructed from particle-flow candi-
dates using the anti-kT clustering algorithm [29] imple-
mented in the FASTJET package [30]. Multivariate
algorithms [31,32] are used to identify (tag) jets arising
from the hadronization of bottom quarks (b jets) and
discriminate against gluon and light flavor quark jets.
The algorithms utilize observables related to the long
lifetimes of hadrons containing b quarks and the relatively
larger particle multiplicity and mass of b jets compared to
light flavor quark jets. The τh identification is based on the
reconstruction of the hadronic τ decay modes τ− → h−ντ,
h−π0ντ, h−π0π0ντ, and h−hþh−ντ (plus the charge con-
jugate reactions), where h� denotes either a charged pion or
kaon. More details about the reconstruction procedures are
given in Refs. [10–15].
The 13 TeV data employed for the current study were

collected in 2016 and correspond to an integrated lumi-
nosity of up to 35.9 fb−1 [33]. The 7 and 8 TeV data,
collected in 2011 and 2012, correspond to integrated
luminosities of up to 5.1 and 19.7 fb−1 [34], respectively.
The 13 TeV analyses are improved relative to the 7 and
8 TeV studies in that they employ triggers with higher
efficiencies, contain improvements in the reconstruction
and background-rejection methods, and use more precise
theory calculations to describe the signal and the back-
ground processes. For the 7, 8, and 13 TeV data, the
theoretical calculations of Ref. [35] for Higgs boson
production cross sections and branching fractions are used
to normalize the expected signal yields.
The event samples are divided into exclusive categories

depending on the multiplicity and kinematic properties of
reconstructed electrons, muons, τh candidates, photons,
jets, and tagged b jets in an event. Samples of simulated
events based on Monte Carlo event generators, with
simulation of the detector response based on the GEANT4

[36] suite of programs, are used to evaluate the detector
acceptance and optimize the event selection for each
category. In the analysis of data, the background is, in
general, evaluated from data control regions. When this is
not feasible, either because the background process has a
very small cross section or a control region depleted of
signal events cannot be identified, the background is
evaluated from simulation with a systematic uncertainty
assigned to account for the known model dependence.
Multivariate algorithms [37–41] based on deep neural
networks, boosted decision trees, and matrix element
calculations are used to reduce backgrounds.
At 13 TeV, we search for tt̄H production in the H → bb̄

decay mode by selecting events with at least three tagged b
jets and with zero leptons [11], one lepton [12], or an
opposite-sign lepton pair [12], where “lepton” refers to an
electron or muon candidate. A search for tt̄H production in
the H → γγ decay mode is performed in events with two
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t
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FIG. 1. Example tree-level Feynman diagrams for the pp →
tt̄H production process, with g a gluon, q a quark, t a top quark,
and H a Higgs boson. For the present study, we consider Higgs
boson decays to a pair ofW bosons, Z bosons, photons, τ leptons,
or bottom quark jets.
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reconstructed photons in combination with reconstructed
electrons or muons, jets, and tagged b jets [13]. The signal
yield is extracted from a fit to the diphoton invariant mass
spectrum. Events with combinations of jets and tagged b
jets and with two same-sign leptons, three leptons, or four
leptons are used to search for tt̄H production in the
H → τþτ−, WW�, or ZZ� decay modes [10,14], where
in this case “lepton” refers to an electron, muon, or τh
candidate (the asterisk denotes an off-shell particle). The
searches in the different decay channels are statistically
independent from each other. Analogous searches have
been performed with the 7 and 8 TeV data [15].
The presence of a tt̄H signal is assessed by performing a

simultaneous fit to the data from the different decay modes
and also from the different c.m. energies as described
below. A detailed description of the statistical methods can
be found in Ref. [42]. The test statistic q is defined as the
negative of twice the logarithm of the profile likelihood
ratio [42]. Systematic uncertainties are incorporated
through the use of nuisance parameters treated according
to the frequentist paradigm. The ratio between the nor-
malization of the tt̄H production process and its SM
expectation [35], defined as the signal strength modifier
μtt̄H, is a freely floating parameter in the fit. The SM
expectation is evaluated assuming the combined ATLAS

and CMS value for the mass of the Higgs boson, which is
125.09 GeV [43]. We consider the five Higgs boson decay
modes with the largest expected event yields, namely,
H → WW�, ZZ�, γγ, τþτ−, and bb̄. Other Higgs boson
decay modes and production processes, including pp →
tH þ X (or t̄H þ X), with X a light flavor quark or W
boson, are treated as backgrounds and normalized using the
predicted SM cross sections, subject to the corresponding
uncertainties.
The measured values of the five independent signal

strength modifiers, corresponding to the five decay chan-
nels considered, are shown in the upper section of Fig. 2
along with their 1 and 2 standard deviation confidence
intervals obtained in the asymptotic approximation [44].
Numerical values are given in Table I. The individual
measurements are seen to be consistent with each other
within the uncertainties.
We also perform a combined fit, using a single signal

strength modifier μtt̄H, that simultaneously scales the tt̄H
production cross sections of the five decay channels
considered, with all Higgs boson branching fractions fixed
to their SM values [35]. Besides the five decay modes

TABLE I. Best fit value, with its uncertainty, of the tt̄H signal
strength modifier μtt̄H, for the five individual decay channels
considered, the combined result for 7þ 8 TeV alone and for
13 TeV alone, and the overall combined result. The total
uncertainties are decomposed into their statistical, experimental
systematic, background theory systematic, and signal theory
components. The numbers in parentheses are those expected
for μtt̄H ¼ 1.

Uncertainty

Parameter Best fit Statistical
Experi-
mental

Background
theory

Signal
theory

μWW�
tt̄H

1.97þ0.71
−0.64

þ0.42
−0.41

þ0.46
−0.42

þ0.21
−0.21

þ0.25
−0.12

ð þ0.57
−0.54 Þ ð þ0.39

−0.38 Þ ð þ0.36
−0.34 Þ ð þ0.17

−0.17 Þ ðþ0.12
−0.03 Þ

μZZ
�

tt̄H

0.00þ1.30
−0.00

þ1.28
−0.00

þ0.20
−0.00

þ0.04
−0.00

þ0.09
−0.00

ð þ2.89
−0.99 Þ ð þ2.82

−0.99 Þ ð þ0.51
−0.00 Þ ð þ0.15

−0.00 Þ ð þ0.27
−0.00 Þ

μγγtt̄H
2.27þ0.86

−0.74
þ0.80
−0.72

þ0.15
−0.09

þ0.02
−0.01

þ0.29
−0.13

ð þ0.73
−0.64 Þ ð þ0.71

−0.64 Þ ð þ0.09
−0.04 Þ ð þ0.01

−0.00 Þ ð þ0.13
−0.05 Þ

μτ
þτ−
tt̄H

0.28þ1.09
−0.96

þ0.86
−0.77

þ0.64
−0.53

þ0.10
−0.09

þ0.20
−0.19

ð þ1.00
−0.89 Þ ð þ0.83

−0.76 Þ ð þ0.54
−0.47 Þ ð þ0.09

−0.08 Þ ð þ0.14
−0.01 Þ

μbb̄tt̄H
0.82þ0.44

−0.42
þ0.23
−0.23

þ0.24
−0.23

þ0.27
−0.27

þ0.11
−0.03

ð þ0.44
−0.42 Þ ð þ0.23

−0.22 Þ ð þ0.24
−0.23 Þ ð þ0.26

−0.27 Þ ð þ0.11
−0.04 Þ

μ7þ8 TeV
tt̄H

2.59þ1.01
−0.88

þ0.54
−0.53

þ0.53
−0.49

þ0.55
−0.49

þ0.37
−0.13

ð þ0.87
−0.79 Þ ð þ0.51

−0.49 Þ ð þ0.48
−0.44 Þ ð þ0.50

−0.44 Þ ð þ0.14
−0.02 Þ

μ13 TeV
tt̄H

1.14þ0.31
−0.27

þ0.17
−0.16

þ0.17
−0.17

þ0.13
−0.12

þ0.14
−0.06

ð þ0.29
−0.26 Þ ð þ0.16

−0.16 Þ ð þ0.17
−0.16 Þ ð þ0.13

−0.12 Þ ð þ0.11
−0.05 Þ

μtt̄H
1.26þ0.31

−0.26
þ0.16
−0.16

þ0.17
−0.15

þ0.14
−0.13

þ0.15
−0.07

ð þ0.28
−0.25 Þ ð þ0.15

−0.15 Þ ð þ0.16
−0.15 Þ ð þ0.13

−0.12 Þ ð þ0.11
−0.05 Þ

1− 0 1 2 3 4 5 6 7

Htt
μ

Combined

13 TeV

7+8 TeV

)bH(btt

)-τ+τH(tt

)γγH(tt

H(ZZ*)tt

H(WW*)tt

 (13 TeV)-1 (8 TeV) + 35.9 fb-1 (7 TeV) + 19.7 fb-15.1 fb

CMS Observed

 syst)⊕ (stat σ1±
 (syst)σ1±

 syst)⊕ (stat σ2±

FIG. 2. Best fit value of the tt̄H signal strength modifier μtt̄H,
with its 1 and 2 standard deviation confidence intervals (σ), for
(upper section) the five individual decay channels considered,
(middle section) the combined result for 7þ 8 TeV alone and for
13 TeV alone, and (lower section) the overall combined result.
The Higgs boson mass is taken to be 125.09 GeV. For the
H → ZZ� decay mode, μtt̄H is constrained to be positive to
prevent the corresponding event yield from becoming negative.
The SM expectation is shown as a dashed vertical line.
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considered, the signal normalizations for the Higgs boson
decay modes to gluons, charm quarks, and Zγ, which are
subleading and cannot be constrained with existing data,
are scaled by μtt̄H. The results combining the decay modes
at 7þ 8 TeV, and separately at 13 TeV, are shown in the
middle section of Fig. 2. The overall result, combining all
decay modes and all c.m. energies, is shown in the lower
section, with numerical values given in Table I. Table I
includes a breakdown of the total uncertainties into their
statistical and systematic components. The overall result is
μtt̄H ¼ 1.26þ0.31

−0.26 , which agrees with the SM expectation
μtt̄H ¼ 1 within 1 standard deviation.
The principal sources of experimental systematic uncer-

tainty in the overall result for μtt̄H stem from the uncertainty
in the lepton and b jet identification efficiencies and in the
τh and jet energy scales. The background theory systematic
uncertainty is dominated by modeling uncertainties in tt̄
production in association with a W boson, a Z boson, or a
pair of b or c quark jets. The dominant contribution to the
signal theory systematic uncertainty arises from the finite
accuracy in the SM prediction for the tt̄H cross section
because of missing higher order terms and uncertainties in
the proton parton density functions [35].
To highlight the excess of data over the expectation from

the background-only hypothesis, we classify each event

that enters the combined fit by the ratio S=B, where S and B
are the expected postfit signal (with μtt̄H ¼ 1) and back-
ground yields, respectively, in each bin of the distributions
considered in the combination. The distribution of
log10ðS=BÞ is shown in Fig. 3. The main sensitivity at
high values of S=B is given by events selected in the H →
γγ analysis with a diphoton mass around 125 GeV and by
events selected in the H → τþτ−, H → WW�, and H → bb̄
analyses with high values of the multivariate discriminating
variables used for the signal extraction. A broad excess of
events in the rightmost bins of this distribution is observed,
consistent with the expectation for tt̄H production with a
SM-like cross section.
The value of the test statistic q as a function of μtt̄H is

shown in Fig. 4, with μtt̄H based on the combination of
decay modes described above for the combined fit. The
results are shown for the combination of all decay modes at
7þ 8 TeV and at 13 TeV, separately, and for all decay
modes at all c.m. energies. To quantify the significance of
the measured tt̄H yield, we compute the probability of the
background-only hypothesis (p value) as the tail integral of
the test statistic using the overall combination evaluated at
μtt̄H ¼ 0 under the asymptotic approximation [45]. This
corresponds to a significance of 5.2 standard deviations for
a one-tailed Gaussian distribution. The expected signifi-
cance for a SM Higgs boson with a mass of 125.09 GeV,
evaluated through use of an Asimov data set [45], is 4.2
standard deviations.
In summary, we have reported the observation of tt̄H

production with a significance of 5.2 standard deviations
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FIG. 3. Distribution of events as a function of the decimal
logarithm of S=B, where S and B are the expected postfit signal
(with μtt̄H ¼ 1) and background yields, respectively, in each bin
of the distributions considered in this combination. The shaded
histogram shows the expected background distribution. The two
hatched histograms, each stacked on top of the background
histogram, show the signal expectation for the SM (μtt̄H ¼ 1) and
the observed (μtt̄H ¼ 1.26) signal strengths. The lower panel
shows the ratios of the expected signal and observed results
relative to the expected background.
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above the background-only hypothesis, at a Higgs boson
mass of 125.09 GeV. The measured production rate is
consistent with the standard model prediction within one
standard deviation. In addition to comprising the first
observation of a new Higgs boson production mechanism,
this measurement establishes the tree-level coupling of the
Higgs boson to the top quark, and hence to an up-
type quark.
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Measurement of the Top Quark Pair Production Cross Section in Proton-Proton
Collisions at

ffiffi

s
p ¼ 13 TeV
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The top quark pair production cross section is measured for the first time in proton-proton collisions at
ffiffiffi

s
p ¼ 13 TeV by the CMS experiment at the CERN LHC, using data corresponding to an integrated
luminosity of 43 pb−1. The measurement is performed by analyzing events with at least one electron and
one muon of opposite charge, and at least two jets. The measured cross section is
746� 58ðstatÞ � 53ðsystÞ � 36ðlumiÞ pb, in agreement with the expectation from the standard model.

DOI: 10.1103/PhysRevLett.116.052002

The measurement of tt̄ production at a center-of-mass
energy not previously accessed has great discovery poten-
tial for physics beyond the standard model (SM), because
new phenomena can significantly enhance the tt̄ cross
section. The increased energy also allows for a test of the
production mechanism, dominated at the CERN LHC by
gluon-gluon fusion, and of the validity of the theory of
quantum chromodynamics (QCD). Furthermore, top quark
production is an important source of background in many
searches for physics beyond the SM, and its accurate
evaluation is important. Previously, large samples of top
quark events were collected in proton-proton collisions at
the LHC at

ffiffiffi

s
p ¼ 7 and 8 TeV and used to study tt̄

production in different final states by the ATLAS [1–11]
and CMS [12–20] collaborations.
This Letter presents the first measurement of the tt̄

production cross section σtt̄ at
ffiffiffi

s
p ¼ 13 TeV, utilizing data

corresponding to an integrated luminosity of 43 pb−1

recorded by the CMS experiment. In the SM, top quarks
are produced predominantly in tt̄ pairs via the strong
interaction, and each top quark decays almost exclusively
to aW boson and a b quark. For this study, we select events
that contain at least one electron and one muon of opposite
charge, and at least two jets.
The central feature of the CMS detector [21] is a

superconducting solenoid of 6 m internal diameter, provid-
ing a magnetic field of 3.8 T. A silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter
(ECAL), and a brass and scintillator hadron calorimeter,
each composed of a barrel and two endcap sections, are
located within the solenoid volume. Muons are measured in
gas-ionization detectors embedded in the steel flux-return

yoke outside the solenoid. A two-tier trigger system selects
the most interesting pp collisions for offline analysis. A
more detailed description of the CMS detector, together
with a definition of its coordinate system and kinematic
variables, can be found in Ref. [21].
We use several Monte Carlo (MC) generator programs

to simulate signal and background processes. The next-
to-leading-order (NLO) POWHEG (v2) [22,23] generator is
used to generate tt̄ signal events, assuming a top quark
mass of mt ¼ 172.5 GeV [24]. We utilize the NNPDF3.0
NLO [25] parton distribution functions (PDF) in the MC
calculations. The events are interfaced to PYTHIA (v8.205)
[26,27] with the CUETP8M1 tune [28,29] to simulate
parton showering, hadronization, and the underlying
event. An alternative sample is obtained using the
HERWIG++ (v2.7.1) [30] program to model the parton
shower. Another sample of tt̄ events is generated using
MG5_AMC@NLO (v5_2.2.2) [31] and MADSPIN [32] gen-
erators, and again PYTHIA (v8.205) for parton showering,
hadronization, and the underlying event. The MC gen-
erators have been validated by comparing to unfolded
differential distributions of tt̄ production at

ffiffiffi

s
p ¼

8 TeV [33].
Background events are simulated by the MG5_AMC@

NLO (v5_2.2.2) generator for W þ jets production and
Drell–Yan (DY) quark-antiquark annihilation into lepton-
antilepton pairs through virtual photon or Z boson
exchange, with normalization taken from data.
Associated top quark and W boson production (tW) is
simulated using POWHEG (v1) [34,35] and PYTHIA (v8.205),
and is normalized to the approximate next-to-next-to-
leading-order (NNLO) cross section [36]. The contribu-
tions from WW, WZ and ZZ (referred to as VV) processes
are simulated with PYTHIA (v8.205), and normalized to
their NLO cross sections [37]. All other backgrounds are
estimated from control samples extracted from collision
data. The simulated samples include additional interactions
per bunch crossing (pileup). On average, about 20 colli-
sions per bunch crossing are present in our data.

*Full author list given at the end of the article.
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The SM prediction for the tt̄ production cross section
at

ffiffiffi

s
p ¼ 13 TeV is calculated with the TOP++ program [38]

at NNLO in perturbative QCD, including soft-gluon
resummation at next-to-next-to-leading-log order
(NNLL) [39–44], assuming mt ¼ 172.5 GeV. The result
is σNNLOþNNLL

tt̄ ¼ 832þ20
−29ðscaleÞ � 35ðPDFþ αsÞ pb. The

expected yields for signal in all figures and tables are
normalized to this value. The first uncertainty reflects
uncertainties in the factorization and renormalization
scales, μF and μR. The second uncertainty, associated with
the PDFs and strong coupling constant αs, is obtained by
following the PDF4LHC prescription [45,46] using the
MSTW2008 68% C.L. NNLO [47,48], CT10 NNLO
[49,50], and NNPDF2.3 5f FFN [51] PDF sets.
At the trigger level, events are required to contain one

electron and one muon, where the electron has transverse
momentum pT > 12 GeV and the muon has pT >
17 GeV, or the electron has pT > 17 GeV and the muon
has pT > 8 GeV. Offline, particle candidates are recon-
structed with the CMS particle-flow (PF) algorithm
[52,53]. The PF algorithm reconstructs and identifies
each individual particle using an optimized combination
of information from the various elements of the CMS
detector.
Events are selected to contain one electron [54] and one

muon [55] of opposite charge, both of which are required to
have pT > 20 GeV and jηj < 2.4 (but excluding electrons
within a small region of jηj between the barrel and endcap
sections of the ECAL). The electron and muon candidates
are required to be sufficiently isolated from nearby jet
activity as follows. For each electron and muon candidate, a
cone of ΔR ¼ 0.3 and ΔR ¼ 0.4, respectively, is con-
structed around the direction of the track at the event vertex,
where ΔR is defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðΔηÞ2 þ ðΔϕÞ2
p

, and Δη and Δϕ
are the distances in pseudorapidity and azimuthal angle.
Excluding the contribution from the lepton candidate, the
scalar sum of the pT of all particle candidates that are inside
ΔR and are consistent with arising from the chosen primary
event vertex is calculated to define a relative isolation
discriminant, Irel, through the ratio of this sum to the pT of
the lepton candidate. The neutral-particle contribution to
Irel is corrected for pileup based on the average energy
density deposited by neutral particles in the event. This
corresponds to an average pT from pileup determined
event-by-event that is subtracted from the summed scalar
pT in the isolation cone. An electron and muon candidate is
selected if they have respective values of Irel < 0.11
and Irel < 0.12.
In events with more than one pair of leptons passing the

above selection, the two leptons of opposite charge and
different flavor with the largest pT are selected for further
study. Events with τ leptons contribute to the measurement
only if they decay to electrons or muons that satisfy the
selection requirements, and are included in the MC
simulations.

The efficiency of the lepton selection is measured using a
“tag-and-probe” method in same-flavor dilepton events
enriched in Z boson candidates, as described in
Refs. [19,56]. Differences in the event topology with
respect to tt̄ production are accounted for as a systematic
uncertainty. In the current data set, the measured values for
the combined identification and isolation efficiencies are
typically 92% for muons and 77% for electrons. Based on a
comparison of lepton selection efficiencies in data and
simulation, the event yield in simulation is corrected using
pT- and η-dependent data-to-simulation scale factors (SF)
to provide consistency with data. They have average values
of 1.00 for muons and 0.96 for electrons.
Candidate events with dilepton invariant masses of

meμ < 20 GeV are removed to suppress backgrounds,
mainly from low-mass DY processes. Jets are reconstructed
from the PF particle candidates using the anti-kT clustering
algorithm [57] with a distance parameter of 0.4, optimized
for the running conditions at higher center-of-mass energy.
The jet energy is corrected for pileup in a manner similar to
that used to find the energy within the lepton isolation cone.
Jet energy corrections are also applied as a function of jet
pT and η [58] to data and simulation. Events are required to
have at least two reconstructed jets with pT > 30 GeV
and jηj < 2.4.
Backgrounds in this analysis arise primarily from tW,

DY, and VV events in which at least two leptons are
produced. Background yields from tW and VV events are
estimated from simulation. The e�μ∓ DY background
normalization is estimated from data using the “Rout=in”
method [19,59,60], where events with eþe− and μþμ− final
states are explored as follows. A data-to-simulation nor-
malization factor is estimated from the number of events
within the Z boson mass window in data, and extrapolated
to the number of events outside the Z mass window with
corrections based on control regions in data enriched in DY
events. This factor is found to be 1.04� 0.16ðstatÞ.
Other background sources, such as tt̄ or W þ jets events

with decays into one lepton and jets, can contaminate the
signal sample if a jet is incorrectly reconstructed as a
lepton, or an event contains a lepton from the decay of
bottom or charm hadrons. These are grouped into the
nonprompt-lepton category, together with contributions
that can arise, for example, from the decays of mesons,
photon conversions to eþe− pairs in the material of the
detector, or effects from detector resolution. The non-
prompt-lepton background is estimated from an extrapo-
lation of a control region of same-sign (SS) dilepton events
to the signal region of opposite-sign (OS) dileptons. The SS
control region is defined using the same criteria as used for
the nominal signal region, except requiring eμ pairs of the
same charge. The SS dilepton events predominantly con-
tain at least one misidentified lepton. Other SM processes,
such as DY, tW, VV and tt̄ dilepton production have
significantly smaller contributions, and are estimated using
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simulation. The scaling from the SS control region in data
to the signal region is performed using an extrapolation
factor, extracted from MC simulation, given by the ratio of
the number of OS events with misidentified leptons to the
number of SS events with misidentified leptons. From the
eight same-sign events observed in data, the expected
contamination of 1.7� 0.4 events due to DY, tW, VV
and tt̄ dilepton production is subtracted, and the result is
multiplied by the OS to SS ratio of 1.4� 0.3 to obtain an
estimate of 8.5� 4.4 nonprompt lepton events contami-
nating the signal, including statistical and systematic
uncertainties. This agrees with predictions from MC
simulations of semileptonic tt̄ and W þ jets events.
Figure 1 (top) shows the multiplicity of jets and (bottom)

the scalar pT sum of all jets (HT) for events passing the
dilepton criteria. Agreement is observed between data and
the predictions for signal and background.
After requiring at least two jets, we obtain the plots

presented in Fig. 2, where (top) shows the distribution in

the invariant dilepton mass meμ, which is sensitive to the
existence of a new heavy object decaying into a tt̄ pair.
Figure 2 (bottom) shows the difference in azimuthal angle
between the two leptons, Δϕðe; μÞ, and explores the
correlation between the t and t̄ spins [61–66]. For both
distributions, data are in agreement with the SM
expectations.
The dominant uncertainty is due to the preliminary

integrated luminosity, which is estimated from x-y beam-
beam scans performed in July 2015 utilizing the methods of
Ref. [67]. The resulting uncertainty in the integrated
luminosity is 4.8%.
Smaller uncertainties arise from the measured trigger

efficiency, and the lepton identification and isolation
efficiencies. After the offline dilepton selection, the
trigger efficiency is measured in data to be ð91� 4Þ%
using triggers based on the pT imbalance in the event. This
efficiency is applied to the MC simulations and the
uncertainty is taken as a global uncertainty. The uncertain-
ties on the electron and muon identification and isolation
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FIG. 1. The distributions in (top) the jet multiplicity, and
(bottom) HT in events passing the dilepton criteria. The expected
distributions for tt̄ signal and individual backgrounds are shown
after implementing data-based corrections; the last bin contains
the overflow events. The ratios of data to the sum of the expected
yields are given at the bottom of each panel.
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efficiencies are estimated by changing the pT- and η-
dependent SF values by one standard deviation (�1σ). The
modeling of lepton energy scales is studied using Z → ee
and μμ events in data and in simulation, yielding an
uncertainty in the electron energy scale of 1%, and in
the muon energy scale of 0.5%. The impact of the
uncertainty in the jet energy scale (JES) is estimated by
changing the pT—and η-dependent JES SF by�1σ, and the
uncertainty in jet energy resolution (JER) uncertainty is
estimated through similar η-dependent �1σ changes in the
JER SF. The maximum of each of the deviations is taken as
the uncertainty.
The distribution of the number of vertices per beam

crossing is compared between data and simulation. The
results indicate agreement of the total pp inelastic cross
section within 10%. The result of varying this cross section
by �10% for all MC samples is used to obtain the
systematic uncertainty due to pileup.
Theory uncertainties on tt̄ production involve the sys-

tematic bias related to the missing higher-order diagrams in
POWHEG, and is estimated through studies of the signal
acceptance by changing the renormalization and factoriza-
tion scales in POWHEG simultaneously within the range
½μ=2; 2μ� (μ ¼ μR ¼ μF). In addition, the predictions of the
NLO generators MG5_AMC@NLO (v5_2.2.2) and POWHEG

are compared for tt̄ production, where both use PYTHIA

(v8.205) for hadronization, parton showering, and simu-
lation of the underlying event. The uncertainty arising from
the hadronization model mainly affects the JES and the
fragmentation of jets. The uncertainty in the JES already
contains a contribution from the uncertainty in the hadro-
nization. The hadronization uncertainty is also determined
by comparing samples of events generated with POWHEG,
where the hadronization is either modeled with PYTHIA

(v8.205) or HERWIG++ (v2.7.1). This also includes
differences in parton showering, and the underlying event,
and is called tt̄ modeling uncertainty. All theory uncer-
tainties on tt̄ production are taken as the maximum
difference found in the results. The uncertainty from the
choice of PDF is determined by reweighting the sample of
simulated tt̄ events according to the 26 CT10 NLO [49,50]
and the 100 NNPDF3.0 sets [25] of PDF uncertainties.
An uncertainty of 30% in cross sections for tW and VV

backgrounds are taken from measurements [68–76]. For
DY production, a global cross section uncertainty of 15% is
applied, which is derived from the variation of the SF for
events passing the dilepton criteria and events passing all
selection cuts. The systematic uncertainty in the estimated
nonprompt lepton background is given mainly by the
systematic uncertainty in the ratio of OS to SS events with
misidentified leptons in the MC simulations. We checked
how well the simulation models the production of mis-
identified leptons by examining additional control regions,
with the observed discrepancy used to assign an uncertainty
of 23% to the method.

Table I summarizes the magnitude of the statistical and
systematic uncertainties from different sources contributing
to the tt̄ production cross section. All sources of uncer-
tainties are added in quadrature.
Table II shows the total number of events observed in

data, together with the total number of background events
expected from simulation or estimated from data. The mean
acceptance multiplied by the selection efficiency and
the branching fraction, as estimated from simulation
at mt ¼ 172.5 GeV, is ϵ ¼ ð0.60� 0.04Þ%, including
statistical and systematic uncertainties. The measured
fiducial cross section for tt̄ production with two leptons
(one electron and one muon) in the range pT > 20 GeV
and jηj < 2.4 is σfidtt̄ ¼ 12.4� 1.0ðstatÞ � 1.0ðsystÞ�
0.6ðlumiÞ pb. After applying all corrections, the inclusive

TABLE I. Summary of individual contributions to the system-
atic uncertainty in the σtt̄ measurement. The uncertainties are
given in pb, and as relative uncertainties. The separate total
systematic uncertainty without integrated luminosity, the part
attributed to the integrated luminosity, and the statistical con-
tributions are added in quadrature to obtain the total uncertainty.

Source Δσtt̄ (pb) Δσtt̄=σtt̄ (%)

Trigger efficiencies 33 4.4
Lepton efficiencies 25 3.4
Lepton energy scale < 1 ≤ 0.1
Jet energy scale 11 1.5
Jet energy resolution < 1 ≤ 0.1
Pileup 5.2 0.7
QCD scales 1.4 0.2
NLO generator of tt̄ signal 14 1.9
Modeling of tt̄ signal 13 1.8
PDF 18 2.4
Single top tW background 13 1.8
VV background 3.5 0.5
Drell-Yan background 4.1 0.5
Nonprompt leptons background 7.6 1.0
Total systematic (w/o luminosity) 53 7.2
Integrated luminosity 36 4.8
Statistical uncertainty 58 7.8
Total 87 12

TABLE II. The number of eμ events after final event selection
expected for background, and observed in data. The uncertainties
represent the statistical and systematic components added in
quadrature.

Source Number of events e�μ∓

Drell–Yan 6.9� 1.2
Nonprompt leptons 8.5� 4.4
tW 10.9� 3.4
VV 2.7� 0.9
Total background 29.1� 5.7
Data 220
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cross section is measured to be σtt̄ ¼ 746� 58ðstatÞ
�53ðsystÞ � 36ðlumiÞ pb.
A linear parametrization of the acceptance dependence

on mt in the range 169.5–175.5 GeV results in a cross
section reduction of ≈0.7% at mt ¼ 173.34 GeV, the
current world average of the top quark mass [24].
In an alternative analysis, the selected sample is split into

events with 0, 1, 2, and > 2 b quark jets, and 0, 1, 2, and
> 2 additional light-flavor or gluon jets (i.e., not identified
as b quark jets). Jets are identified as b quark jets using the
combined secondary vertex (CSV) algorithm [77]. A
maximum likelihood fit of the yields in different input
samples is performed to extract simultaneously σtt̄ and
the b tagging efficiency. Systematic uncertainties are
implemented through nuisance parameters [78]. This result
is within 1% of the nominal analysis.
Figure 1 in the Supplemental Material [79] presents a

summary of results for σtt̄ from the combination of the
Tevatron measurements at 1.96 TeV [80], from CMS
measurements at

ffiffiffi

s
p ¼ 7 and 8 TeV [14,19], and from

the measurement presented here at
ffiffiffi

s
p ¼ 13 TeV, com-

pared to the NNLOþ NNLL predictions as a function of
ffiffiffi

s
p

for pp̄ and pp collisions [44].
In summary, the first measurement of the tt̄ production

cross section in proton-proton collisions at
ffiffiffi

s
p ¼ 13 TeV is

presented for events containing an electron-muon pair and
at least two jets. The measurement is obtained through an
event-counting analysis based on a data sample correspond-
ing to an integrated luminosity of 43 pb−1. The result is
σtt̄ ¼ 746� 58ðstatÞ � 53ðsystÞ � 36ðlumiÞ pb, with a
total relative uncertainty of 12%. This measurement is
consistent with the SM prediction of σNNLOþNNLL

tt̄ ¼
832þ40

−46 pb for a top quark mass of 172.5 GeV.
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1 Introduction

The study of top quark pair (tt) production in proton-proton (pp) collisions at the CERN

LHC provides an important test of the standard model (SM). The total production cross

section, σtt , can be accurately predicted by quantum chromodynamics (QCD) calculations

at next-to-next-to-leading order (NNLO). A measurement of σtt can thus provide con-

straints on essential ingredients in the calculation, such as the top quark mass, the proton
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parton distribution functions (PDFs), and the strong coupling αs. Furthermore, deviations

from these predictions can be an indication of physics beyond the SM. For example, in

supersymmetric (SUSY) models, tt pairs may appear as decay products of heavier new

particles, increasing the tt yields.

Studies of the tt production cross section, as well as dedicated searches for deviations

from the SM predictions, have been performed in recent years by the ATLAS and CMS

collaborations using a variety of production and decay channels [1–22]. So far, all results

are consistent with the SM.

This paper presents a new measurement of σtt in pp collisions at centre-of-mass ener-

gies of 7 and 8 TeV. The measurement is performed in the eµ channel, where each W boson

from the top quark decays into a charged lepton and a neutrino. Compared to the previous

CMS analyses in the dilepton channel at 7 TeV [8] and 8 TeV [1], the new measurement

is performed using the complete CMS data samples recorded in the years 2011 and 2012,

with integrated luminosities of 5.0 and 19.7 fb−1 at
√
s = 7 and 8 TeV, respectively. The

restriction to the eµ channel provides a pure tt event sample owing to the negligible con-

tamination from Z/γ∗ processes with same-flavoured leptons in the final state. The event

selection is based on the kinematic properties of the leptons. An improved cross section

extraction method is used, performing a template fit of the signal and background con-

tributions to multi-differential binned distributions related to the multiplicity of b quark

jets (referred to as b jets in the following) and the multiplicity and transverse momenta

of other jets in the event. The results obtained with this method (referred to as the “ref-

erence method” in the following) are cross-checked with an analysis performed using an

event counting method.

The cross section is first determined in a fiducial (“visible”) range, σvis
tt

, defined by

requirements on the transverse momentum and pseudorapidity of the electron and muon.

The results are then extrapolated to obtain the cross section in the full phase space, σtt ,

with an additional assessment of the extrapolation uncertainties. The ratio of the cross

sections at the two centre-of-mass energies is also presented. The measurements of σtt
at 7 and 8 TeV are used to determine, together with the NNLO prediction [23], the top

quark pole mass. Following a previous CMS analysis [24], the mass is determined via the

dependence of the theoretically predicted cross section on the top quark mass.

The data are also used to constrain the cross section of pair production of the lightest

supersymmetric partner of the top quark, the top squark, in the context of SUSY models

with R-parity conservation [25]. The study focuses on models predicting the decay of top

squarks into a top quark and a neutralino, t̃ → tχ̃
0
1, and the three-body decay, t̃ → bWχ̃

0
1,

with the neutralino assumed to be the lightest supersymmetric particle (LSP) [26]. The

pair production and the subsequent decays of the top squarks can lead to a final state

that is very similar to the SM tt events. The search is performed with the 8 TeV data,

looking for an excess of the observed event yields of tt events with respect to the SM

predictions. Exclusion limits are set with 95% confidence level (CL) for the SUSY signal

strength as a function of the top squark mass for two neutralino mass hypotheses. Previous

measurements setting exclusion limits in a similar regime can be found in [14, 27].

This paper is structured as follows. Section 2 contains a brief description of the CMS

detector, followed by details of the event simulation and theoretical calculations for the tt

– 2 –
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cross section are given in section 3. The event selection and the definitions of the visible

and total cross sections are given in sections 4 and 5, respectively. The methods used to

measure the cross section are explained in section 6 and the systematic uncertainties are

described in section 7. The measured tt production cross sections are reported in section 8,

with the extraction of the top quark mass presented in section 9. The search for SUSY is

described in section 10 and a summary is provided in section 11.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal

diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon

pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and

a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two

endcap sections. Extensive forward calorimetry complements the coverage provided by the

barrel and endcap detectors. Muons are measured in gas-ionisation detectors embedded

in the steel flux-return yoke outside the solenoid. A more detailed description of the

CMS detector, together with a definition of the coordinate system used and the relevant

kinematic variables, can be found in ref. [28].

The particle-flow (PF) [29, 30] event algorithm reconstructs and identifies each individ-

ual particle with an optimised combination of information from the various elements of the

CMS detector. The energy of photons is directly obtained from the ECAL measurement.

The energy of electrons is determined from a combination of the electron momentum at the

primary interaction vertex as determined by the tracker, the energy of the corresponding

ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with

originating from the electron track. The energy of muons is obtained from the curvature

of the corresponding track. The energy of charged hadrons is determined from a combi-

nation of their momentum measured in the tracker and the matching ECAL and HCAL

energy deposits, corrected for zero-suppression effects and for the response function of the

calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from

the corresponding corrected ECAL and HCAL energy.

3 Event simulation and theoretical calculations

Experimental effects, related to the event reconstruction and choice of selection criteria,

together with the detector resolution, are modelled using Monte Carlo (MC) event gener-

ators interfaced with a detailed detector simulation. Unless specified, the same generators

and parton shower models are used for the samples at 7 and 8 TeV.

The tt sample is simulated using the MadGraph event generator (v. 5.1.5.11) [31],

which implements the relevant matrix elements at tree level with up to three additional

partons. The MadSpin [32] package is used to incorporate spin correlation effects. The

value of the top quark mass is fixed to 172.5 GeV and the proton structure is described by

the CTEQ6L1 [33] PDF set. The generated events are subsequently processed with pythia

(v. 6.426) [34] for parton showering and hadronisation, and the MLM prescription [35] is
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used for matching of matrix-element jets to parton showers. Decays of τ leptons are handled

with tauola (v. 2.75) [36]. An additional tt signal sample, which is used to determine

specific model uncertainties of the measurement, is obtained with the next-to-leading-order

(NLO) generator powheg (v. 1.0 r1380) [37] and also interfaced with pythia. In powheg,

the value of the top quark mass is also set to 172.5 GeV, and the CT10 [38] PDF set is used

to describe the proton structure. The pythia Z2* tune, derived from the Z1 tune [39],

is used to characterise the underlying event in the tt samples at 7 and 8 TeV. The Z1

tune uses the CTEQ5L PDF set, whereas Z2* adopts CTEQ6L. The propagation of the

generated particles through the CMS detector and the modelling of the detector response

is performed using Geant4 (v. 9.4) [40].

Only tt pair decays into e±µ∓ + X in the final state are considered signal, including

intermediate leptonic τ decays. The remaining tt decay modes are considered background

processes and referred to as “tt bkg.”.

The other SM background samples are simulated with MadGraph (without the Mad-

Spin package), powheg, or pythia, depending on the process. The main background

contributions originate from the production of W and Z/γ∗ bosons with additional jets

(referred to in the following as W+jets and Drell-Yan (DY), respectively), single top quark

tW channel, diboson (WW, WZ, and ZZ, referred to as VV in the following), tt produc-

tion in association with a Z, W, or γ boson (referred to as ttV in the following), and QCD

multijet events. The W+jets, DY, and ttV samples are simulated with MadGraph with

up to two additional partons in the final state. The powheg [41, 42] generator is used for

simulating single top quark production, while pythia is used to simulate diboson and QCD

multijet events. Parton showering and hadronisation are also simulated with pythia in all

the background samples. The pythia Z2* tune is used to characterise the underlying event

in the background samples at
√
s = 8 TeV, while the Z2 tune [43] is used at

√
s = 7 TeV.

The simulated samples are normalised according to their expected total cross sections

for integrated luminosities of 5.0 (19.7) fb−1 for
√
s = 7 (8) TeV. The expected cross sections

are obtained from NNLO calculations for W+jets [44] and DY [45] processes, NLO+next-

to-next-to-leading-log (NNLL) calculations for top quark tW or t̄W channel [46], NLO

calculations for VV [47], tt+W [48], and tt+Z [49] processes, and leading-order (LO)

calculations for QCD multijet events [34].

A number of additional pp simulated hadronic interactions (pileup) are added to each

simulated event to reproduce the multiple interactions in each bunch crossing in the data

taking. The pileup events are generated using pythia. Scale factors (SFs) described in

section 4 are applied when needed to improve the description of the data by the simulation.

Calculations of the σtt at full NNLO accuracy in perturbative QCD, including the

resummation of NNLL soft-gluon terms [50], are used to normalise the tt simulated samples

and to extract the top quark pole mass. Assuming a top quark mass of 172.5 GeV, the

predicted cross sections are:

σtt = 177.3+4.7
− 6.0 (scale)± 9.0 (PDF+αs) pb, at

√
s = 7 TeV and

σtt = 252.9+6.4
− 8.6 (scale)± 11.7 (PDF+αs) pb, at

√
s = 8 TeV.
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The first uncertainty is an estimate of the effect of missing higher-order corrections and

is determined by independent variations of the factorisation and renormalisation scales, µF
and µR, by factors of two, up and down from their default values (the top quark mass). The

second uncertainty is associated with variations in αs and the PDF, following the PDF4LHC

prescription with the MSTW2008 68% CL NNLO, CT10 NNLO, and NNPDF2.3 5f FFN

PDF sets (as detailed in refs. [51, 52] and references therein, as well as in refs. [53–55]).

These values were calculated using the Top++2.0 program [50]. The ratio of the cross

sections at 7 and 8 TeV computed with NNPDF2.3, RNNLO
tt

= σtt (8 TeV)/σtt (7 TeV), is

1.437± 0.001 (scale)± 0.006 (PDF)± 0.001 (αs) [56].

4 Event selection

At trigger level, events are required to have one electron and one muon. For the 8 TeV

data set one of the two leptons is required to have pT > 17 GeV and the other pT > 8 GeV.

For the 7 TeV data set both leptons are required to have pT > 10 GeV or to fulfil the same

criterion as for the 8 TeV data set. The eµ trigger efficiency is measured in data with a

method based on triggers that are uncorrelated with those used in the analysis [1, 57].

In particular, the triggers require jets or missing transverse energy, which is defined as

the magnitude of the projection, on the plane perpendicular to the beam direction, of the

vector sum of the momenta of all reconstructed particles in an event. The trigger efficiency

for events containing an eµ pair passing all selection criteria is approximately 96% at 7 TeV

and 93% at 8 TeV. Using the eµ trigger efficiency measured in data, the corresponding

efficiencies in the simulation are corrected by η-dependent SFs, which have an average

value of 0.99 at 7 TeV and 0.97 at 8 TeV.

An interaction vertex [58] is required within 24 cm of the detector centre along the

beam line direction, and within 2 cm of the beam line in the transverse plane. Among all

such vertices, the primary vertex of an event is identified as the one with the largest value

of the scalar sum of the p2T of the associated tracks.

Leptons are required to have pT > 20 GeV and |η| < 2.4. The lepton-candidate tracks

are required to originate from the primary vertex.

Lepton candidates are required to be isolated from other PF candidates in the event.

For each electron [59] or muon [60] candidate, a cone with ∆R = 0.3 or 0.4, respectively,

is constructed around the track direction at the primary vertex. Here ∆R is defined

as ∆R =
√

(∆η)2 + (∆φ)2, where ∆η and ∆φ are the differences in pseudorapidity and

azimuthal angle (in radians) between any PF candidate and the lepton track direction.

The scalar sum of the pT of all PF candidates contained within the cone is calculated,

excluding the contribution from the lepton candidate itself. All charged PF candidates not

associated with the chosen primary vertex are assumed to arise from pileup events, and

are excluded from the calculation of the pT deposited in the cone. The neutral component

is also corrected for pileup effects. The relative isolation discriminant, Irel, is defined as

the ratio of this sum to the pT of the lepton candidate. An electron candidate is selected

if Irel < 0.10; the corresponding requirement for muons is Irel < 0.12.

The efficiency of the lepton selection is measured using a “tag-and-probe” method in

dilepton events enriched with Z boson candidates [8, 61]. The measured values for the
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combined identification and isolation efficiencies are typically 80% for electrons and 90%

for muons. The lepton identification efficiencies in simulation are corrected to the measured

values in data by pT and η dependent SFs, which have values in the range 0.97–0.99. From

all events that contain oppositely charged lepton pairs, events are selected if the lepton pair

with the largest value of the scalar sum of the pT corresponds to an eµ pair. Candidate

events with eµ invariant masses meµ < 20 GeV are removed to reduce the contamination

from QCD multijet processes. This selection is referred to as “eµ selection”.

Jets are reconstructed using the anti-kT clustering algorithm [62] with a distance pa-

rameter R = 0.5. The algorithm uses the PF candidates as input objects. To minimise the

impact of pileup, charged particle candidates not associated with the primary vertex are

excluded. The jet energy is corrected for pileup in a manner similar to the correction of

the total energy inside the lepton isolation cone. Additional jet energy corrections are also

applied as a function of the jet pT and η [63]. Jets are selected if they have pT > 30 GeV

and |η| < 2.4 and the angular distance between them and the selected leptons satisfies

∆R(jet, lepton) > 0.5.

As the tt events are expected to contain mainly jets from the hadronisation of b quarks,

requiring the presence of b jets can reduce background from events without b quarks. Jets

are identified as b jets (b-tagged) using the combined secondary vertex algorithm [64].

The discriminator threshold chosen for the reference method to extract the cross section

corresponds to an identification efficiency for b jets of about 50% and a misidentification

(mistag) probability of about 10% for c quark jets and 0.1% for light-flavour jets (u, d,

s, and gluons). A looser discriminator threshold is chosen for the event counting method

such that the efficiency is about 70% for jets originating from b quarks and 20% for c

quark jets, while the probability of mistagging for jets originating from light flavours is

around 1% [64]. For the reference method there are no constraints on the number of jets

and b-tagged jets in the event.

Figures 1 and 2 show for the 7 and 8 TeV data and simulations, respectively, the pT and

η distributions of the highest (leading) and second-highest (subleading) pT lepton from the

selected eµ pair, after the eµ selection is applied. The data are compared to the expected

distributions for the tt signal and individual backgrounds, which are derived from MC

simulated samples. The contributions from QCD multijet, W+jets, and tt background

processes arise from events where at least one jet is incorrectly reconstructed as a lepton

or a lepton that does not originate from a prompt W or Z boson decay fulfils the selection

criteria. These contributions are referred to as “non W/Z” background.

In general, the sum of the estimated contributions provides an adequate description of

the data, within uncertainties. However, as observed previously [57], the simulation is seen

to have a somewhat harder pT spectrum than measured. The impact on the measurement

is accounted for by including an additional modelling uncertainty.

Figure 3 shows the number of b-tagged jets in events passing the eµ selection at 7 and

8 TeV. It should be noted that the size of the uncertainties in figures 1–3 does not reflect

those in the final measurements, which are constrained by the likelihood fit described in

section 6.1. Good agreement is observed between data and the sum of the expected yields.
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Figure 1. Distributions of pT (left) and η (right) of the leading (top) and subleading (bottom)

leptons, after the eµ selection, for the 7 TeV data. The last bin of the pT distributions includes the

overflow events. The hatched bands correspond to the total uncertainty in the sum of the predicted

yields. The ratios of data to the sum of the predicted yields are shown at the bottom of each plot.

Here, an additional solid gray band represents the contribution from the statistical uncertainty in

the MC simulation. The contributing systematic uncertainties are discussed in section 7.

5 Cross section definitions

The tt production cross sections are first measured in a fiducial range, defined within the

kinematic acceptance of the tt decay particles that are reconstructable in the detector.

This avoids the need for extrapolating the cross sections into the unmeasured kinematic

phase space of these particles. In this analysis the fiducial range is defined by the pT
and η requirements on the electron and muon in the final state. The visible cross section,

σvis
tt

, is defined for events containing an oppositely charged eµ pair from the decay chain

t→Wb→ `νb (including W → τν → `ννν) and with both leptons satisfying pT > 20 GeV

and |η| < 2.4. This visible cross section is then extrapolated to obtain the cross section for

tt production at parton level in the full phase space using the formula

σtt =
σvis
tt

Aeµ
. (5.1)

Here, Aeµ denotes the acceptance defined as the fraction of all tt events fulfilling the

above selection criteria for the visible cross section. The acceptance is determined from the
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Figure 2. Distributions of pT (left) and η (right) of the leading (top) and subleading (bottom)

leptons, after the eµ selection, for the 8 TeV data. The last bin of the pT distributions includes the

overflow events. The hatched bands correspond to the total uncertainty in the sum of the predicted

yields. The ratios of data to the sum of the predicted yields are shown at the bottom of each plot.

Here, an additional solid grey band represents the contribution from the statistical uncertainty in

the MC simulation. The contributing systematic uncertainties are discussed in section 7.
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Figure 3. Number of b-tagged jets after the eµ selection for 7 TeV (left) and 8 TeV (right). The

hatched bands correspond to the total uncertainty in the sum of the predicted yields. The ratios of

data to the sum of the predicted yields are shown at the bottom of each plot. Here, an additional

solid grey band represents the contribution from the statistical uncertainty in the MC simulation.

The contributing systematic uncertainties are discussed in section 7.
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simulated tt signal sample, and includes the leptonic branching fraction of the W bosons

of 10.86% [65].

6 Analysis methods for the measurement of the cross section

Two methods are used to measure the tt production cross section. The reference method is

a binned likelihood fit to multi-differential final state distributions, performed in categories

of number of additional and b-tagged jets, as described in section 6.1. In addition, an

analysis is performed using an event counting technique, as explained in section 6.2.

6.1 Binned likelihood fit

An extended binned likelihood fit is applied to determine σvis
tt

. The expected signal and

background distributions are modelled in the fit by template histograms constructed from

the simulated samples. The free parameters in the fit are σvis
tt

, the background normalisation

parameters ~ω = (ω1, ω2, . . . , ωK) for the K sources of backgrounds, and the M nuisance

parameters ~λ = (λ1, λ2, . . . , λM ), representing sources of systematic uncertainties other

than the background normalisation, such as the jet energy scale and the trigger efficiency.

The likelihood function L, based on Poisson statistics, is given by

L =
∏
i

(exp [−µi]µni
i /ni!)

K∏
k=1

π(ωk)
M∏
m=1

π(λm). (6.1)

Here, i denotes the bin index of the chosen final state distribution, and µi and ni are

the expected and observed event numbers in bin i. The terms π(ωk) and π(λm) denote

prior probability density functions for the background and the other nuisance parameters,

representing the prior knowledge of these parameters. The Poisson expectation values µi
can be further decomposed as

µi = si(σ
vis
tt ,

~λ) +
K∑
k=1

bMC
k,i (~λ) (1 + γkωk). (6.2)

Here, si denotes the expected number of tt signal events, which depends on σvis
tt

and the

nuisance parameters ~λ. The quantity bMC
k,i represents the nominal template prediction of

background events from source k in bin i, and γk its estimated relative global normalisation

uncertainty. In this analysis the background normalisation parameters ωk and the other

nuisance parameters λm are defined such that each prior can be represented by a unit

normal distribution, unless mentioned otherwise.

A suitable differential distribution for the likelihood fit is the number of selected b-

tagged jets in the event. The probability to reconstruct and identify one of the two b jets

from the decaying tt pair is nearly independent of the probability to reconstruct and identify

the other b jet. Because of the large mass of the top quark, the kinematic properties of the

two b jets are determined to a large extent by the nearly independent decay topologies of

the t and t̄, and strong kinematic acceptance correlations arise only for extreme production

topologies, such as for tt pairs with a large Lorentz boost.
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Under the assumption of the independence of the probabilities to identify the b jets,

it is possible to express the number of expected signal events with exactly one (s1), and

exactly two (s2) b-tagged jets using binomial probabilities [14]:

s1 = seµ 2εb(1− Cbεb), (6.3)

s2 = seµ ε
2
bCb. (6.4)

Here, seµ is the total number of events after the eµ selection and can be written as

seµ = Lσvis
tt
εeµ, with L being the integrated luminosity and εeµ the efficiency for events

to pass the eµ selection. The parameter εb comprises the total efficiency that a b jet is

reconstructed within the kinematic acceptance and b-tagged. The quantity Cb corrects

for the small correlations between the tagging of the two b jets and can be expressed

as Cb = 4seµs2/(s1 + 2s2)
2.

The remaining signal events with zero or more than two b-tagged jets are considered

in a third category:

s0 = seµ

[
1− 2εb(1− Cbεb)− Cbε

2
b

]
. (6.5)

In ref. [14], two equations similar to eqs. (6.3), (6.4) are directly solved for the tt

production cross section and εb. In the present analysis, eqs. (6.3), (6.4) are used together

with eq. (6.5) in the template fit. The quantities εeµ, εb, and Cb are directly determined

from the tt signal simulation, expressing εb as (s1 + 2s2)/2seµ, and parametrised as a

function of the nuisance parameters ~λ. The nominal values for the 8 TeV simulated tt

signal are εeµ = 0.51, εb = 0.36, and Cb = 0.99, and the values for the 7 TeV sample are

similar. The use of these equations facilitates an accurate modelling of the expected signal

rates as a function of the nuisance parameters, i.e. avoiding mismodelling effects that could

arise from approximating the dependences as linear functions.

In order to improve the sensitivity of the fit, the events are further categorised into

four classes of multiplicity of additional jets in the event (zero, one, two, and three or more

additional jets). This leads, together with the three classes of b-tagged jets, to 12 different

categories in total. Additional jets must be non-b-tagged jets. In case there is no additional

jet, the corresponding event yields are directly used in the likelihood fit, otherwise events

are further categorised into bins of the pT of the least energetic additional jet in the event.

The signal subcategory probabilities, background rates, and values of εeµ, εb, and

Cb are obtained from simulation and depend on the nuisance parameters ~λ. Each relevant

dependency of a quantity on a parameter λm is modelled by a second-order polynomial, that

is constructed from evaluating the quantity at three values λm = 0, 1,−1, corresponding

to the nominal value of the parameter and to ±1 standard deviation (σ) variations. For

a few sources of uncertainty, only one exact variation is possible, e.g. when there are only

two variants of signal generators available that differ in a certain uncertainty source such

as the matrix element calculation; in such cases, a linear function is chosen to model

the dependence of the quantity on the respective λm. For several nuisance parameters

representing systematic modelling uncertainties in the measurement, a box prior is chosen

instead of the standard unit normal prior, with a value of 0.5 between −1 and +1 and zero

elsewhere. Such priors are chosen for the following uncertainties (discussed in section 7.2):
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Figure 4. Total event yield for zero additional non-b-tagged jets (left) and pT of the non-b-tagged

jet with the lowest pT in the event (right) for events with one, two, and at least three additional non-

b-tagged jets, and with zero or more than two (top row), one (middle row), and two (bottom row)

b-tagged jets at
√
s = 7 TeV. The last bin of the pT distributions includes the overflow events. The

hatched bands correspond to the sum of statistical and systematic uncertainties in the event yield

for the sum of signal and background predictions. The ratios of data to the sum of the predicted

yields are shown at the bottom of each plot. Here, an additional solid grey band represents the

contribution from the statistical uncertainty in the MC simulation.

renormalisation and factorisation scales, jet-parton matching scale, top quark pT modelling,

colour reconnection, underlying event, and matrix element generator.

The likelihood fit is finally performed using the function χ2 = −2 lnL, where L is the

likelihood function given in eq. (6.1). The minuit [66] program is used to minimise this χ2

as function of the free fit parameters σtt , ~ω, and ~λ. The fit uncertainty in σtt is determined

using minos, the profile likelihood algorithm which is part of minuit. Figures 4 and 5 show

the multi-differential distributions used in the fit. A reasonably good agreement is found

between data and expectations before the fit.

Figures 6 and 7 compare the data with the simulation after the simultaneous fit at 7

and 8 TeV. The uncertainty bands are calculated taking into account the full correlation

matrix. The description of the data by the simulation has improved with the fit. The best
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Figure 5. Total event yield for zero additional non-b-tagged jets (left) and pT of the additional

non-b-tagged jet with the lowest pT in the event (right) for events with one, two, and at least three

additional non-b-tagged jets, and with zero or more than two (top row), one (middle row), and two

(bottom row) b-tagged jets at
√
s = 8 TeV. The last bin of the pT distributions includes the overflow

events. The hatched bands correspond to the sum of statistical and systematic uncertainties in the

event yield for the sum of signal and background predictions. The ratios of data to the sum of

the predicted yields are shown at the bottom of each plot. Here, an additional solid grey band

represents the contribution from the statistical uncertainty in the MC simulation.

fit values of the nuisance parameters correspond to variations that are for most cases within

1σ of the prior uncertainties, about 98% of the cases. The maximum observed variation

is about 1.9σ, corresponding to the uncertainty in the mistag SFs, see section 7. Other

uncertainties with variations between 1 and 1.5σ are two components of the jet energy

scale corrections and the statistical component of the b tagging SFs.

The fiducial tt production cross sections at
√
s = 7 and 8 TeV are determined simul-

taneously. For each centre-of-mass energy, a likelihood is defined as in eq. (6.1), respective

χ2 functions are constructed, and the sum of both χ2 functions is minimised. Correlations

between systematic uncertainties are fully taken into account (see section 7.3).
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Figure 6. Fitted total event yield for zero additional non-b-tagged jets (left) and pT of the non-

b-tagged jet with the lowest pT in the event (right) for events with one, two, and at least three

additional non-b-tagged jets, and with zero or more than two (top row), one (middle row), and two

(bottom row) b-tagged jets at
√
s = 7 TeV. The last bin of the pT distributions includes the overflow

events. The hatched bands correspond to the sum of statistical and systematic uncertainties in the

event yield for the sum of signal and background predictions after the fit, and include all correlations.

The ratios of data to the sum of the predicted yields are shown at the bottom of each plot. Here,

an additional solid grey band represents the contribution from the statistical uncertainty in the MC

simulation.

6.2 Event counting method

The tt production cross section is also measured by applying an event counting method

similar to the one used in a previous measurement [1]. This method provides a cross-check

of the reference method.

In this analysis, events are counted after applying the eµ selection described in section 4

with additional requirements that help to further suppress the background contribution:

the presence of at least two jets is required, of which at least one has to be b-tagged.

Compared with ref. [1], tighter requirements on lepton isolation and identification, as well

as on b tagging, are applied to further reduce the background contribution.

Techniques based on control samples in data are used to estimate the background

contribution arising from DY and from non W/Z events. The contributions of the remaining
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Figure 7. Fitted total event yield for zero additional non-b-tagged jets (left) and pT of the non-

b-tagged jet with the lowest pT in the event (right) for events with one, two, and at least three

additional non-b-tagged jets, and with zero or more than two (top row), one (middle row), and two

(bottom row) b-tagged jets at
√
s = 8 TeV. The last bin of the pT distributions includes the overflow

events. The hatched bands correspond to the sum of statistical and systematic uncertainties in the

event yield for the sum of signal and background predictions after the fit, and include all correlations.

The ratios of data to the sum of the predicted yields are shown at the bottom of each plot. Here,

an additional solid grey band represents the contribution from the statistical uncertainty in the

MC simulation.

background processes are estimated from simulation. The DY contribution is estimated

using the “Rout/in” method [1], in which events with e+e− and µ
+

µ
− final states are used

to obtain a normalisation factor. This is estimated from the number of events within the

Z boson mass window in data, and extrapolated to the number of events outside the Z

mass window with corrections based on control regions in data enriched in DY events.

The contribution to the background originating from non W/Z boson events is estimated

by subtracting the same-sign prompt-lepton contributions from the same-sign event yields

in data and multiplying by the ratio of opposite-sign over same-sign events. This ratio,

originating from non-prompt lepton backgrounds, is taken from simulation.

Table 1 shows the total number of events observed in data and the numbers of expected

signal and background events fulfilling all selection criteria. For both data sets, a good

agreement between data and expected number of events is observed.
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Source
Number of eµ events

7 TeV 8 TeV

DY 22± 3± 3 173± 25± 26

Non W/Z 51± 5± 15 146± 10± 44

Single top quark (tW) 204 ± 3± 61 1034± 3± 314

VV 7± 1± 2 35± 2± 11

ttV 12± 1± 3 84± 1± 26

Total background 296± 6± 63 1472± 27± 319

tt̄ dilepton signal 5008± 15± 188 24440± 44± 956

Data 4970 25441

Table 1. Number of selected events for the event counting method for the 7 and 8 TeV data

sets. The results are given for the individual sources of background, tt signal, and data. The

two uncertainties quoted correspond to the statistical and systematic components (cf. section 7),

respectively.
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Figure 8. Comparison of the b jet multiplicity distributions in the eµ channel for 7 (left) and 8

(right) TeV between the data and simulation for events fulfilling the eµ selection and the requirement

of having at least two jets. The hatched bands correspond to the sum of statistical and systematic

uncertainties in the event yield for the signal and background predictions. The ratios of data to

the predicted yields are shown at the bottom of each plot. Here, an additional solid grey band

represents the contribution from the statistical uncertainty in the MC simulation.

Figure 8 shows the b jet multiplicity in events passing the full event selection, except for

the b jet requirement, for data collected at 7 and 8 TeV. In both cases the total predicted

yields provide a good description of the measured distributions.

The cross section σtt is determined from the number of data events after background

subtraction, and dividing by the integrated luminosity of the data sample and by the

product of detector and kinematical acceptance, selection efficiency, as estimated from

simulation for a top quark mass of 172.5 GeV, and branching fraction of the selected tt

dilepton final state.

– 15 –

120



J
H
E
P
0
8
(
2
0
1
6
)
0
2
9

7 Systematic uncertainties

The measurement of the top quark pair production cross section is affected by systematic

uncertainties that originate from detector effects and from theoretical assumptions. Each

source of systematic uncertainty is assessed individually by suitable variations of the MC

simulations or by varying parameter values within their estimated uncertainties in the

analysis. Each source is represented by a nuisance parameter, which is fitted together

with σvis
tt

, as described in section 6. For the event counting method, the same sources of

systematic uncertainty are evaluated following the procedure in ref. [1].

7.1 Experimental uncertainties

The uncertainty in the dilepton trigger (“Trigger”) and lepton identification efficiencies

(“Lepton ID/isolation”) are estimated by varying the SFs within their uncertainties, which

are in the range of 1–2%.

The lepton energies (“Lepton energy scale”) are corrected separately for electrons [59]

and for muons [67]. Their scales are varied by 0.15% for electrons and 0.3% for muons.

The uncertainty due to the limited knowledge of the jet energy scale (“JES”) is deter-

mined by variations of the jet energy in bins of pT and η [63]. For the reference method,

these variations are divided into 27 sources and the effect of each source is evaluated in-

dividually. For the event counting method, the total variation is used to determine the

uncertainty.

The uncertainty due to the limited accuracy of the jet energy resolution (“JER”)

is determined by changing the simulated JER by ±2.5%, ±4%, and ±5%, for jets with

|η| < 1.7, 1.7 < |η| < 2.3, and |η| > 2.3, respectively [63].

For the normalisation of each background source, an uncertainty of ±30% is assumed.

In the case of the single top quark background (“tW/tW”), the variation covers the uncer-

tainty in the absolute rate, including uncertainties due to PDFs. The same global variation

is applied to the other dominant background contribution, DY. The predicted cross sec-

tion has an uncertainty of ≈5%, including PDF uncertainties. The variation used here

additionally covers the observed differences in heavy-flavour composition between data

and simulation in dedicated CMS analyses and is also suggested by estimates based on

data [4, 8].

The uncertainties due to the b tagging efficiency (“b tag”) and misidentification rate

(“Mistag”) are determined by varying the b tagging SFs of the b jets or the light-flavour

jets, respectively, by the uncertainties quoted in ref. [64]. For the reference method, the

b tagging uncertainties are divided into 19 individual sources, some of them are corre-

lated to other systematic uncertainties, such as JER or pileup. The remaining sources are

evaluated individually.

The effect of pileup events (“Pileup”) is evaluated by weighting the inelastic pp cross

section in simulation to the minimum bias cross section determined in data. The pileup

model estimates the mean number of additional pp interactions to be about 9 events for the

data collected at 7 TeV and 21 for the data collected at 8 TeV. These estimates are based

on the total inelastic pp cross sections at
√
s = 7 (8) TeV, which are determined to be 73.5
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(69.4) mb, following the measurement described in ref. [68]. The systematic uncertainty is

determined by varying the cross sections within their uncertainty, ±8% at 7 TeV and ±5%

at 8 TeV.

The uncertainty in the luminosity (“Luminosity”) measurement is 2.2% [69] at 7 TeV

and 2.6% [70] at 8 TeV.

7.2 Theoretical uncertainties

The impact of theoretical assumptions in the modelling is determined by repeating the

analysis and replacing the standard MadGraph tt simulation by dedicated simulation

samples with varied parameters.

The uncertainty in modelling of the hard-production process (“Q2 scale”) is assessed

through a simultaneous variation of renormalisation and factorisation scales in the Mad-

Graph sample by factors of 2 and 0.5 relative to their common nominal value, which is

set to the µ2F = µ2R = Q2 scale of the hard process. In MadGraph, it is defined by

Q2 = m2
t + Σp2T, where the sum is over all additional final state partons in the matrix

element calculations.

The impact of the choice of the scale that separates the description of jet production

through matrix elements or parton shower (“ME/PS matching”) in MadGraph is studied

by changing its reference value of 20 GeV to 40 GeV and to 10 GeV.

The effect of the matrix-element generator choice on the measurement is evaluated

by using powheg [37, 41, 42] for the tt simulation instead of MadGraph (“MadGraph

vs powheg”).

The flavour-dependent hadronisation uncertainty (“Hadronisation (JES)”) is part of

the JES uncertainty and comes from differences in the jet energy response for different

jet flavours. It is estimated by the differences between using simulations with the Lund

fragmentation model in pythia and cluster fragmentation model in herwig++ [71] and

is evaluated for each jet flavour independently. An additional uncertainty included in this

source is the uncertainty in the b quark fragmentation tune. This is evaluated by vary-

ing the Bowler-Lund b quark fragmentation model in tune Z2* to describe the results by

ALEPH [72] and DELPHI [73] for the b quark fragmentation functions. Another uncer-

tainty included in this source is the uncertainty in the semileptonic branching fraction of

B hadrons, varied between 10.05% and 11.27%, which is the range of the measurements

from B0/B+ decays and their uncertainties [65].

Differential cross section measurements [57] have shown that the pT of the top quark

is softer than predicted by the nominal MadGraph simulation used to measure the cross

section. To account for this effect, the difference between the result obtained with the nom-

inal simulation and using the MadGraph prediction reweighted to describe the measured

top quark pT spectrum is taken as a systematic uncertainty (“Top quark pT modelling”).

The uncertainties from ambiguities in modelling colour reconnection effects (“Colour

reconnection”) are estimated by comparing simulations of an underlying event tune in-

cluding colour reconnection to a tune without it, the Perugia 2011 (P11) and P11 noCR

tunes [74].
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The uncertainty in the modelling of the underlying event (“Underlying event”) is esti-

mated by evaluating the relative variations of two different P11 pythia tunes with respect

to the standard P11 tune: the mpiHi and the TeV tunes with higher and lower underlying

event activity, respectively.

The uncertainty from the choice of PDFs (“PDF”) is determined by reweighting

the sample of simulated tt events according to the 52 CT10 error PDF sets [38], scaled

to 68% CL.

7.3 Correlations between systematic uncertainties for the measurements at 7

and 8 TeV

A number of systematic uncertainties affect the measurements at
√
s = 7 and 8 TeV sim-

ilarly, while others are completely decoupled. In this analysis, systematic uncertainties

are treated as either uncorrelated, partially correlated, or fully correlated between the two

measurements. For fully correlated systematic uncertainties, common nuisance parame-

ters are used in the simultaneous likelihood fit to the two data sets. For each partially

correlated systematic uncertainty source, three nuisance parameters are introduced, one

for each data set for the uncorrelated part and one common parameter for the correlated

part. The degree of correlation is modelled by the parameter ρ. The uncertainties of the

correlated and the two uncorrelated parameters are taken to be fractions ρ and
√

1− ρ2,
respectively, of the uncertainty of the original nuisance parameter. The ρ values assumed

for this analysis are listed in table 2.

For experimental sources, the same procedures are usually employed at the two centre-

of-mass energies for calibration and determination of uncertainties. Also, the same MC

generators are used for the modelling of background processes. Hence, these uncertainties

are treated as 100% correlated, however for each source a (usually small) uncorrelated

component arises from statistical fluctuations in the data or simulated samples. The re-

sulting correlation coefficients are estimated to be 0.9 for several sources and 0.8 for the

“Trigger” and “Mistag” sources. For the “Pileup” source a relatively small correlation of

0.5 is assumed because of the largely different beam conditions at the two energies.

From the uncertainties related to the JES, the flavour components (“JES: flavour”),

owing to the comparison between different hadronisation models, and components related

to the extrapolation from Z → `` kinematic acceptance to the full phase space using MC

simulation (“JES: absolute extrapolation”) are taken as fully correlated. The JES sources

related to pileup (“JES: pileup”) are treated as uncorrelated, because of different proce-

dures used for the uncertainty assessment at the two energies, as well as the remaining

terms (“JES: other”). The JES component of the b tagging uncertainties is fitted indepen-

dently, assigning a correlation coefficient of 0.2 that reflects the amount of correlated JES

uncertainty sources.

All modelling uncertainties are assumed to be fully correlated between the two centre-

of-mass energies, including the three remaining JES parts. The integrated luminosity

uncertainties are treated as fully uncorrelated, to account for the different beam conditions

and specific effects associated to each measurement. It has been checked that variations

of the assumed correlations within reasonable ranges lead to negligible changes of the

extracted cross sections.
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Uncertainty source ρ

Trigger 0.8

Electron ID 0.9

Electron energy scale 0.9

Muon ID 0.9

Muon energy scale 0.9

JES: flavour 1

JES: pileup 0

JES: absolute extrapolation 1

JES: other 0

Jet energy resolution 0.9

Each background 0.9

b-tag (JES) 0.2

b-tag (stat) 0

b-tag (syst) 1

Mistag 0.8

Pileup 0.5

µR, µF scales 1

ME/PS matching 1

MadGraph vs powheg 1

b quark fragmentation tune 1

B hadron semileptonic branching fraction 1

Top quark pT modelling 1

Colour reconnection 1

Underlying event 1

PDF 1

Integrated luminosity 0

Table 2. Assumed correlations ρ between systematic uncertainties for the 7 and 8 TeV data sets.

If ρ = 0, the uncertainties are treated as uncorrelated between the two sets.

7.4 Final uncertainties

The total uncertainties in the fiducial cross sections, as obtained with the binned likelihood

fit (section 6.1), are +3.6
−3.4 % at 7 TeV and +3.7

−3.4 % at 8 TeV. The impact of the sources of

systematic uncertainties in this total uncertainty are listed in table 3. These are estimated

by removing groups of uncertainties one at a time and gauging the difference in quadrature

on the total uncertainty. Significant contributions to the total uncertainty spread over

many different sources of experimental and modelling uncertainties with “Lumi”, “Lepton

ID/isolation”, “Trigger”, and “DY” being the four largest sources. The observed shifts of

the fitted background or other nuisance parameters compared to their assumed uncertainty

before the fit are in general small, indicating a consistent fit.
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Source
Uncertainty [%]

7 TeV 8 TeV

Trigger 1.3 1.2

Lepton ID/isolation 1.5 1.5

Lepton energy scale 0.2 0.1

Jet energy scale 0.8 0.9

Jet energy resolution 0.1 0.1

tW/tW 1.0 0.6

DY 1.4 1.3

tt bkg. 0.1 0.1

ttV 0.1 0.1

Diboson 0.2 0.6

W+jets/QCD 0.1 0.2

b-tag 0.5 0.5

Mistag 0.2 0.1

Pileup 0.3 0.3

µR, µF scales 0.3 0.6

ME/PS matching 0.1 0.1

MadGraph vs powheg 0.4 0.5

Hadronisation (JES) 0.7 0.7

Top quark pT modelling 0.3 0.4

Colour reconnection 0.1 0.2

Underlying event 0.1 0.1

PDF 0.2 0.3

Integrated luminosity 2.2 2.6

Statistical 1.2 0.6

Table 3. Illustrative summary of the individual contributions to the total uncertainty in the visible

tt cross section measurements.

8 Cross section measurement

The results of the tt cross section measurements in pp collisions at 7 and 8 TeV are presented

in the fiducial range and in the full phase space.

8.1 Fiducial cross section

The fiducial cross sections are defined for tt production with events containing an oppositely

charged eµ pair with both leptons having pT > 20 GeV and |η| < 2.4. The measured cross

sections, using the binned likelihood fit extraction method (section 6) and assuming a top
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Source
Uncertainty [%]

7 TeV 8 TeV

Total (visible) +3.6
−3.4

+3.7
−3.4

Q2 scale (extrapol.) +0.1
−0.4

+0.2
−0.1

ME/PS matching (extrapol.) +0.1
−0.1

+0.3
−0.3

Top quark pT (extrapol.) +0.5
−0.3

+0.6
−0.3

PDF (extrapol.) +0.1
−0.1

+0.1
−0.1

Total +3.6
−3.5

+3.7
−3.5

Table 4. Individual contributions to the systematic uncertainty in the total tt cross section mea-

surements. The total systematic uncertainties in the fiducial cross sections σvis
tt

are given in the row

“Total (visible)”, and those in the full phase space cross section σtt in the row “Total”.

quark mass of 172.5 GeV, are

σvistt = 3.03± 0.04 (stat)+0.08
− 0.07 (syst)± 0.07 (lumi) pb, at

√
s = 7 TeV and

σvistt = 4.23± 0.02 (stat)+0.11
− 0.09 (syst)± 0.11 (lumi) pb, at

√
s = 8 TeV.

The uncertainties are due to statistical fluctuations, combined experimental and theoretical

systematic effects on the measurement, and the uncertainty in the measurement of the

integrated luminosity. A summary of the systematic uncertainties is presented in table 3.

8.2 Full phase space cross section

The full phase space (total) cross sections for tt production are calculated from the fiducial

cross section results by dividing σvis
tt

by the acceptance, as in eq. (5.1). The quantity Aeµ is

determined from the tt signal MC simulation. As it depends on the exact theoretical model

used in the event generation part of the simulation, it is parametrised as a function of the

same nuisance parameters that were used for the modelling uncertainties (section 7) in the

binned likelihood fit extraction of the fiducial cross sections. The fitted values of these

nuisance parameters are used to obtain the best estimates of Aeµ, 1.745 × 10−2 at 7 TeV

and 1.728× 10−2 at 8 TeV, which are used for the determination of the nominal values of

σtt . In order to determine the uncertainty in the phase space extrapolation modelled by

Aeµ, each relevant nuisance parameter is iteratively varied from the fitted value by the ±1σ

values before the fit, while all other nuisance parameters are kept at their fitted values.

The resulting variations of Aeµ are taken as an additional extrapolation uncertainty. The

sources that are considered here are “µR and µF scales”, “ME/PS matching”, “Top quark

pT modelling”, and “PDF” (see section 7), and the individual uncertainties in σtt from

these sources are added in quadrature. The resulting systematic uncertainties are listed in

table 4.
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The measurements of σttat the two centre-of-mass energies are

σtt = 173.6± 2.1 (stat)+4.5
− 4.0 (syst)± 3.8 (lumi) pb, at

√
s = 7 TeV and

σtt = 244.9± 1.4 (stat)+6.3
− 5.5 (syst)± 6.4 (lumi) pb, at

√
s = 8 TeV.

After adding the uncertainties in quadrature, the resulting total uncertainties are

6.2 pb (3.6%) at
√
s = 7 TeV and 9.1 pb (3.7%) at

√
s = 8 TeV.

The results obtained with the method based on event counting (see section 6.2) are

σtt = 165.9± 2.5 (stat)± 6.2 (syst)± 3.6 (lumi) pb, at
√
s = 7 TeV and

σtt = 241.1± 1.6 (stat)± 10.0 (syst)± 6.3 (lumi) pb, at
√
s = 8 TeV.

As expected, the statistical and systematic uncertainties are slightly larger than those

obtained with the reference method. The results of the two methods are in agreement.

The cross section measurements agree with previous results [1, 4, 8, 14, 15, 21, 22].

They constitute the most precise CMS measurements of σtt to date and have a similar

precision to the most precise ATLAS result [14], obtained in the same decay channel. For

both centre-of-mass energies, the predicted cross sections at NNLO (see section 3) are in

good agreement with the measurements.

The ratio of cross sections using the results obtained with the reference analysis

amounts to

Rtt = σtt (8 TeV)/σtt (7 TeV) = 1.41± 0.06.

Here, the correlated uncertainty obtained from the simultaneous likelihood fit (section 6)

of the fiducial cross sections at the two centre-of-mass energies is fully taken into account

as well as the correlated uncertainty on the acceptances arising from model uncertainties,

which are assumed to be fully correlated between the two energies. The total relative

uncertainty of the ratio is 4.2%, indicating a partial cancellation of systematic uncertainties.

The predicted ratio at NNLO (see section 3) is consistent with the measurement.

9 Determination of the top quark pole mass

The full phase space cross sections are used to determine the top quark pole mass (mt) via

the dependence of the theoretically predicted cross section on mt and comparing it to the

measured cross section. For this purpose, the cross section fit and the extrapolation to the

full phase space (see sections 6 and 8.2) are repeated for three different hypotheses for the

top quark mass parameter in the MC simulation (mMC
t ): 169.5, 172.5, and 175.5 GeV. For

each mass value a sample of simulated tt events, generated with the corresponding mMC
t

value, is used in the fit as a signal model. The dependence of the distributions used in the

fit on detector effects is evaluated individually for each mass value. Their dependence on

modelling uncertainties varies little over the studied mass range and is thus taken from the

nominal mass value (mMC
t = 172.5 GeV). The obtained cross section dependence on the

mass can be parametrised as an exponential function:

σtt (7 TeV,mMC
t ) = exp

[
−0.1718 (mMC

t /GeV− 178.5)
]

+ 170.9 pb,

σtt (8 TeV,mMC
t ) = exp

[
−0.1603 (mMC

t /GeV− 185.4)
]

+ 237.0 pb.
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To express the measured dependence as a function of mt instead of mMC
t , the difference

between mt and mMC
t needs to be accounted for. This is estimated to be of the order

of 1 GeV [75]. Therefore, an additional uncertainty ∆mt± in the obtained cross section

dependence is introduced. It is evaluated by shifting the measured dependence by ±1 GeV

in mMC
t and recording the difference in σtt . For the determination of mt, this contribution

to the total uncertainty is almost negligible. In consequence, the measurements of σtt can

be represented by Gaussian likelihoods as a function of mt of the form

Lexp(mt, σtt ) = exp


(
σtt (mt)− σtt

)2
−2(∆2 + ∆2

mt±)

 , (9.1)

where ∆ represents the total uncertainty in each of the cross section measurements and

σtt (mt) the measured dependence of the cross section on mt.

The predicted dependence of σtt on the top quark pole mass at NNLO+NNLL is de-

termined with TOP++, employing different PDF sets (NNPDF3.0 [76], CT14 [77], and

MMHT2014 [78]) with αs = 0.118 ± 0.001. Additionally, uncertainties of 1.79% at 7 TeV

and 1.72% at 8 TeV are assigned to the predicted cross section values to account for the un-

certainty in the LHC beam energy [79]. The predicted σtt is represented by an asymmetric

Gaussian function with width ∆p,±, comprising PDF, αs, and the beam energy uncertainty

summed in quadrature. This function is convolved with a box function to account for the

uncertainty in the renormalisation and factorisation scales in the prediction [24]. The result

of the convolution is given as

Lpred(mt, σtt ) =
1

C(mt)

erf

σ(h)tt
(mt)− σtt
√

2∆p,+

− erf

σ(l)tt
(mt)− σtt
√

2∆p,−

 , (9.2)

where σ
(h)

tt
and σ

(l)

tt
denote the upper and lower predicted cross section values, respectively,

from variations of the renormalisation and factorisation scales. The normalisation factor

C(mt) assures that max(Lpred) = 1 for any fixed mt.

Figure 9 shows the likelihoods for the predicted tt cross section employing NNPDF3.0

and the measurement of σtt at
√
s = 7 and 8 TeV as a function of mt. The product of the

two likelihoods is used to fit the mass value by maximizing the likelihood simultaneously

with respect to mt and σtt . The extracted top quark pole masses using different PDF sets

are listed in table 5. The contributions from uncertainties in the CT14 PDF set are scaled

to a 68% CL.

Finally, a weighted average is calculated, taking into account all systematic uncertainty

correlations between the measured cross sections at 7 and 8 TeV, and assuming 100%

correlated uncertainties for the theoretical predictions at the two energies. The resulting

top quark pole masses are listed in table 6 and are in good agreement with each other and

previous measurements [14, 24].

– 23 –

128



J
H
E
P
0
8
(
2
0
1
6
)
0
2
9

mt [ GeV ]

7 TeV 8 TeV

NNPDF3.0 173.5+1.9
−2.0 174.2+2.0

−2.2

MMHT2014 173.9+2.0
−2.1 174.4+2.1

−2.3

CT14 174.1+2.2
−2.4 174.6+2.3

−2.5

Table 5. Top quark pole mass at NNLO+NNLL extracted by comparing the measured tt produc-

tion cross section at 7 and 8 TeV with predictions employing different PDF sets.

mt [ GeV ]

NNPDF3.0 173.8+1.7
−1.8

MMHT2014 174.1+1.8
−2.0

CT14 174.3+2.1
−2.2

Table 6. Combined top quark pole mass at NNLO+NNLL extracted by comparing the measured

tt production cross section with predictions employing different PDF sets.
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Figure 9. Likelihood for the predicted dependence of the tt production cross section on the

top quark pole mass for 7 and 8 TeV determined with TOP++, employing the NNPDF3.0 PDF

set. The measured dependences on the mass are given by the dashed lines, their 1σ-uncertainties

are represented by the dotted lines. The extracted mass at each value of
√
s is indicated by a

black point, with its 1σ-uncertainty constructed from the continuous contour, corresponding to

−2∆ log(LpredLexp) = 1.
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Figure 10. Diagram displaying the top squark pair production at the LHC in the decay mode

where each top squark decays to a top quark and a neutralino χ̃
0
1.

10 Limits on top squark pair production

The SUSY models are predicated on the existence of partners for SM particles. A light

top squark could contribute to the cancellation of the quadratic divergences in the Higgs

mass loop corrections [26]. SUSY scenarios with a neutralino as LSP and a nearly mass-

degenerate top squark provide one theoretically possible way to account for the observed

relic abundance of dark matter [80, 81]. There are therefore strong motivations to search

for a top squark with a mass close to, or even below, the TeV scale.

In the following, a SUSY model with R-parity conservation is considered, where top

squarks are pair-produced via the strong interaction. The top squark decays into a top

quark and the LSP, considered here as the lightest neutralino χ̃
0
1. A simplified model is used,

where the parameters are the top squark and neutralino masses [82, 83]. The branching

fraction of top squark into a top quark and a neutralino is assumed to be 100%, and the

top quark polarisation is assumed to be fully right-handed. A diagram of the process is

shown in figure 10.

Top squark pair production with the top squarks decaying into a top quark and a

neutralino could produce final states very similar to the one from tt production but with

additional missing transverse energy. If the difference between the masses of the top squark

and the neutralino is close to the top quark mass, the events would have similar topologies

to the SM tt events. In such situations, direct top squark searches have low sensitivity

because of the overwhelming tt background. However, from a very precise tt cross section

measurement, top squark pair events can be searched for by looking for a small excess in

the measured cross section compared to the SM expectation. The study presented here is

complementary to the direct searches performed by CMS [84–86] and ATLAS [87–89], as it

is more sensitive in a mass region, m(̃t) ≈ m(χ̃
0
1)+mt, that is not accessible to conventional

SUSY searches. Previous indirect searches in this mass region have been performed by the

ATLAS collaboration [27, 90].

The 8 TeV data, analysed with the counting method (section 6.2), are used to derive

upper limits on the production cross section for the top squark pair production for different

top squark masses. The number of observed events in data is compared to the sum of SM

tt and background events and the expected yields from top squark pair production.
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Figure 11. Expected and observed limits at 95% CL on the signal strength (see text) as a function

of the top squark mass for neutralino masses of 1 GeV (left) and 12.5 GeV (right). The widest bands

show the 68% and 95% CL ranges of the expected limit. The narrowest band quantifies the impact

of the theoretical uncertainty in the cross section of the SUSY signal on the observed limit.

Top squark pair events generated with MadGraph with up to two associated partons

are used for this study. The detector response is described using a fast simulation [91]. In

order to account for differences with the full simulation of the CMS detector used for all

other samples, a correction for the b tagging SFs is applied. Furthermore, a 10% uncertainty

on the signal yields is added to account for the differences in lepton and trigger efficiencies

between the fast and the full simulations. The signal samples are normalized according to

the cross sections calculated at NLO+next-to-leading-logarithmic accuracy [92–96].

The 95% exclusion limits are calculated from Bayesian and modified CLs techniques

implemented in the Theta framework [97]. The yields of events given in table 1 (where tt

MC events are normalised to the predicted NNLO cross section [23, 50]) are used, account-

ing for all the systematic uncertainties described in section 7. The uncertainty of 3.5% in

the theoretical tt cross section is included to account for effects from renormalisation and

factorisation scale and PDF uncertainties in the calculation [23].

The observed and expected limits on the mass of the top squark for neutralino masses

of 1 and 12.5 GeV are shown in figure 11. The signal strength µ is defined as the ratio

between the excluded cross section and the predicted one. Top squarks with masses below

189 GeV are excluded at 95% CL for the neutralino mass of 1 GeV, and in the range 185–

189 GeV for the neutralino mass of 12.5 GeV.

The effect of the top quark polarisation on the final result is studied by calculating the

exclusion limits assuming that the top quarks are 100% left-handed polarised. No signifi-

cant differences are observed compared to the case of right-handed polarised top quarks.

11 Summary

A measurement of the inclusive tt production cross section in proton-proton collisions at

the LHC is presented using the full 2011–2012 data samples of 5.0 fb−1 at
√
s = 7 TeV and
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19.7 fb−1 at
√
s = 8 TeV. The analysis is performed in the eµ channel using an improved

cross section extraction method. The cross sections are determined with a binned likelihood

fit to the pT distribution of the non-b-tagged jet with the lowest pT among the selected

jets in the event, using categories of number of b-tagged and additional non-b-tagged jets.

Assuming a top quark mass of 172.5 GeV, the results are

σtt = 173.6± 2.1 (stat)+4.5
− 4.0 (syst)± 3.8 (lumi) pb, at

√
s = 7 TeV and

σtt = 244.9± 1.4 (stat)+6.3
− 5.5 (syst)± 6.4 (lumi) pb, at

√
s = 8 TeV,

in good agreement with recent NNLO QCD calculations. The ratio of the cross sections at

the two different values of
√
s is determined to be 1.41± 0.06. Moreover, the cross sections

are measured in fiducial ranges defined by the transverse momentum and pseudorapidity

requirements on the two charged leptons in the final state. The measurements constitute the

most precise CMS results of σtt so far, and are competitive with recent ATLAS results [14].

The inclusive cross sections at 7 and 8 TeV are used to determine the top quark pole

mass via the dependence of the theoretically predicted cross section on the mass, employing

three different PDF sets. The values of the mass are consistent between the three sets.

The most precise result, 173.8+1.7
−1.8 GeV, is obtained using the NNPDF3.0 PDF set.

The 8 TeV data are also used to constrain the cross section of pair production of

supersymmetric top squarks with masses close to the top quark mass. No excess of event

yields with respect to the SM prediction is found, and exclusion limits are presented as a

function of the top squark mass for two different neutralino masses.
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Abstract Jet multiplicity distributions in top quark pair
(tt) events are measured in pp collisions at a centre-of-
mass energy of 8 TeV with the CMS detector at the LHC
using a data set corresponding to an integrated luminosity
of 19.7 fb−1. The measurement is performed in the dilepton
decay channels (e+e−, μ+μ−, and e±μ∓). The absolute and
normalized differential cross sections for tt production are
measured as a function of the jet multiplicity in the event for
different jet transverse momentum thresholds and the kine-
matic properties of the leading additional jets. The differ-
ential ttb and ttbb cross sections are presented for the first
time as a function of the kinematic properties of the leading
additional b jets. Furthermore, the fraction of events without
additional jets above a threshold is measured as a function of
the transverse momenta of the leading additional jets and the
scalar sum of the transverse momenta of all additional jets.
The data are compared and found to be consistent with pre-
dictions from several perturbative quantum chromodynamics
event generators and a next-to-leading order calculation.

1 Introduction

Precise measurements of tt production and decay properties
[1–9] provide crucial information for testing the expectations
of the standard model (SM) and specifically of calculations
in the framework of perturbative quantum chromodynamics
(QCD) at high-energy scales. At the energies of the CERN
LHC, about half of the tt events contain jets with transverse
momentum (pT) larger than 30 GeV that do not come from the
weak decay of the tt system [5]. In this paper, these jets will
be referred to as “additional jets” and the events as “tt+jets”.
The additional jets typically arise from initial-state QCD radi-
ation, and their study provides an essential test of the validity
and completeness of higher-order QCD calculations describ-
ing the processes leading to multijet events.

� e-mail: cms-publication-committee-chair@cern.ch

A correct description of these events is also relevant
because tt+jets processes constitute important backgrounds
in the searches for new physics. These processes also con-
stitute a challenging background in the attempt to observe
the production of a Higgs boson in association with a tt pair
(ttH), where the Higgs boson decays to a bottom (b) quark
pair (bb), because of the much larger cross section compared
to the ttH signal. Such a process has an irreducible nonreso-
nant background from tt pair production in association with
a bb pair from gluon splitting. Therefore, measurements of
tt+jets and ttbb production can give important information
about the main background in the search for the ttH process
and provide a good test of next-to-leading-order (NLO) QCD
calculations.

Here, we present a detailed study of the production of tt
events with additional jets and b quark jets in the final state
from pp collisions at

√
s = 8 TeV using the data recorded in

2012 with the CMS detector, corresponding to an integrated
luminosity of 19.7 fb−1. The tt pairs are reconstructed in
the dilepton decay channel with two oppositely charged iso-
lated leptons (electrons or muons) and at least two jets. The
analysis follows, to a large extent, the strategy used in the
measurement of normalized tt differential cross sections in
the same decay channel described in Ref. [8].

The measurements of the absolute and normalized differ-
ential tt cross sections are performed as a function of the jet
multiplicity for different pT thresholds for the jets, in order
to probe the momentum dependence of the hard-gluon emis-
sion. The results are presented in a visible phase space in
which all selected final-state objects are produced within the
detector acceptance and are thus measurable experimentally.
The study extends the previous measurement at

√
s = 7 TeV

[5], where only normalized differential cross sections were
presented.

The absolute and normalized tt+jets production cross sec-
tions are also measured as a function of the pT and pseu-
dorapidity (η) [10] of the leading additional jets, ordered by
pT. The CMS experiment has previously published a mea-
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surement of the inclusive ttbb production cross section [11].
In the present analysis, the ttbb and ttb (referred to as “ttbb
(ttb)” in the following) cross sections are measured for the
first time differentially as a function of the properties of the
additional jets associated with b quarks, which will hereafter
be called b jets. The ttbb process corresponds to events where
two additional b jets are generated in the visible phase space,
while ttb represents the same physical process, where only
one additional b jet is within the acceptance requirements.
In cases with at least two additional jets or two b jets, the
cross section is also measured as a function of the angular
distance between the two jets and their dijet invariant mass.
The results are reported both in the visible phase space and
extrapolated to the full phase space of the tt system to facil-
itate the comparison with theoretical calculations.

Finally, the fraction of events that do not contain additional
jets (gap fraction) is determined as a function of the thresh-
old on the leading and subleading additional-jet pT, and the
scalar sum of all additional-jet pT. This was first measured
in Refs. [5,12].

The results are compared at particle level to theoreti-
cal predictions obtained with four different event genera-
tors: MadGraph [13], mc@nlo [14], powheg [15], and
MG5_aMC@NLO [16], interfaced with either pythia [17]
or herwig [18], and in the case of powheg with both. Addi-
tionally, the measurements as a function of the b jet quanti-
ties are compared to the predictions from the event generator
PowHel [19].

This paper is structured as follows. A brief description of
the CMS detector is provided in Sect. 2. Details of the event
simulation generators and their theoretical predictions are
given in Sect. 3. The event selection and the method used to
identify the additional radiation in the event for both tt+jets
and ttbb (ttb) studies are presented in Sects. 4 and 5. The
cross section measurement and the systematic uncertainties
are described in Sects. 6 and 7. The results as a function of the
jet multiplicity and the kinematic properties of the additional
jets and b jets are presented in Sects. 8–10. The definition
of the gap fraction and the results are described in Sect. 11.
Finally, a summary is given in Sect. 12.

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromag-
netic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter, each composed of a barrel and two endcap sec-
tions. Extensive forward calorimetry complements the cov-
erage provided by the barrel and endcap detectors. Muons
are measured in gas-ionization detectors embedded in the

steel flux-return yoke outside the solenoid. A more detailed
description of the CMS detector, together with a definition of
the coordinate system used and the relevant kinematic vari-
ables, can be found in Ref. [10].

3 Event simulation and theoretical predictions

Experimental effects coming from event reconstruction,
selection criteria, and detector resolution are modelled using
Monte Carlo (MC) event generators interfaced with a detailed
simulation of the CMS detector response using Geant4

(v. 9.4) [20].
The MadGraph (v. 5.1.5.11) [13] generator calculates

the matrix elements at tree level up to a given order in αs .
In particular, the simulated tt sample used in this analysis is
generated with up to three additional partons. The MadSpin

[21] package is used to incorporate spin correlations of the
top quark decay products. The value of the top quark mass
is chosen to be mt = 172.5 GeV, and the proton structure
is described by the CTEQ6L1 [22] set of parton distribu-
tion functions (PDF). The generated events are subsequently
processed with pythia (v. 6.426) [17] for fragmentation and
hadronization, using the MLM prescription for the matching
of higher-multiplicity matrix element calculations with par-
ton showers [23]. The pythia parameters for the underlying
event, parton shower, and hadronization are set according to
the Z2* tune, which is derived from the Z1 tune [24]. The Z1
tune uses the CTEQ5L PDFs, whereas Z2* adopts CTEQ6L.

In addition to the nominal tt MadGraph sample, ded-
icated samples are generated by varying the central value
of the renormalization (μR) and factorization (μF) scales
and the matrix element/parton showering matching scale (jet-
parton matching scale). These samples are produced to deter-
mine the systematic uncertainties in the measurement owing
to the theoretical assumptions on the modelling of tt events,
as well as for comparisons with the measured distributions.
The nominal values of μR and μF are defined by the Q2 scale
in the event: μ2

R = μ2
F = Q2 = m2

t + ∑
p2

T(jet), where the
sum runs over all the additional jets in the event not coming
from the tt decay. The samples with the varied scales use
μ2

R = μ2
F = 4Q2 and Q2/4, respectively. For the nominal

MadGraph sample, a jet-parton matching scale of 40 GeV
is chosen, while for the varied samples, values of 60 and
30 GeV are employed, respectively. These scales correspond
to jet-parton matching thresholds of 20 GeV for the nominal
sample, and 40 and 10 GeV for the varied ones.

The powheg (v. 1.0 r1380) and mc@nlo (v. 3.41) gen-
erators, along with the CT10 [25] and CTEQ6M [22] PDFs,
are used, respectively, for comparisons with the data. The
powheg generator simulates calculations of tt production to
full NLO accuracy, and is matched with two parton shower
MC generators: the pythia (v. 6.426) Z2* tune (designated
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as pythia6 in the following), and the herwig [18] (v. 6.520)
AUET2 tune [26] (referred to as herwig6 in the following).
The parton showering in pythia is based on a transverse-
momentum ordering of parton showers, whereas herwig

uses angular ordering. The mc@nlo generator implements
the hard matrix element to full NLO accuracy, matched with
herwig (v. 6.520) for the initial- and final-state parton show-
ers using the default tune. These two generators, powheg and
mc@nlo, are formally equivalent up to the NLO accuracy,
but they differ in the techniques used to avoid double count-
ing of radiative corrections that may arise from interfacing
with the parton showering generators.

The cross section as a function of jet multiplicity and the
gap fraction measurements are compared to the NLO pre-
dictions of the powheg (v2) [15] and MG5_aMC@NLO

[16] generators. The powheg (v2) generator is matched to
the pythia (v. 8.205) CUETP8M1 tune [27] (referred to
as pythia8), herwig6, and pythia6. In these samples the
hdamp parameter of powhegbox, which controls the matrix
element and parton shower matching and effectively regu-
lates the high-pT radiation, is set to mt = 172.5 GeV. The
MG5_aMC@NLO generator simulates tt events with up to
two additional partons at NLO, and is matched to the pythia8
parton shower simulation using the FxFx merging prescrip-
tion [28]. The top quark mass value used in all these simula-
tions is also 172.5 GeV and the PDF set is NNPDF3.0 [29]. In
addition, a tt MadGraph sample matched to pythia8 for the
parton showering and hadronization is used for comparisons
with the data.

The ttbb production cross sections are also compared with
the predictions by the generator PowHel [19] (HELAC-
NLO [30] + powhegbox [31]), which implements the full
ttbb process at NLO QCD accuracy, with parton shower
matching based on the powheg NLO matching algorithm
[15,32]. The events are further hadronized by means of
pythia (v. 6.428), using parameters of the Perugia 2011 C
tune [33]. In the generation of the events, the renormaliza-
tion and factorization scales are fixed to μR = μF = HT/4,
where HT is the sum of the transverse energies of the final-
state partons (t, t, b, b) from the underlying tree-level process,
and the CT10 PDFs are used.

The SM background samples are simulated with Mad-

Graph, powheg, or pythia, depending on the process. The
MadGraph generator is used to simulate Z/γ ∗ production
(referred to as Drell–Yan, DY, in the following), tt production
in association with an additional boson (referred to as tt+Z,
tt+W, and tt+γ ), and W boson production with additional jets
(W+jets in the following). Single top quark events (tW chan-
nel) are simulated using powheg. Diboson (WW, WZ, and
ZZ) and QCD multijet events are simulated using pythia.
For the ttb and ttbb measurements, the expected contribu-
tion from SM ttH processes, simulated with pythia, is also
considered, although the final state has not yet been observed.

For comparison with the measured distributions, the
events in the simulated samples are normalized to an inte-
grated luminosity of 19.7 fb−1 according to their predicted
cross sections. These are taken from next-to-next-to-leading-
order (NNLO) (W+jets [34] and DY [35]), NLO + next-to-
next-to-leading logarithmic (NNLL) (single top quark tW
channel [36]), NLO (diboson [37], tt+Z [38], tt+W [38], and
tt+H [39]), and leading-order (LO) (QCD multijet [17]) cal-
culations. The contribution of QCD multijet events is found
to be negligible. The predicted cross section for the tt+γ

sample is obtained by scaling the LO cross section obtained
with the Whizard event generator [40] by an NLO/LO K -
factor correction [41]. The tt simulated sample is normal-
ized to the total cross section σtt = 252.9 ± 6.4

8.6(scale) ±
11.7(PDF + αs) pb, calculated with the Top++2.0 program
to NNLO in perturbative QCD, including soft-gluon resum-
mation to NNLL order [42], and assuming mt = 172.5 GeV.
The first uncertainty comes from the independent varia-
tion of the factorization and renormalization scales, μR and
μF, while the second one is associated with variations in
the PDF and αs , following the PDF4LHC prescription with
the MSTW2008 68 % confidence level (CL) NNLO, CT10
NNLO, and NNPDF2.3 5f FFN PDF sets (see Refs. [43,44]
and references therein and Refs. [45–47]).

A number of additional pp simulated hadronic interactions
(“pileup”) are added to each simulated event to reproduce the
multiple interactions in each bunch crossing from the lumi-
nosity conditions in the real data taking. Correction factors
for detector effects (described in Sects. 4 and 6) are applied,
when needed, to improve the description of the data by the
simulation.

4 Event reconstruction and selection

The event selection is based on the decay topology of the tt
events, where each top quark decays into a W boson and a
b quark. Only the cases in which both W bosons decayed
to a charged lepton and a neutrino are considered. These
signatures imply the presence of isolated leptons, missing
transverse momentum owing to the neutrinos from W boson
decays, and highly energetic jets. The heavy-quark content of
the jets is identified through b tagging techniques. The same
requirements are applied to select the events for the differ-
ent measurements, with the exception of the requirements
on the b jets, which have been optimized independently for
the tt+jets and ttbb (ttb) cases. The description of the event
reconstruction and selection is detailed in the following.

Events are reconstructed using a particle-flow (PF) algo-
rithm, in which signals from all subdetectors are combined
[48,49]. Charged particles are required to originate from
the primary collision vertex [50], defined as the vertex with
the highest sum of p2

T of all reconstructed tracks associated
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with it. Therefore, charged-hadron candidates from pileup
events, i.e. originating from additional pp interactions within
the same bunch crossing, are removed before jet cluster-
ing on an event-by-event basis. Subsequently, the remaining
neutral-particle component from pileup events is accounted
for through jet energy corrections [51].

Muon candidates are reconstructed from tracks that can be
linked between the silicon tracker and the muon system [52].
The muons are required to have pT > 20 GeV, be within
|η| < 2.4, and have a relative isolation Irel < 0.15. The
parameter Irel is defined as the sum of the pT of all neutral and
charged reconstructed PF candidates, except the muon itself,
inside a cone of ΔR ≡ √

(Δη)2 + (Δφ)2 < 0.3 around
the muon direction, divided by the muon pT, where Δη and
Δφ are the difference in pseudorapidity and azimuthal angle
between the directions of the candidate and the muon, respec-
tively. Electron candidates are identified by combining infor-
mation from charged-track trajectories and energy deposi-
tion measurements in the ECAL [53], and are required to be
within |η| < 2.4, have a transverse energy of at least 20 GeV,
and fulfill Irel < 0.15 inside a cone of ΔR < 0.3. Electrons
from identified photon conversions are rejected. The lepton
identification and isolation efficiencies are determined via a
tag-and-probe method using Z boson events.

Jets are reconstructed by clustering the PF candidates,
using the anti-kT clustering algorithm [54,55] with a dis-
tance parameter of 0.5. The jet momentum is determined
as the vectorial sum of all particle momenta in the jet, and
is found in the simulation to be within 5 to 10 % of the true
momentum over the entire pT range and detector acceptance.
Jet energy corrections are derived from the simulation, and
are confirmed with in situ measurements with the energy
balance of dijet and photon+jet events [56]. The jet energy
resolution amounts typically to 15 % at 10 GeV and 8 % at
100 GeV. Muons and electrons passing less stringent require-
ments compared to the ones mentioned above are identified
and excluded from the clustering process. Jets are selected
in the interval |η| < 2.4 and with pT > 20 GeV. Addition-
ally, the jets identified as part of the decay products of the tt
system (cf. Sect. 5) must fulfill pT > 30 GeV. Jets originat-
ing from the hadronization of b quarks are identified using
a combined secondary vertex algorithm (CSV) [57], which
provides a b tagging discriminant by combining identified
secondary vertices and track-based lifetime information.

The missing transverse energy (/ET) is defined as the mag-
nitude of the projection on the plane perpendicular to the
beams of the negative vector sum of the momenta of all recon-
structed particles in an event [58]. To mitigate the effect of
contributions from pileup on the /ET resolution, we use a mul-
tivariate correction where the measured momentum is sep-
arated into components that originate from the primary and
the other collision vertices [59]. This correction improves the
/ET resolution by ≈5 %.

Events are triggered by requiring combinations of two lep-
tons (	 = e or μ), where one fulfills a pT threshold of 17 GeV
and the other of 8 GeV, irrespective of the flavour of the lep-
tons. The dilepton trigger efficiencies are measured using
samples selected with triggers that require a minimum /ET or
number of jets in the event, and are only weakly correlated
to the dilepton triggers used in the analysis.

Events are selected if there are at least two isolated leptons
of opposite charge. Events with a lepton pair invariant mass
less than 20 GeV are removed to suppress events from heavy-
flavour resonance decays, QCD multijet, and DY production.
In the μμ and ee channels, the dilepton invariant mass is
required to be outside a Z boson mass window of 91±15 GeV,
and /ET is required to be larger than 40 GeV.

For the tt+jets selection, a minimum of two jets is required,
of which at least one must be tagged as a b jet. A loose CSV
discriminator value is chosen such that the efficiency for tag-
ging jets from b (c) quarks is ≈85 % (40 %), while the prob-
ability of tagging jets originating from light quarks (u, d, or
s) or gluons is around 10 %. Efficiency corrections, depend-
ing on jet pT and η, are applied to account for differences
in the performance of the b tagging algorithm between data
and simulation.

For the ttbb (ttb) selection, at least three b-tagged jets
are required (without further requirements on the minimum
number of jets). In this case, a tighter discriminator value
[57] is chosen to increase the purity of the sample. The effi-
ciency of this working point is approximately 70 % (20 %)
for jets originating from a b (c) quark, while the misiden-
tification rate for light-quark and gluon jets is around 1 %.
The shape of the CSV discriminant distribution in simulation
is corrected to better describe the efficiency observed in the
data. This correction is derived separately for light-flavour
and b jets from a tag-and-probe approach using control sam-
ples enriched in events with a Z boson and exactly two jets,
and tt events in the eμ channel with no additional jets [60].

5 Identification of additional radiation in the event

To study additional jet activity in the data, the identification
of jets arising from the decay of the tt system is crucial.
In particular, we need to identify correctly the two b jets
from the top quark decays in events with more than two b
jets. This is achieved by following two independent but com-
plementary approaches: a kinematic reconstruction [61] and
a multivariate analysis, optimized for the two cases under
study, tt+jets and ttbb (ttb), respectively. The purpose of the
kinematic reconstruction is to completely reconstruct the tt
system based on /ET and the information on identified jets
and leptons, taking into account detector resolution effects.
This method is optimized for the case where the b jets in the
event only arise from the decay of the top quark pair. The
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multivariate approach is optimized for events with more b
jets than just those from the tt system. This method identifies
the two jets that most likely originated from the top quark
decays, and the additional b jets, but does not perform a full
reconstruction of the tt system. Both methods are described
in the following sections.

5.1 Kinematic reconstruction in tt+jets events

The kinematic reconstruction method was developed and
used for the first time in the analysis from Ref. [8]. In this
method the following constraints are imposed: /ET is assumed
to originate solely from the two neutrinos; the W boson
invariant mass is fixed to 80.4 GeV [62]; and the top quark
and antiquark masses are fixed to a value of 172.5 GeV. Each
pair of jets and lepton-jet combination fulfilling the selection
criteria is considered in the kinematic reconstruction. Effects
of detector resolution are accounted for by randomly smear-
ing the measured energies and directions of the reconstructed
lepton and b jet candidates by their resolutions. These are
determined from the simulation of signal events by com-
paring the reconstructed b jets and leptons matched to the
generated b quarks and leptons from top quark decays. For
a given smearing, the solution of the equations for the neu-
trino momenta yielding the smallest invariant mass of the tt
system is chosen. For each solution, a weight is calculated
based on the expected invariant mass spectrum of the lep-
ton and b jet from the top quark decays at the parton level.
The weights are summed over 100 randomly smeared recon-
struction attempts, and the kinematics of the top quark and
antiquark are calculated as a weighted average. Finally, the
two jets and lepton-jet combinations that yield the maximum
sum of weights are chosen for further analysis. Combinations
with two b-tagged jets are chosen over those with a single
b-tagged jet. The efficiency of the kinematic reconstruction,
defined as the number of events with a solution divided by
the total number of selected tt+jets events, is approximately
94 %. The efficiency in simulation is similar to the one in
data for all jet multiplicities. Events with no valid solution
for the neutrino momenta are excluded from further analysis.
In events with additional jets, the algorithm correctly identi-
fies the two jets coming from the tt decay in about 70 % of
the cases.

After the full event selection is applied, the dominant back-
ground in the eμ channel originates from other tt decay chan-
nels and is estimated using simulation. This contribution cor-
responds mostly to leptonic τ decays, which are considered
background in the tt+jets measurements. In the ee and μμ

channels, the dominant background contribution arises from
Z/γ ∗+jets production. The normalization of this background
contribution is derived from data using the events rejected
by the Z boson veto, scaled by the ratio of events failing
and passing this selection, estimated from simulation [63].

The remaining backgrounds, including the single top quark
tW channel, W+jets, diboson, and QCD multijet events, are
estimated from simulation for all the channels.

In Fig. 1, the multiplicity distributions of the selected jets
per event are shown for different jet pT thresholds and com-
pared to SM predictions. In this figure and the following
ones, the tt sample is simulated usingMadGraph+pythia6,
where only tt events with two leptons (e or μ) from the W
boson decay are considered as signal. All other tt events,
specifically those originating from decays via τ leptons,
which are the dominant contribution, are considered as back-
ground. In the following figures, “Electroweak” corresponds
to DY, W+jets, and diboson processes, and “tt bkg.” includes
the tt+γ /W/Z events. The data are well described by the sim-
ulation, both for the low jet pT threshold of 30 GeV and the
higher thresholds of 60 and 100 GeV. The hatched regions
in Figs. 1, 2 and 3 correspond to the uncertainties affecting
the shape of the simulated signal and background events (cf.
Sect. 6), and are dominated by modelling uncertainties in the
former.

Additional jets in the event are defined as those jets within
the phase space described in the event selection (cf. Sect. 4)
that are not identified by the kinematic reconstruction to be
part of the tt system. The η and pT distributions of the addi-
tional jets with the largest and second largest pT in the event
(referred to as the leading and subleading additional jets in
the following) are shown in Fig. 2. Three additional event
variables are considered: the scalar sum of the pT of all
additional jets, HT, the invariant mass of the leading and
subleading additional jets, mjj, and their angular separation,

ΔRjj = √
(Δη)2 + (Δφ)2, where Δη and Δφ are the pseu-

dorapidity and azimuthal differences between the directions
of the two jets. These distributions are shown in Fig. 3. The
predictions from the simulation, also shown in the figures,
describe the data within the uncertainties.

5.2 Identification of tt jets and additional jets in ttbb events

The multivariate approach uses a boosted decision tree (BDT)
to distinguish the b jets stemming from the tt system from
those arising from additional radiation for final states with
more than two b jets. This method is optimized for ttbb
topologies in the dilepton final state of the tt system. The
BDT is set up using the TMVA package [64]. To avoid any
dependence on the kinematics of the additional jets, and espe-
cially on the invariant mass of the two additional jets, the
method identifies the jets stemming from the tt system by
making use of properties of the tt system that are expected
to be mostly insensitive to the additional radiation. The vari-
ables combine information from the two final-state leptons,
the jets, and /ET. All possible pairs of reconstructed jets in an
event are considered. For each pair, one jet is assigned to the
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Fig. 1 Reconstructed jet multiplicity distribution after event selection
in data (points) and from signal and background simulation (histograms)
for all jets with pT of at least 30 GeV (top), 60 GeV (bottom left), and
100 GeV (bottom right). The hatched regions correspond to the uncer-

tainties affecting the shape of the distributions in the simulated signal
tt events and backgrounds (cf. Sect. 6). The lower plots show the ratio
of the data to the MC simulation prediction. Note that in all cases the
event selection requires at least two jets with pT > 30 GeV

b jet and the other to the b jet. This assignment is needed to
define the variables used in the BDT and is based on the mea-
surement of the charge of each jet, which is calculated from
the charge and the momenta of the PF constituents used in
the jet clustering. The jet in the pair with the largest charge is
assigned to the b, while the other jet is assigned to the b. The
efficiency of this jet charge pairing is defined as the fraction
of events where the assigned b and b are correctly matched
to the corresponding generated b and b jets, and amounts to
68 %.

A total of twelve variables are included in the BDT. Some
examples of the variables used are: the sum and difference of
the invariant mass of the b	+ and b	− systems,mb	+ ±mb	−

;

the absolute difference in the azimuthal angle between them,
|Δφb	+,b	−|; the pT of the b	+ and b	− systems, pb	+

T and

pb	−
T ; and the difference between the invariant mass of the

two b jets and two leptons and the invariant mass of the bb
pair, mbb	+	− − mbb. The complete list of variables can be
found in Appendix A. The main challenge with this method
is the large number of possible jet assignments, given four
genuine b jets and potential extra jets from additional radia-
tion in each event. The basic methodology is to use the BDT
discriminant value of each dijet combination as a measure of
the probability that the combination stems from the tt sys-
tem. The jets from the tt system are then identified as the pair
with the highest BDT discriminant. From the remaining jets,
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Fig. 2 Distribution of the η (left) and pT (right) of the leading (top
row) and subleading (bottom row) additional reconstructed jets in data
(points) and from signal and background simulation (histograms). The
hatched regions correspond to the uncertainties affecting the shape of

the simulated distributions in the signal tt events and backgrounds (cf.
Sect. 6). The lower plots show the ratio of the data to the MC simulation
prediction

those b-tagged jets with the highest pT are selected as being
the leading additional ones.

The BDT training is performed on a large and statistically
independent sample of simulated ttH events with the Higgs
boson mass varied over the range 110–140 GeV. The ttbb
events are not included in the training to avoid the risk of
overtraining owing to the limited number of events in the
available simulated samples. The simulated ttH (bb) sample
is suited for this purpose since the four b jets from the decay
of the tt system and the Higgs boson have similar kinematic
distributions. Since it is significantly harder to identify the
jets from the tt system in ttH events than in ttbb events, where
the additional b jets arise from initial- or final-state radiation,

a good BDT performance with ttH events implies also a good
identification in ttbb events. The distributions of the BDT dis-
criminant in data and simulation are shown in Fig. 4 for all
dijet combinations in an event, and for the combination with
the highest weight that is assigned to the tt system. The sub-
set “Minor bkg.” includes all non-tt processes and tt+Z/W/γ

events. There is good agreement between the data and simu-
lation distributions within the statistical uncertainties.

The number of simulated events with correct assignments
for the additional b jets in ttH events relative to the total
number of events where those jets are selected and matched
to the corresponding generator jets, is approximately 34 %.
In ttbb events, this fraction is about 40 %. This efficiency is
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Fig. 3 Distribution of the scalar sum of the pT of all additional jets HT
(top), the invariant mass of the leading and subleading additional jets
mjj (bottom left), and their angular distance ΔRjj (bottom right) in data
(points) and from signal and background simulation (histograms). The

hatched regions correspond to the uncertainties affecting the shape of
the distributions in the simulated signal tt events and backgrounds (cf.
Sect. 6). The lower plots show the ratio of the data to the MC simulation
prediction

high enough to allow the measurement of the tt cross section
as a function of the kinematic variables of the additional
b jets (the probability of selecting the correct assignments
by choosing random combinations of jets is 17 % in events
with four jets and 10 % in events with five jets). The relative
increase in efficiency with respect to the use of the kinematic
reconstruction for ttbb is about 15 %. Additionally, the BDT
approach improves the correlation between the generated and
reconstructed variables, especially for the distribution of the
invariant mass of the two leading additional b jets mbb and
their angular separation ΔRbb = √

(Δη)2 + (Δφ)2, where
Δη and Δφ are the pseudorapidity and azimuthal differences
between the directions of the two b jets.

The expected fraction of events with additional b jets is not
properly modelled in the simulation, in agreement with the
observation of a previous CMS measurement [11]. This dis-
crepancy between the MadGraph+pythia simulation and
data can be seen in the b jet multiplicity distribution, as shown
in Fig. 5.

To improve the description of the data by the simulation, a
template fit to the b-tagged jet multiplicity distribution is per-
formed using three different templates obtained from simula-
tion. One template corresponds to the ttb and ttbb processes,
defined at the generator level as the events where one or two
additional b jets are generated within the acceptance require-
ments, pT > 20 GeV and |η| < 2.4, (referred to as “tt+HF”).
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The ttbb and ttb processes are combined into a single tem-
plate because they only differ by the kinematic properties of
the second additional b jet. Details about the definition of
the b jets and the acceptance are given in Sect. 7. The sec-
ond template includes the background contribution coming
from ttcc and tt+light-jets events (referred to as “tt other”),
where ttcc events are defined as those that have at least one

c jet within the acceptance and no additional b jets. This
contribution is not large enough to be constrained by data,
therefore it is combined with the tt+light-jets process in a
single template. The third template contains the remaining
background processes, including tt2b, which corresponds to
events with two additional b hadrons that are close enough
in direction to produce a single b jet. This process, produced
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by collinear g → bb splitting, is treated separately owing
to the large theoretical uncertainty in its cross section and
insufficient statistical precision to constrain it with data. The
normalizations of the first two templates are free parameters
in the fit. The third is fixed to the corresponding cross sec-
tion described in Sect. 3, except for the cross section for the
tt2b process, which is corrected by a factor of 1.74+0.69

−0.74 [65].
The normalization factors obtained for the template fit cor-
respond to 1.66 ± 0.43 (tt+HF) and 1.00 ± 0.01 (tt other).
Details about the uncertainties in those factors are presented
in Sect. 6.1.1. The improved description of the b jet multi-
plicity can be seen in Fig. 5 (right).

Figure 6 (top) shows the pT and |η| distributions of the
leading additional b jet, measured in events with at least three
b-tagged jets (using the tighter discriminator value described
in Sect. 4), after the full selection and including all correc-
tions. The distributions of the pT and |η| of the second addi-
tional b jet in events with exactly four b-tagged jets, ΔRbb,
andmbb are also presented. The dominant contribution arises
from the ttbb process. The tt decays into τ leptons decaying
leptonically are included as signal to increase the number of
ttb and ttbb events both in data and simulation. It has been
checked that the distribution of the variables of relevance for
this analysis do not differ between the leptons directly pro-
duced from W boson decays and the leptons from τ decays
within the statistical uncertainties in the selected ttb and ttbb
events. In general, the variables presented are well described
by the simulation, after correcting for the heavy-flavour con-
tent measured in data, although the simulation tends to predict
smaller values of ΔRbb than the data. After the full selection,
the dominant background contribution arises from dilepton
tt events with additional light-quark, gluon, and c jets, corre-
sponding to about 50 and 20 % of the total expected yields for
the ttb and ttbb cases, respectively. Smaller background con-
tributions come from single top quark production, tt in asso-
ciation with Wor Z bosons, and tt events in the lepton+jets
decay channels. The contribution from ttH (bb) is also small,
amounting to 0.9 and 3 % of the total expected events for the
ttb and ttbb distributions. The contribution from background
sources other than top quark production processes such as
DY, diboson, or QCD multijet is negligible.

6 Systematic uncertainties

Different sources of systematic uncertainties are considered
arising from detector effects, as well as theoretical uncertain-
ties. Each systematic uncertainty is determined individually
in each bin of the measurement by varying the corresponding
efficiency, resolution, or model parameter within its uncer-
tainty, in a similar way as in the CMS previous measurement
of the tt differential cross sections [8]. For each variation,
the measured differential cross section is recalculated and

the difference with respect to the nominal result is taken
as the systematic uncertainty. The overall uncertainty in the
measurement is then derived by adding all contributions in
quadrature, assuming the sources of systematic uncertainty
to be fully uncorrelated.

6.1 Experimental uncertainties

The experimental sources of systematic uncertainty consid-
ered are the jet energy scale (JES), jet energy resolution
(JER), background normalization, lepton trigger and iden-
tification efficiencies, b tagging efficiency, integrated lumi-
nosity, pileup modelling, and kinematic reconstruction effi-
ciency.

The experimental uncertainty from the JES is determined
by varying the energy scale of the reconstructed jets as a func-
tion of their pT and η by its uncertainty [56]. The uncertainty
from the JER is estimated by varying the simulated JER by
its η-dependent uncertainty [56].

The uncertainty from the normalization of the back-
grounds that are taken from simulation is determined by vary-
ing the cross section used to normalize the sample, see Sect. 3,
by ±30 %. This variation takes into account the uncertainty
in the predicted cross section and all other sources of system-
atic uncertainty [5,8,66]. In the case of the tW background,
the variation of ±30 % covers the theoretical uncertainty in
the absolute rate, including uncertainties owing to the PDFs.
The contribution from the DY process, as determined from
data, is varied in the normalization by ±30 % [1,63].

The trigger and lepton identification efficiencies in simu-
lation are corrected by lepton pT and η multiplicative data-
to-simulation scale factors. The systematic uncertainties are
estimated by varying the factors by their uncertainties, which
are in the range 1–2 %.

For the tt+jets measurements, the b tagging efficiency in
simulation is also corrected by scale factors depending on
the pT and η of the jet. The shape uncertainty in the b tag-
ging efficiency is then determined by taking the maximum
change in the shape of the pT and |η| distributions of the b
jet, obtained by changing the scale factors. This is achieved
by dividing the b jet distributions in pT and |η| into two bins
at the median of the respective distributions. The b tagging
scale factors for b jets in the first bin are scaled up by half the
uncertainties quoted in Ref. [57], while those in the second
bin are scaled down, and vice versa, so that a maximum vari-
ation is assumed and the difference between the scale factors
in the two bins reflects the full uncertainty. The changes are
made separately in the pT and |η| distributions, and inde-
pendently for heavy-flavour (b and c) and light-flavour (s, u,
d, and gluon) jets, assuming that they are all uncorrelated.
A normalization uncertainty is obtained by varying the scale
factors up and down by half the uncertainties. The total uncer-
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Fig. 6 Distributions of the leading additional b jet pT (top left) and |η|
(top right), subleading additional b jet pT (middle left) and |η| (middle
right), ΔRbb (bottom left), andmbb (bottom right) from data (points) and
from signal and background simulation (histograms). The hatched area

represents the statistical uncertainty in the simulated samples. “Minor
bkg.” includes all non-tt processes and tt+Z/W/γ . The lower plots
show the ratio of the data to the MC simulation prediction
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tainty is obtained by summing in quadrature the independent
variations.

The uncertainty in the integrated luminosity is 2.6 % [67].
The effect of the uncertainty in the level of pileup is estimated
by varying the inelastic pp cross section in simulation by
±5 %.

The uncertainty coming from the kinematic reconstruction
method is determined from the uncertainty in the correction
factor applied to account for the small difference in efficiency
between the simulation and data, defined as the ratio between
the events with a solution and the total number of selected
events.

6.1.1 Specific systematic uncertainties associated with the
ttbb (ttb) measurements

In the ttbb (ttb) measurements, an additional uncertainty
associated with the template fit to the b-tagged jet multi-
plicity distribution is considered. Since the input templates
are known to finite precision, both the statistical and system-
atic uncertainties in the templates are taken into account. The
considered systematic uncertainties that affect the shapes of
the templates are those of the JES, the CSV discriminant scale
factors following the method described in [60], the cross sec-
tion of the ttcc process, which is varied by ±50 % [60], and
the uncertainty in the tt2b cross section. This is taken as the
maximum between the largest uncertainty from the measure-
ment described in Ref. [65] and the difference between the
corrected cross section and the prediction by the nominal
MadGraph simulation used in this analysis. This results in
a variation of the cross section of about ±40 %. This uncer-
tainty is included as a systematic uncertainty in the shape of
the background template.

6.2 Model uncertainties

The impact of theoretical assumptions on the measurement is
determined by repeating the analysis, replacing the standard
MadGraph signal simulation by alternative simulation sam-
ples. The uncertainty in the modelling of the hard-production
process is assessed by varying the common renormalization
and factorization scale in the MadGraph signal samples up
and down by a factor of two with respect to its nominal value
of the Q in the event (cf. Sect. 3). Furthermore, the effect of
additional jet production in MadGraph is studied by vary-
ing up and down by a factor of two the threshold between jet
production at the matrix element level and via parton shower-
ing. The uncertainties from ambiguities in modelling colour
reconnection (CR) effects are estimated by comparing sim-
ulations of an underlying-event (UE) tune including colour
reconnection to a tune without it (Perugia 2011 and Perugia
2011 noCR tunes, described in Ref. [33]). The modelling
of the UE is evaluated by comparing two different Perugia

11 (P11) pythia tunes, mpiHi and TeV, to the standard P11
tune. The dependency of the measurement on the top quark
mass is obtained using dedicated samples in which the mass
is varied by ±1 GeV with respect to the default value used
in the simulation. The uncertainty from parton shower mod-
elling is determined by comparing two samples simulated
with powheg and mc@nlo, using either pythia or herwig

for the simulation of the parton shower, underlying event,
and hadronization. The effect of the uncertainty in the PDFs
on the measurement is assessed by reweighting the sample
of simulated tt signal events according to the 52 CT10 error
PDF sets, at the 90 % CL [25].

Since the total uncertainty in the ttb and ttbb production
cross sections is largely dominated by the statistical uncer-
tainty in the data, a simpler approach than for the tt+jets
measurements is chosen to conservatively estimate the sys-
tematic uncertainties: instead of repeating the measurement,
the uncertainty from each source is taken as the difference
between the nominal MadGraph+pythia sample and the
dedicated simulated sample at generator level. In the case
of the uncertainty coming from the renormalization and fac-
torization scales, the uncertainty estimated in the previous
inclusive cross section measurement [11] is assigned.

6.3 Summary of the typical systematic uncertainties

Typical values of the systematic uncertainties in the abso-
lute differential cross sections are summarized in Table 1
for illustrative purposes. They are the median values of the
distribution of uncertainties over all bins of the measured
variables. Details on the impact of the different uncertainties
in the results are given in Sects. 8–11.

In general, for the tt+jets case, the dominant systematic
uncertainties arise from the uncertainty in the JES, as well as
from model uncertainties such as the renormalization, fac-
torization, and jet-parton matching scales and the hadroniza-
tion uncertainties. For the ttb and ttbb cross sections, the
total uncertainty, including all systematic uncertainties, is
only about 10 % larger than the statistical uncertainty. The
experimental uncertainties with an impact on the normaliza-
tion of the expected number of signal events, such as lepton
and trigger efficiencies, have a negligible effect on the final
cross section determination, since the normalization of the
different processes is effectively constrained by the template
fit.

7 Differential tt cross section

The absolute differential tt cross section is defined as:

dσtt

dxi
=

∑
j A

−1
i j (N j

data − N j
bkg)

Δi
xL

, (1)
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Table 1 Summary of the typical systematic uncertainties in the mea-
surements of the tt+jets and ttbb (ttb) absolute differential cross sections
and their sources. The median of the distribution of uncertainties over
all bins of each measured differential cross section is quoted

Relative systematic uncertainty (%)

Source tt+jets ttbb (ttb)

Experimental uncertainties

Trigger efficiency 1.3 0.1

Lepton selection 2.2 0.1

Jet energy scale 6.8 11

Jet energy resolution 0.3 2.5

Background estimate 2.1 5.6

b tagging 0.5 12

Kinematic reconstruction 0.3 –

Pileup 0.3 1.7

Model uncertainties

Fact./renorm. scale 2.7 8.0

Jet-parton matching scale 1.3 3.0

Hadronization 4.5 5.2

Top quark mass 1.4 2.0

PDF choice 0.3 0.9

Underlying event 1.0 2.9

Colour reconnection 1.3 1.9

where j represents the bin index of the reconstructed vari-
able x , i is the index of the corresponding generator-level bin,
N j

data is the number of data events in bin j , N j
bkg is the number

of estimated background events, L is the integrated luminos-
ity, and Δi

x is the bin width. Effects from detector efficiency
and resolution in each bin i of the measurement are corrected
by the use of a regularized inversion of the response matrix
(symbolized by A−1

i j ) described in this section.

For the measurements of tt+jets, the estimated number of
background events from processes other than tt production
(Nnon tt bkg) is subtracted from the number of events in data
(N ). The contribution from other tt decay modes is taken
into account by correcting the difference N–Nnon tt bkg by the
signal fraction, defined as the ratio of the number of selected
tt signal events to the total number of selected tt events, as
determined from simulation. This avoids the dependence on
the inclusive tt cross section used for normalization. For the
ttb and ttbb production cross sections, where the different tt
contributions are fitted to the data, the expected contribution
from all background sources is directly subtracted from the
number of data events.

The normalized differential cross section is derived by
dividing the absolute result, Eq. (1), by the total cross section,
obtained by integrating over all bins for each observable.
Because of the normalization, the systematic uncertainties
that are correlated across all bins of the measurement, e.g.
the uncertainty in the integrated luminosity, cancel out.

Effects from the trigger and reconstruction efficiencies
and resolutions, leading to migrations of events across bin
boundaries and statistical correlations among neighbouring
bins, are corrected using a regularized unfolding method
[8,68,69]. The response matrix Ai j that corrects for migra-
tions and efficiencies is calculated from simulated tt events
using MadGraph. The generalized inverse of the response
matrix is used to obtain the unfolded distribution from the
measured distribution by applying a χ2 technique. To avoid
nonphysical fluctuations, a smoothing prescription (regular-
ization) is applied. The regularization level is determined
individually for each distribution using the averaged global
correlation method [70]. To keep the bin-to-bin migrations
small, the width of bins in the measurements are chosen
according to their purity and stability. The purity is the num-
ber of events generated and correctly reconstructed in a cer-
tain bin divided by the total number of reconstructed events
in the same bin. The stability is the ratio of the number of
events generated and reconstructed in a bin to the total num-
ber of events generated in that bin. The purity and stability
of the bins are typically larger than 40–50 %, which ensures
that the bin-to-bin migrations are small enough to perform
the measurement. The performance of the unfolding proce-
dure is tested for possible biases from the choice of the input
model (the tt MadGraph simulation). It has been verified
that by reweighting the tt simulation the unfolding procedure
based on the nominal response matrix reproduces the altered
shapes within the statistical uncertainties. In addition, tt sam-
ples simulated with powheg and mc@nlo are employed
to obtain the response matrices used in the unfolding for
the determination of systematic uncertainties of the model
(Sect. 6.2). Therefore, possible effects from the unfolding
procedure are already taken into account in the systematic
uncertainties.

The differential cross section is reported at the particle
level, where objects are defined as follows. Leptons from
W boson decays are defined after final-state radiation, and
jets are defined at the particle level by applying the anti-kT

clustering algorithm with a distance parameter of 0.5 [54]
to all stable particles, excluding the decay products from W
boson decays into eν, μν, and leptonic τ final states. A jet
is defined as a b jet if it has at least one b hadron associated
with it. To perform the matching between b hadrons and jets,
the b hadron momentum is scaled down to a negligible value
and included in the jet clustering (so-called ghost matching
[51]). The b jets from the tt decay are identified by matching
the b hadrons to the corresponding original b quarks. The
measurements are presented for two different phase-space
regions, defined by the kinematic and geometric attributes of
the tt decay products and the additional jets. The visible phase
space is defined by the following kinematic requirements:

– Leptons: pT > 20 GeV, |η| < 2.4,
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– b jets arising from top quarks: pT > 30 GeV, |η| < 2.4,
– Additional jets and b jets: pT > 20 GeV, |η| < 2.4.

The full phase space is defined by requiring only the addi-
tional jets or b jets be within the above-mentioned kinematic
range, without additional requirements on the decay products
of the tt system, and including the correction for the corre-
sponding dileptonic branching fraction, calculated using the
leptonic branching fraction of the W boson [62].

In the following sections, the tt differential cross section
measured as a function of the jet multiplicity in the visible
phase space and the results as a function of the kinematic
variables of the additional jets in the event, measured in the
visible and the full phase-space regions, are discussed. The
absolute cross sections are presented as figures and compared
to different predictions. The full results are given in tables
in Appendix B, along with the normalized differential cross
sections measurements.

8 Differential tt cross sections as a function of jet
multiplicity

In Fig. 7, the absolute differential tt cross section is shown for
three different jet pT thresholds: pT > 30, 60, and 100 GeV.
The results are presented for a nominal top quark mass of
172.5 GeV. The lower part of each figure shows the ratio of
the predictions from simulation to the data. The light and dark
bands in the ratio indicate the statistical and total uncertain-
ties in the data for each bin, which reflect the uncertainties for
a ratio of 1.0. All predictions are normalized to the measured
cross section in the range shown in the histogram, which is
evaluated by integrating over all bins for each observable.
The results are summarized in Table 2, together with the
normalized cross sections. In general, the MadGraph gen-
erator interfaced with pythia6, and powheg interfaced both
with herwig6 and pythia6, provide reasonable descriptions
of the data. The mc@nlo generator interfaced with her-

wig6 does not generate sufficiently large jet multiplicities,
especially for the lowest jet pT threshold. The sensitivity
of MadGraph to scale variations is investigated through
the comparison of different renormalization, factorization,
and jet-parton matching scales with respect to the nominal
MadGraph simulation. Variations in the jet-parton matching
threshold do not yield large effects in the cross section, while
the shape and normalization are more affected by the varia-
tions in the renormalization and factorization scales, which
lead to a slightly worse description of the data up to high jet
multiplicities, compared to their nominal values.

In Fig. 8, the results are compared to the predictions
from MadGraph and MG5_aMC@NLO interfaced with
pythia8, and the powheg generator with the hdamp param-
eter set to mt = 172.5 GeV (labelled powheg (hdamp = mt)

in the legend), interfaced with pythia6, pythia8, and her-

wig6. The MadGraph and MG5_aMC@NLO simulations
interfaced with pythia8 predict larger jet multiplicities than
measured in the data for all the considered pT thresholds. In
general, no large deviations between data and the different
powheg predictions are observed.

The total systematic uncertainty in the absolute differen-
tial cross section ranges between 6 to 30 %, while for the nor-
malized cross section it varies from 2 % up to 20 % for the bins
corresponding to the highest number of jets. In both cases, the
dominant experimental systematic uncertainty arises from
the JES, having a maximum value of 16 % for the absolute
cross section bin with at least six jets and pT > 30 GeV.
Typical systematic uncertainty values range between 0.5 and
8 %, while the uncertainty in the normalized cross section is
0.5–4 %. Regarding the modelling uncertainties, the most rel-
evant ones are the uncertainty in the renormalization and fac-
torization scales and the parton shower modelling, up to 6 and
10 %, respectively. The uncertainties from the assumed top
quark mass used in the simulation and the jet-parton match-
ing threshold amount to 1–2 %. Other modelling uncertain-
ties such as PDF, CR, and UE have slightly smaller impact.
These uncertainties cancel to a large extent in the normal-
ized results, with typical contributions below 0.5 %. The total
contribution from the integrated luminosity, lepton identifi-
cation, and trigger efficiency, which only affect the normal-
ization, is 3.5 %. This contribution is below 0.1 % for every
bin in the normalized results. The uncertainty from the esti-
mate of the background contribution is around 2 % for the
absolute cross sections and typically below 0.5 % for the
normalized results.

9 Differential tt cross sections as a function of the
kinematic variables of the additional jets

The absolute and normalized differential cross sections are
measured as a function of the kinematic variables of the
additional jets in the visible phase space defined in Sect. 7.
The results are compared to predictions from four differ-
ent generators: powheg interfaced with pythia6 and her-

wig6, mc@nlo+herwig6, and MadGraph+pythia6 with
varied renormalization, factorization, and jet-parton match-
ing scales. All predictions are normalized to the measured
cross section over the range of the observable shown in the
histogram in the corresponding figures.

The absolute differential cross sections as a function of
the pT of the leading and subleading additional jets and HT,
the scalar sum of the pT of all additional jets in the event, are
shown in Fig. 9. The total uncertainties in the absolute cross
sections range from 8–14 % for the leading additional jet pT

and HT, and up to 40 % for the subleading additional jet pT,
while the systematic uncertainties in the normalized cross
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Fig. 7 Absolute differential tt cross sections as a function of jet multi-
plicity for jets with pT > 30 GeV (top row), 60 GeV (middle row), and
100 GeV (bottom row). In the figures on the left, the data are compared
with predictions from MadGraph interfaced with pythia6, mc@nlo

interfaced with herwig6, and powheg with pythia6 and herwig6.

The figures on the right show the behaviour of the MadGraph genera-
tor with varied renormalization, factorization, and jet-parton matching
scales. The inner (outer) vertical bars indicate the statistical (total)
uncertainties. The lower part of each plot shows the ratio of the predic-
tions to the data
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Fig. 8 Absolute differential tt cross sections as a function of jet mul-
tiplicity for jets with pT > 30 GeV (top row), 60 GeV (middle row),
and 100 GeV (bottom row). In the figures on the left, the data are com-
pared with predictions from MadGraph interfaced with pythia6 and
pythia8, and MG5_aMC@NLO interfaced with pythia8. The figures

on the right show the behaviour of the powheg generator without and
with hdamp set to mt , matched with different versions and tunes of
pythia and herwig6. The inner (outer) vertical bars indicate the sta-
tistical (total) uncertainties. The lower part of each plot shows the ratio
of the predictions to the data
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Fig. 9 Absolute differential tt cross section as a function of pT
of the leading additional jet (top) and the subleading additional
jet (middle), and HT (bottom) in the visible phase space of the tt
system and the additional jets. Data are compared to predictions
from MadGraph+pythia6, powheg+pythia6, powheg+herwig6,

and mc@nlo+herwig6 (left) and to MadGraph with varied renor-
malization, factorization, and jet-parton matching scales (right). The
inner (outer) vertical bars indicate the statistical (total) uncertainties.
The lower part of each plot shows the ratio of the predictions to the data
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Fig. 10 Absolute differential tt cross section as a function of the |η| of
the leading additional jet (top) and the subleading additional jet (bot-
tom) in the visible phase space of the tt system and the additional
jets. Data are compared to predictions from MadGraph+pythia6,
powheg+pythia6, powheg+herwig6, and mc@nlo+herwig6 (left)

and to MadGraph with varied renormalization, factorization, and jet-
parton matching scales (right). The inner (outer) vertical bars indicate
the statistical (total) uncertainties. The lower part of each plot shows
the ratio of the predictions to the data

sections for the bins with the larger number of events are
about 3–4 %. The dominant sources of systematic uncertain-
ties arise in both cases from model uncertainties, in particular
the renormalization and factorization scales, and the parton
shower modelling (up to 10 % for the absolute cross sections),
and JES (3–6 % for the absolute cross sections). The typi-
cal contribution of other uncertainties such as the assumed
top quark mass in the simulation, background contribution,
etc., amounts to 1–3 % and 0.5–1.5 %, for the absolute and
normalized cross sections, respectively.

In general, the simulation predictions describe the behavi-
our of the data for the leading additional jet momenta
and HT, although some predictions, in particular powheg,

favour a harder pT spectrum for the leading jet. The
mc@nlo+herwig6 prediction yields the largest discrep-
ancies. The varied MadGraph samples provide similar
descriptions of the shape of the data, except for MadGraph

with the lower μR = μF scale, which worsens the agreement.
The results as a function of |η| are presented in Fig. 10.

The typical total systematic uncertainties in the absolute cross
sections vary from 6.5–19 % for the leading additional jet and
about 11–20 % for the subleading one. The uncertainty in the
normalized cross section ranges from 1.5–9 % and 5–14 %,
respectively. The shape of the |η| distribution is well mod-
elled by mc@nlo+herwig6. The distributions from Mad-

Graph and powheg yield a similar description of the data,
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Fig. 11 Absolute differential tt cross section as a function of ΔRjj
between the leading and subleading additional jets (top) and their
invariant mass, mjj (bottom). Data are compared to predictions from
MadGraph+pythia6, powheg+pythia6, powheg+herwig6, and

mc@nlo+herwig6 (left) and to MadGraph with varied renormal-
ization, factorization, and jet-parton matching scales (right). The inner
(outer) vertical bars indicate the statistical (total) uncertainties. The
lower part of each plot shows the ratio of the predictions to the data

being slightly more central than mc@nlo. Variations of the
MadGraph parameters have little impact on these distribu-
tions.

The differential cross section is also measured as a func-
tion of the dijet angular separation ΔRjj and invariant mass
mjj for the leading and subleading additional jets (Fig. 11). In
general, all simulations provide a reasonable description of
the distributions for both variables. All results are reported
in Tables 3, 4 and 5 in Appendix B. Representative exam-
ples of the migration matrices are presented in Fig. 24 in
Appendix C.

The absolute and normalized differential cross sections
are also measured as a function of the kinematic variables
of the additional jets and b jets in the event for the full

phase space of the tt system to facilitate comparison with
theoretical calculations. In this case, the phase space is
defined only by the kinematic requirements on the additional
jets.

Figures 12 and 13 show the absolute cross sections as
a function of the pT and |η| of the leading and subleading
additional jets and HT, while the results as a function of ΔRjj

and mjj are presented in Fig. 14.
The total uncertainties range between 8–12 % for the

leading jet pT and HT, 10 % at lower pT and 40 % in the
tails of distribution of the subleading jet pT. The uncertain-
ties for |η| are 6–16 % and 10–30 % for the leading and
subleading additional jets, respectively. The typical uncer-
tainties in the cross section as a function of ΔRjj and mjj
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Fig. 12 Absolute differential tt cross section as a function of pT of
the leading additional jet (top) and the subleading additional jet (mid-
dle) and HT (bottom) measured in the full phase space of the tt sys-
tem, corrected for acceptance and branching fractions. Data are com-
pared to predictions from MadGraph+pythia6, powheg+pythia6,

powheg+herwig6, and mc@nlo+herwig6 (left) and to MadGraph

with varied renormalization, factorization, and jet-parton matching
scales (right). The inner (outer) vertical bars indicate the statistical
(total) uncertainties. The lower part of each plot shows the ratio of the
predictions to the data
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Fig. 13 Absolute differential tt cross section as a function of the |η| of
the leading additional jet (top) and the subleading additional jet (bot-
tom) measured in the full phase space of the tt system, corrected for
acceptance and branching fractions. Data are compared to predictions
from MadGraph+pythia6, powheg+pythia6, powheg+herwig6,

and mc@nlo+herwig6 (left) and to MadGraph with varied renor-
malization, factorization, and jet-parton matching scales (right). The
inner (outer) vertical bars indicate the statistical (total) uncertainties.
The lower part of each plot shows the ratio of the predictions to the data

are on the order of 10–20 %. The uncertainties are dom-
inated by the JES, scale uncertainties, and shower mod-
elling.

The numerical values are given in Tables 6, 7 and 8 of
Appendix B, together with the normalized results. In the lat-
ter, the uncertainties are on average 2–3 times smaller than
for the absolute cross sections, owing to the cancellation of
uncertainties such as the integrated luminosity, lepton iden-
tification, and trigger efficiency, as well as a large fraction
of the JES and model uncertainties, as discussed in Sect. 8.
The dominant systematic uncertainties are still the model
uncertainties, although they are typically smaller than for
the absolute cross sections.

The shapes of the distributions measured in the full and
visible phase-space regions of the tt system are similar, while
the absolute differential cross sections are a factor of 2.2
larger than those in the visible phase space of the tt system
(excluding the factor due to the leptonic branching fraction
correction (4.54 ± 0.10) % [62]).

10 Differential ttbb (ttb) cross sections as a function of
the kinematic variables of the additional b jets

Figure 15 shows the absolute tt differential cross sections in
the visible phase space of the tt system and the additional b
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Fig. 14 Absolute differential tt cross section as a function of ΔRjj
between the leading and subleading additional jets (top) and their invari-
ant mass, mjj (bottom) measured in the full phase space of the tt sys-
tem, corrected for acceptance and branching fractions. Data are com-
pared to predictions from MadGraph+pythia6, powheg+pythia6,

powheg+herwig6, and mc@nlo+herwig6 (left) and to MadGraph

with varied renormalization, factorization, and jet-parton matching
scales (right). The inner (outer) vertical bars indicate the statistical
(total) uncertainties. The lower part of each plot shows the ratio of the
predictions to the data

jets as a function of the pT and |η| of the leading and sub-
leading additional b jets, and ΔRbb and mbb of the two b jets.
The uncertainties in the measured cross sections as a func-
tion of the b jet kinematic variables are dominated by the
statistical uncertainties, with values varying from 20–100 %.
The results are quantified in Tables 9 and 10 in Appendix B,
together with the normalized results. The corresponding
migration matrices between the reconstructed and particle
levels for the kinematic properties of the additional b jets are
presented in Fig. 25 in Appendix C for illustration purposes.

The dominant systematic uncertainties are the b tagging
efficiency and JES, up to 20 % and 15 %, respectively. Other
uncertainties have typical values on the order of or below 5 %.

The experimental sources of systematic uncertainties affect-
ing only the normalization, which are constrained in the fit,
have a negligible impact. The largest model uncertainty cor-
responds to that from the renormalization and factorization
scales of 8 %. The effect of the assumed top quark mass and
the PDF uncertainties have typical values of 1–2 %. On aver-
age, the inclusion of all the systematic uncertainties increases
the total uncertainties by 10 %.

The measured distributions are compared with the Mad-

Graph+pythia6 prediction, normalized to the correspond-
ing measured inclusive cross section in the same phase space.
The measurements are also compared to the predictions from
mc@nlo interfaced with herwig6 and from powheg with
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Fig. 15 Absolute differential tt cross section measured in the visible
phase space of the tt system and the additional b jets, as a function of the
leading additional b jet pT (top left) and |η| (top right), subleading addi-
tional b jet pT (middle left) and |η| (middle right), the angular separation
ΔRbb between the two leading additional b jets (bottom left), and the
invariant mass mbb of the two b jets (bottom right). Data are compared

with predictions from MadGraph interfaced with pythia6, mc@nlo

interfaced with herwig6, and powheg with pythia6 and herwig6,
normalized to the measured inclusive cross section. The inner (outer)
vertical bars indicate the statistical (total) uncertainties. The lower part
of each plot shows the ratio of the predictions to the data
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pythia6 and herwig6. The normalization factors applied
to the MadGraph and powheg predictions are found to be
about 1.3 for results related to the leading additional b jet. The
predictions from both generators underestimate the ttbb cross
sections by a factor 1.8, in agreement with the results from
Ref. [11]. The normalization factors applied to mc@nlo are
approximately 2 and 4 for the leading and subleading addi-
tional b jet quantities, respectively, reflecting the observa-
tion that the generator does not simulate sufficiently large
jet multiplicities. All the predictions have slightly harder pT

spectra for the leading additional b jet than the data, while
they describe the behaviour of the |η| and mbb distributions
within the current precision. The predictions favour smaller
ΔRbb values than the measurement, although the differences
are in general within two standard deviations of the total
uncertainty.

The ttbb production cross sections are compared to the
NLO calculation by PowHel+pythia6 in Fig. 16. In the fig-
ure, the prediction is normalized to the absolute cross section
given by the calculation of 20.8±0.6 (stat)+7.9

−5.4(scale) fb. The
prediction describes well the shape of the different distribu-
tions, while the predicted absolute ttbb cross section is about
30 % lower than the measured one, but compatible within
the uncertainties.

The absolute differential cross sections measured in the
visible phase space of the additional b jets and the full phase
space of the tt system are presented in Fig. 17 and given in
Tables 11 and 12 of Appendix B. The results are corrected
for acceptance and dileptonic branching fractions including
τ leptonic decays (6.43 ± 0.14) % [62]. The results are com-
pared to the same predictions as in Fig. 15, which are scaled
to the measured cross section, obtained by integrating all
the bins of the corresponding distribution. The normalization
factor applied to the simulations is similar to the previous one
for the results in the visible phase space of the tt system. The
description of the data by the simulations is similar as well.
The total measured σttbb, as well as the agreement between
the data and the simulation, is in agreement with the result
obtained in Ref. [11]. In the full phase space, the inclusive
ttbb cross section at NLO given by PowHel+pythia6 cor-
responds to 62 ± 1 (stat)+23

−17(scale) fb (excluding the dilep-
tonic branching fraction correction). The comparison of the
differential ttbb cross section with the NLO calculation is
presented in Fig. 18.

Differences between the kinematic properties of the addi-
tional jets and b jets are expected owing to the different pro-
duction mechanisms [71] of both processes. The dominant
production mechanism of pp → ttbb is gluon-gluon (gg)
scattering, while in the case of pp → ttjj, the quark-gluon
(qg) channel is equally relevant. The |η| distributions of the
additional b jets seem to be more central than the correspond-
ing distributions of the additional jets, see Figs. 10 and 13.
This difference can be attributed mainly to the contribution

of the production via the qg channel, which favours the emis-
sion of jets at larger |η|. The distributions of the differential
cross section as a function of mbb peak at smaller invariant
masses than those as a function of mjj, presented in Figs. 11
and 14, because of the larger contribution of the gg chan-
nel. Given the large uncertainties in the ttbb measurements,
no statistically significant differences can be observed in the
shape of the pT distributions of the additional b jets compared
to the additional jets, shown in Figs. 9 and 12.

11 Additional jet gap fraction

An alternative way to investigate the jet activity arising from
quark and gluon radiation is to determine the fraction of
events that do not contain additional jets above a given pT

threshold [5,12]. A threshold observable, referred to as the
gap fraction, is defined as:

f (p j
T) = N (p j

T)

Ntotal
, (2)

where Ntotal is the total number of selected events and N (p j
T)

is the number of events that do not contain at least j additional
jets (apart from the two jets from the tt solution hypothesis)
above a pT threshold, with j corresponding to one or two
jets. The measurements are presented as a function of the pT

of the leading and subleading additional jets, respectively.
A modified gap fraction can be defined as:

f (HT) = N (HT)

Ntotal
, (3)

where N (HT) is the number of events in which the sum of
the scalar pT of the additional jets (HT) is less than a certain
threshold. In both cases, detector effects are unfolded using
theMadGraph simulation to obtain the results at the particle
level. The additional jets at the generator level are defined as
all jets within the kinematic acceptance, excluding the two
b jets originating from the b quarks from top quark decay
(see Sect. 7). For each value of the pT and HT thresholds the
gap fraction at the generator level is evaluated, along with
the equivalent distributions after the detector simulation and
analysis requirements. Given the high purity of the selected
events, above 70 % for any bin for the leading additional jet
pT and HT, and above 85 % for any bin for the subleading
additional jets, a correction for detector effects is applied
by following a simpler approach than the unfolding method
used for other measurements presented here. The data are
corrected to the particle level by applying the ratio of the
generated distributions at particle level to the simulated ones
at the reconstruction level, using the nominal MadGraph

simulation.
The measured gap fraction distributions are compared

to predictions from MadGraph interfaced with pythia6,
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Fig. 16 Absolute differential tt cross section measured in the visible
phase space of the tt system and the additional b jets, as a function of
the second additional b jet pT (top left) and |η| (top right), the angular
separation ΔRbb between the two leading additional b jets (bottom left),

and the invariant mass mbb of the two b jets (bottom right). Data are
compared with predictions from PowHel+pythia6. The inner (outer)
vertical bars indicate the statistical (total) uncertainties. The lower part
of each plot shows the ratio of the calculation to data

powheg6 interfaced with pythia6 and herwig6, mc@nlo

interfaced with herwig6, and to the MadGraph predictions
with varied renormalization, factorization, and jet-parton
matching scales. Figure 19 displays the gap fraction dis-
tribution as a function of the pT of the leading and sub-
leading additional jets, and HT. The lower part of the fig-
ures shows the ratio of the predictions to the data. The light
band indicates the total uncertainty in the data in each bin.
The threshold, defined at the value where the data point is
shown, is varied from 25 GeV (lower value compared to pre-
vious measurements [5]) to 190 GeV. In general,MadGraph

interfaced with pythia6 agrees with the data distributions of
the three variables, while powheg interfaced with pythia6
and herwig6 also provide a good description of the data,

though they tend to predict a lower gap fraction than the mea-
sured ones. Themc@nlogenerator interfaced withherwig6
describes the data well as a function of the leading additional
jet pT. However, it predicts higher values of the gap frac-
tion as a function of the subleading jet pT and HT. Modi-
fying the renormalization and factorization scales in Mad-

Graph worsens the agreement with data, while variations
of the jet-parton matching threshold provide similar predic-
tions as the nominal MadGraph simulation, in agreement
with the results shown before.

The results are also compared in Fig. 20 with the recently
available simulations, described in Sect. 3, matched to dif-
ferent versions of the parton showering models. The Mad-

Graph and MG5_aMC@NLO generators interfaced with
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Fig. 17 Absolute differential tt cross section measured in the full phase
space of the tt system, corrected for acceptance and branching fractions,
and the visible phase space of the additional b jets, as a function of
the leading additional b jet pT (top left) and |η| (top right), sublead-
ing additional b jet pT (middle left) and |η| (middle right), the angular
separation ΔRbb between the leading and subleading additional b jets
(bottom left), and the invariant massmbb of the two b jets (bottom right).

Data are compared with predictions from MadGraph interfaced with
pythia6, mc@nlo interfaced with herwig6, and powheg intefarced
with both pythia6 and herwig6, normalized to the measured inclu-
sive cross section. The inner (outer) vertical bars indicate the statistical
(total) uncertainties. The lower part of each plot shows the ratio of the
predictions to the data
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Fig. 18 Absolute differential tt cross section measured in the full phase
space of the tt system, corrected for acceptance and branching fractions,
and the additional b jets, as a function of the second additional b jet pT
(top left) and |η| (top right), the angular separation ΔRbb between the
leading and subleading additional b jets (bottom left), and the invari-

ant mass mbb of the two b jets (bottom right). Data are compared with
predictions from PowHel+pythia6. The inner (outer) vertical bars
indicate the statistical (total) uncertainties. The lower part of each plot
shows the ratio of the calculation to data

pythia8 predict up to 10 % lower values of the gap frac-
tion for all the variables, which reflects the fact that those
simulations generate larger jet multiplicities, as discussed
in Sect. 8. Within the uncertainties, the predictions of the
powheg+pythia8 simulation agree well with data, while
the powheg generator (with hdamp = mt) interfaced with
pythia6 and herwig6 tends to overestimate and underesti-
mate the measured values, respectively.

The gap fraction is also measured in different |η| regions
of the additional jets, with the results presented in Figs. 21, 22
and 23 as a function of the leading additional jet pT, sublead-
ing additional jet pT, and HT, respectively. In general, the gap
fraction values predicted by the simulations describe the data
better in the higher |η| ranges. The values given by Mad-

Graph and powheg interfaced with pythia6 are slightly

below the measured ones in the central region for the leading
pT jet and HT, while mc@nlo+herwig6 yields higher val-
ues of the gap fraction. In the case of the subleading jet pT,
all predictions agree with the data within the uncertainties,
except for mc@nlo+herwig6 in the more central regions.
Variations of the jet-parton matching threshold do not have
a noticeable impact on the gap fraction, while MadGraph

with the varied renormalization and factorization scales pro-
vides a poorer description of the data.

The total systematic uncertainty in the gap fraction distri-
butions is about 5 % for low values of the threshold (pT or
HT) and decreases to <0.5 % for the highest values. The mea-
surement of the gap fraction as a function of HT has larger
uncertainties because of the impact of the lower-momentum
jets that have a significantly larger uncertainty, as discussed
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Fig. 19 Measured gap fraction as a function of the leading additional
jet pT (top row), subleading additional jet pT (middle row), and of
HT (bottom row). Data are compared to predictions from MadGraph,
powheg interfaced with pythia and herwig, and mc@nlo interfaced
with herwig (left), and to MadGraph with varied renormalization,
factorization, and jet-parton matching scales (right). For each bin the

threshold is defined at the value where the data point is placed. The
vertical bars on the data points indicate the statistical uncertainty. The
shadedband corresponds to the statistical and the total systematic uncer-
tainty added in quadrature. The lower part of each plot shows the ratio
of the predictions to the data
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Fig. 20 Measured gap fraction as a function of the leading additional
jet pT (top row), subleading additional jet pT (middle row), and of HT
(bottom row). Data are compared to predictions fromMadGraph, inter-
faced with pythia6 and pythia8, and MG5_aMC@NLO interfaced
with herwig6 (left), and to powheg interfaced with different versions
of pythia and herwig6 (right). For each bin the threshold is defined at

the value where the data point is placed. The vertical bars on the data
points indicate the statistical uncertainty. The shaded band corresponds
to the statistical and the total systematic uncertainty added in quadra-
ture. The lower part of each plot shows the ratio of the predictions to
the data
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Fig. 21 Measured gap fraction as a function of the leading addi-
tional jet pT in different η regions. Data are compared to predictions
from MadGraph, powheg interfaced with pythia6 and herwig6, and
mc@nlo interfaced with herwig6 (left) and toMadGraphwith varied
renormalization, factorization, and jet-parton matching scales (right).

For each bin the threshold is defined at the value where the data point
is placed. The vertical bars on the data points indicate the statistical
uncertainty. The shaded band corresponds to the statistical uncertainty
and the total systematic uncertainty added in quadrature. The lower part
of each plot shows the ratio of the predictions to the data
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Fig. 22 Measured gap fraction as a function of the subleading addi-
tional jet pT in different |η| regions. Data are compared to predictions
from MadGraph, powheg interfaced with pythia6 and herwig6, and
mc@nlo interfaced with herwig6 (left) and to MadGraph with var-
ied with varied renormalization, factorization, and jet-parton matching
scales (right). For each bin the threshold is defined at the value where

the data point is placed. The vertical bars on the data points indicate the
statistical uncertainty. The shaded band corresponds to the statistical
uncertainty and the total systematic uncertainty added in quadrature.
The lower part of each plot shows the ratio of the predictions to the
data
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Fig. 23 Measured gap fraction as a function of HT in different η

regions. Results in data are compared to the nominal MadGraph sig-
nal sample, powheg and mc@nlo (left) and to the samples with varied
renormalization, factorization, and jet-parton matching scales (right).
For each bin the threshold is defined at the value where the data point

is placed. The vertical bars on the data points indicate the statistical
uncertainty. The shaded band corresponds to the statistical uncertainty
and the total systematic uncertainty added in quadrature. The lower part
of each plot shows the ratio of the predictions to the data
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in Sect. 9. The uncertainty in JES is the dominant source
of systematic uncertainty, corresponding to approximately
4 % for the smallest pT and HT values. Other sources with a
smaller impact on the total uncertainty are the b tagging effi-
ciency, JER, pileup, and the simulated sample used to correct
the data to the particle level.

12 Summary

Measurements of the absolute and normalized differential
top quark pair production cross sections have been presented
using pp collisions at a centre-of-mass energy of 8 TeV, cor-
responding to an integrated luminosity of 19.7 fb−1, in the
dilepton decay channel as a function of the number of jets in
the event, for three different jet pT thresholds, and as a func-
tion of the kinematic variables of the leading and subleading
additional jets. The results have been compared to the pre-
dictions from MadGraph interfaced with pythia6, powheg

interfaced with both pythia6 and herwig6, mc@nlo inter-
faced with herwig6, and MadGraph samples with var-
ied renormalization, factorization, and jet-parton matching
scales. In general, all these generators are found to give a
reasonable description of the data.

The MadGraph and powheg generators interfaced with
pythia6 describe the data well for all measured jet multi-
plicities; while mc@nlo interfaced with herwig6 generates
lower multiplicities than observed for the lower-pT thresh-
olds. The prediction from MadGraphwith varied renormal-
ization and factorization scales does not provide an improved
description of the data compared to the nominal simulation.

These results are also compared to the predictions from
powheg with the hdamp parameter set to the top quark
mass interfaced with pythia6, pythia8, and herwig6,
which provide a reasonable description of the data within
the uncertainties, and the predictions from MadGraph and
MG5_aMC@NLO interfaced with pythia8, which generate
higher jet multiplicities for all the pT thresholds.

The measured kinematic variables of the leading and sub-
leading additional jets are consistent with the various pre-
dictions. The simulations also describe well the data distri-
butions of the leading additional jet pT and HT, although
they tend to predict higher pT values and more central val-
ues in η. MadGraph with varied parameters yields similar
predictions, except for varying the renormalization and fac-
torization scales, which tends to give higher HT values. The
mc@nlo generator predicts lower yields than observed for
the subleading additional jet pT.

The uncertainties in the measured ttbb (ttb) absolute and
normalized differential cross sections as a function of the b
jet kinematic variables are dominated by the statistical uncer-
tainties. In general, the predictions describe well the shape
of the measured cross sections as a function of the variables

studied, except for ΔRbb, where they favour smaller val-
ues than the measurement. The predictions underestimate
the total ttbb cross section by approximately a factor of 2,
in agreement with previous measurements [11]. The calcula-
tion by PowHel [19] describes well the shape of the distri-
butions, while the predicted absolute cross section is about
30 % lower, but compatible with the measurements within
the uncertainties.

The gap fraction has been measured as a function of the
pT of the leading and subleading additional jets and HT of
the additional jets in different η ranges. For a given threshold
value, the gap fraction as a function of HT is lower than the
gap fraction as a function of the pT of the leading additional
jet, showing that the measurement is probing multiple quark
and gluon emission. Within the uncertainties, all predictions
describe the gap fraction well as a function of the momen-
tum of the first additional jet, while mc@nlo interfaced with
herwig fails to describe the gap fraction as a function of the
subleading additional jet pT and HT. In general, MadGraph

with decreased renormalization and factorization scales more
poorly describes the observed gap fraction, while varying the
jet-parton matching threshold provides a similar description
of the data. The MadGraph and MG5_aMC@NLO gen-
erators interfaced with pythia8 predict lower values than
measured. The powheg simulation with hdamp = mt inter-
faced with pythia8 is consistent with the data, while the
simulation interfaced with herwig6 and pythia6 tends to
worsen the comparison with the measurement.

In general, the different measurements presented are in
agreement with the SM predictions as formulated by the var-
ious event generators, within their uncertainties. The correct
description of tt+jets production is important since it consti-
tutes a major background in searches for new particles in sev-
eral supersymmetric models and in ttH processes, where the
Higgs boson decays into bb. The ttbb (ttb) differential cross
sections, measured here for the first time, also provide impor-
tant information about the main irreducible background in the
search for ttH (bb).

Acknowledgments We thank M. V. Garzelli for providing the theo-
retical predictions from PowHel+pythia6. We congratulate our col-
leagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC and thank the technical and administrative staffs at
CERN and at other CMS institutes for their contributions to the success
of the CMS effort. In addition, we gratefully acknowledge the comput-
ing centres and personnel of the Worldwide LHC Computing Grid for
delivering so effectively the computing infrastructure essential to our
analyses. Finally, we acknowledge the enduring support for the con-
struction and operation of the LHC and the CMS detector provided by
the following funding agencies: the Austrian Federal Ministry of Sci-
ence, Research and Economy and the Austrian Science Fund; the Bel-
gian Fonds de la Recherche Scientifique, and Fonds voor Wetenschap-
pelijk Onderzoek; the Brazilian Funding Agencies (CNPq, CAPES,
FAPERJ, and FAPESP); the Bulgarian Ministry of Education and Sci-
ence; CERN; the Chinese Academy of Sciences, Ministry of Science
and Technology, and National Natural Science Foundation of China; the

123

172



379 Page 34 of 56 Eur. Phys. J. C (2016) 76 :379

Colombian Funding Agency (COLCIENCIAS); the Croatian Ministry
of Science, Education and Sport, and the Croatian Science Foundation;
the Research Promotion Foundation, Cyprus; the Ministry of Education
and Research, Estonian Research Council via IUT23-4 and IUT23-
6 and European Regional Development Fund, Estonia; the Academy
of Finland, Finnish Ministry of Education and Culture, and Helsinki
Institute of Physics; the Institut National de Physique Nucléaire et de
Physique des Particules/CNRS, and Commissariat à l’Énergie Atom-
ique et aux Énergies Alternatives/CEA, France; the Bundesministerium
für Bildung und Forschung, Deutsche Forschungsgemeinschaft, and
Helmholtz-Gemeinschaft Deutscher Forschungszentren, Germany; the
General Secretariat for Research and Technology, Greece; the National
Scientific Research Foundation, and National Innovation Office, Hun-
gary; the Department of Atomic Energy and the Department of Science
and Technology, India; the Institute for Studies in Theoretical Physics
and Mathematics, Iran; the Science Foundation, Ireland; the Istituto
Nazionale di Fisica Nucleare, Italy; the Ministry of Science, ICT and
Future Planning, and National Research Foundation (NRF), Republic
of Korea; the Lithuanian Academy of Sciences; the Ministry of Educa-
tion, and University of Malaya (Malaysia); the Mexican Funding Agen-
cies (CINVESTAV, CONACYT, SEP, and UASLP-FAI); the Ministry
of Business, Innovation and Employment, New Zealand; the Pakistan
Atomic Energy Commission; the Ministry of Science and Higher Edu-
cation and the National Science Centre, Poland; the Fundação para a
Ciência e a Tecnologia, Portugal; JINR, Dubna; the Ministry of Edu-
cation and Science of the Russian Federation, the Federal Agency of
Atomic Energy of the Russian Federation, Russian Academy of Sci-
ences, and the Russian Foundation for Basic Research; the Ministry
of Education, Science and Technological Development of Serbia; the
Secretaría de Estado de Investigación, Desarrollo e Innovación and Pro-
grama Consolider-Ingenio 2010, Spain; the Swiss Funding Agencies
(ETH Board, ETH Zurich, PSI, SNF, UniZH, Canton Zurich, and SER);
the Ministry of Science and Technology, Taipei; the Thailand Center
of Excellence in Physics, the Institute for the Promotion of Teaching
Science and Technology of Thailand, Special Task Force for Activat-
ing Research and the National Science and Technology Development
Agency of Thailand; the Scientific and Technical Research Council of
Turkey, and Turkish Atomic Energy Authority; the National Academy
of Sciences of Ukraine, and State Fund for Fundamental Researches,
Ukraine; the Science and Technology Facilities Council, UK; the US
Department of Energy, and the US National Science Foundation. Indi-
viduals have received support from the Marie-Curie programme and
the European Research Council and EPLANET (European Union);
the Leventis Foundation; the A. P. Sloan Foundation; the Alexander
von Humboldt Foundation; the Belgian Federal Science Policy Office;
the Fonds pour la Formation à la Recherche dans l’Industrie et dans
l’Agriculture (FRIA-Belgium); the Agentschap voor Innovatie door
Wetenschap en Technologie (IWT-Belgium); the Ministry of Education,
Youth and Sports (MEYS) of the Czech Republic; the Council of Sci-
ence and Industrial Research, India; the HOMING PLUS programme
of the Foundation for Polish Science, cofinanced from European Union,
Regional Development Fund; the OPUS programme of the National Sci-
ence Center (Poland); the Compagnia di San Paolo (Torino); the Con-
sorzio per la Fisica (Trieste); MIUR project 20108T4XTM (Italy); the
Thalis and Aristeia programmes cofinanced by EU-ESF and the Greek
NSRF; the National Priorities Research Program by Qatar National
Research Fund; the Rachadapisek Sompot Fund for Postdoctoral Fel-
lowship, Chulalongkorn University (Thailand); and the Welch Founda-
tion, contract C-1845.

Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative

Commons license, and indicate if changes were made.
Funded by SCOAP3.

A BDT variables

The variables used for the BDT are listed below. The can-
didate b jet is denoted with the superscript b in the follow-
ing equations, while the candidate anti-b jet is denoted as b.
Combinations of particles that are treated as a system by
adding their four-momentum vectors are denoted without a
comma, e.g. b	+ represents the b jet and the antilepton sys-
tem. The angular separation ΔR = √

(Δη)2 + (Δφ)2 and
the azimuthal angular difference Δφ between the directions
of two particles is designated using the two particle abbrevi-
ations in a superscript, separated by a comma.

One variable is the difference in the jet charges, crel, of
the b and b jets:

• cb̄
rel − cb

rel

It is the only variable not directly related to the kinematical
properties of the tt decay and the additional radiation. The
values are by definition positive, as the jet with the highest
charge is always assigned as the anti-b jet.

There are three angular variables:

• 0.5 (|Δφb,/	pT | + |Δφb̄,/	pT |)
• |Δφb	+,b̄	−|
• ΔRb,	+

and ΔRb̄,	−

Here, /	pT denotes the missing transverse momentum in an
event. The angles are defined such that −π ≤ Δφ ≤ π , and
consequently the absolute values are within [0, π ].

Two variables are the pT of the b jet (b jet) and charged
antilepton (lepton) systems:

• pb	+
T and pb	−

T

The remaining variables are based on the invariant or
transverse masses of several particle combinations:

• mb	+ + mb	−

• mb	+ − mb	−

• mbb	+	− − mbb

• mjets
recoil − mbb

• 0.5 (m
b/	pT
T + m

b/	pT
T )

For any pair of jets, the variable mjets
recoil is the invariant mass

of all the other selected jets recoiling against this pair, i.e. all
selected jets except these two.

B Summary tables of absolute and normalized cross
section measurements

See Tables 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12.
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Table 2 Absolute (left) and normalized (right) differential tt cross
sections as a function of the jet multiplicity (Njets) for jets with
pT > 30 GeV (top), pT > 60 GeV (middle), and pT > 100 GeV (bot-

tom), along with their statistical, systematic, and total uncertainties. The
results are presented at the particle level in the visible phase space of
the tt decay products and the additional jets

Njets dσ vis/dNjets (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dNjets) Stat. (%) Syst. (%) Tot. (%)

pT > 30 GeV

2 2.59 0.6 5.8 5.8 5.38 × 10−1 0.6 3.6 3.6

3 1.43 1.5 10 10 2.95 × 10−1 1.2 3.8 4.0

4 5.1 × 10−1 2.2 14 14 1.05 × 10−1 2.1 9.3 9.5

5 1.5 × 10−1 3.6 28 28 3.1 × 10−2 3.5 28 29

≥6 5.0 × 10−2 6.4 20 21 1.1 × 10−2 6.2 16 17

pT > 60 GeV

0 5.56 × 10−1 1.5 7.4 7.5 1.17 × 10−1 2.0 5.9 6.2

1 1.73 2.0 6.8 7.1 3.67 × 10−1 1.4 1.9 2.3

2 1.87 1.2 5.9 6.1 3.93 × 10−1 1.0 1.8 2.1

3 4.73 × 10−1 2.2 8.4 8.6 9.85 × 10−2 2.1 3.7 4.3

4 9.2 × 10−2 4.6 19 19 2.0 × 10−2 4.4 18 18

≥5 1.9 × 10−2 9.1 13 16 4.2 × 10−3 8.7 9.2 13

pT > 100 GeV

0 2.66 0.6 6.1 6.2 5.59 × 10−1 0.6 2.9 2.9

1 1.37 1.6 7.6 7.7 2.92 × 10−1 1.3 4.5 4.6

2 6.00 × 10−1 2.0 6.5 6.8 1.25 × 10−1 1.8 2.0 2.7

3 9.29 × 10−2 4.5 13 14 2.0 × 10−2 4.4 13 14

≥4 1.37 × 10−2 12 14 18 2.9 × 10−3 11 13 17

Table 3 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the pT (pT

j1) and the |η| (|η j1|) of the leading
additional jet in the event (not coming from the top quark decay prod-

ucts), along with their statistical, systematic, and total uncertainties.
The results are presented at the particle level in the visible phase space

pT
j1 bin range (GeV) dσ vis/dpT

j1 (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dpT
j1) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 45 5.30 × 10−2 0.8 8.2 8.2 1.82 × 10−2 0.8 2.8 2.9

45, 80 2.17 × 10−2 2.2 7.7 8.0 7.44 × 10−3 1.4 3.9 4.1

80, 140 8.64 × 10−3 2.2 7.9 8.2 2.96 × 10−3 2.1 4.9 5.3

140, 200 2.8 × 10−3 3.4 9.3 10 9.78 × 10−4 3.3 6.7 7.4

200, 400 6.9 × 10−4 3.8 14 14 2.4 × 10−4 3.5 14 14

|η j1| bin range (GeV) dσ vis/d|η j1| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/d|η j1|) Stat. (%) Syst. (%) Tot. (%)

0, 0.6 1.32 1.2 6.5 6.6 4.27 × 10−1 1.7 6.4 6.6

0.6, 1.2 1.5 2.2 11 11 4.77 × 10−1 1.4 2.3 2.7

1.2, 1.8 1.3 2.0 10 10 4.20 × 10−1 1.6 1.4 2.1

1.8, 2.4 1.1 2.4 19 19 3.42 × 10−1 1.9 9.3 9.5
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Table 4 Absolute (left) and normalized (right) differential tt cross sections as a function of the pT (pT
j2) and the |η| (|ηj2|) of the subleading

additional jet, along with their statistical, systematic, and total uncertainties. The results are presented at particle level in the visible phase space

pT
j2 bin range (GeV) dσ vis/dpT

j2 (pb/GeVns) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dpT
j2) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 35 4.7 × 10−2 2.6 12 12 3.68 × 10−2 1.1 4.5 4.7

35, 50 1.7 × 10−2 4.7 8.8 10 1.32 × 10−2 2.7 5.6 6.3

50, 80 6.82 × 10−3 4.3 8.5 9.6 5.30 × 10−3 5.2 7.1 8.7

80, 200 9.0 × 10−4 4.9 27 27 7.1 × 10−4 4.6 25 26

200, 400 4.0 × 10−5 15 35 38 2.7 × 10−5 16 49 51

|η j2| bin range (GeV) dσ vis/d|η j2| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/d|η j2|) Stat. (%) Syst. (%) Tot. (%)

0, 0.6 6.4 × 10−1 1.6 11 11 4.69 × 10−1 3.2 8.6 9.2

0.6, 1.2 6.2 × 10−1 4.6 14 14 4.50 × 10−1 2.9 5.2 6.0

1.2, 1.8 5.3 × 10−1 4.5 20 20 3.99 × 10−1 3.2 6.0 6.8

1.8, 2.4 4.7 × 10−1 5.0 29 30 3.5 × 10−1 3.8 14 14

Table 5 Absolute (left) and normalized (right) differential tt cross
sections as a function of the invariant mass (mjj) of the two leading
additional jets in the event, the angle ΔR between them (ΔRjj), and

HT, along with their statistical, systematic, and total uncertainties. The
results are presented at the particle level in the visible phase space

mjj bin range (GeV) dσ vis/dmjj (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dmjj) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

0, 60 4.4 × 10−3 1.3 14 14 3.7 × 10−3 2.4 13 13

60, 100 7.6 × 10−3 5.3 16 17 6.33 × 10−3 3.6 4.9 6.0

100, 170 4.7 × 10−3 3.9 15 16 3.96 × 10−3 2.8 4.9 5.6

170, 400 1.3 × 10−3 3.2 14 14 1.08 × 10−3 2.4 4.3 5.2

ΔRjj bin range dσ vis/dΔRjj (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dΔRjj) Stat. (%) Syst. (%) Tot. (%)

0.5, 1.0 3.4 × 10−1 2.4 11 11 2.8 × 10−1 5.4 18 19

1.0, 2.0 3.0 × 10−1 6.2 29 30 2.4 × 10−1 3.8 9.2 10

2.0, 3.0 4.1 × 10−1 5.1 28 28 3.29 × 10−1 3.0 7.5 8.1

3.0, 4.0 2.8 × 10−1 5.2 21 21 2.28 × 10−1 3.5 7.2 8.0

4.0, 5.0 7.7 × 10−2 8.1 23 24 6.0 × 10−2 7.3 19 20

HT bin range dσ vis/dHT (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dHT) Stat. (%) Syst. (%) Tot. (%)

20, 45 3.96 × 10−2 1.0 7.6 7.7 1.35 × 10−2 0.9 3.6 3.7

45, 80 2.0 × 10−2 2.6 10 11 6.91 × 10−3 1.7 3.2 3.6

80, 140 1.06 × 10−2 2.0 9.3 9.5 3.53 × 10−3 1.9 2.6 3.3

140, 200 4.7 × 10−3 2.7 13 13 1.62 × 10−3 2.6 6.6 7.1

200, 600 8.3 × 10−4 2.6 15 15 2.8 × 10−4 2.3 11 12

123

175



Eur. Phys. J. C (2016) 76 :379 Page 37 of 56 379

Table 6 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the pT (pT

j1) and the |η| (|η j1|) of the leading
additional jet in the event (not coming from the top quark decay prod-

ucts), along with their statistical, systematic, and total uncertainties.
The results are presented at the particle level in the full phase space of
the tt system, corrected for acceptance and branching fractions

pT
j1 bin range (GeV) dσ full/dpT

j1 (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dpT
j1) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 45 2.7 0.9 10 10 1.85 × 10−2 0.7 2.3 2.4

45, 80 1.13 1.7 9.3 9.4 7.66 × 10−3 1.3 3.4 3.6

80, 140 4.25 × 10−1 1.8 7.6 7.8 2.88 × 10−3 1.7 3.2 3.6

140, 200 1.36 × 10−1 2.7 7.8 8.3 9.26 × 10−4 2.6 4.4 5.1

200, 400 3.04 × 10−2 3.0 7.8 8.4 2.07 × 10−4 2.9 8.0 8.5

|η j1| bin range (GeV) dσ full/d|η j1| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/d|η j1|) Stat. (%) Syst. (%) Tot. (%)

0, 0.6 65.7 1.4 6.2 6.4 4.37 × 10−1 1.5 5.8 5.9

0.6, 1.2 70.6 1.4 9.6 9.8 4.72 × 10−1 1.2 2.2 2.5

1.2, 1.8 63.2 1.5 9.6 9.8 4.19 × 10−1 1.3 0.8 1.5

1.8, 2.4 51 1.9 16 16 3.38 × 10−1 1.7 7.4 7.6

Table 7 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the pT (pT

j2) and the |η| (|η j2|) of the subleading
additional jet in the event (not coming from the top quark decay prod-

ucts), along with their statistical, systematic, and total uncertainties.
The results are presented at the particle level in the full phase space of
the tt system, corrected for acceptance and branching fractions

pT
j2 bin range (GeV) dσ full/dpT

j2 (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dpT
j2) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 35 2.4 1.6 15 15 3.76 × 10−2 0.9 3.9 4.0

35, 50 8.7 × 10−1 4.0 10 11 1.33 × 10−2 2.8 5.8 6.5

50, 80 3.4 × 10−1 3.9 12 13 5.18 × 10−3 4.3 5.5 7.0

80, 200 4.2 × 10−2 4.0 17 18 6.5 × 10−4 3.8 21 21

200, 400 1.5 × 10−3 13 42 44 2.2 × 10−5 14 52 54

|η j2| bin range (GeV) dσ full/d|η j2| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/d|η j2|) Stat. (%) Syst. (%) Tot. (%)

0, 0.6 31.6 2.2 9.4 9.7 4.69 × 10−1 2.9 9.1 9.5

0.6, 1.2 30 3.2 13 14 4.50 × 10−1 2.4 4.4 5.0

1.2, 1.8 27 3.3 20 20 4.02 × 10−1 2.7 5.7 6.3

1.8, 2.4 23 4.0 28 28 3.5 × 10−1 3.4 13 13

Table 8 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the invariant mass of the two first leading addi-
tional jets in the event (mjj), the angle ΔR between them (ΔRjj), and

HT, along with their statistical, systematic, and total uncertainties. The
results are presented at the particle level in the full phase space of tt
system, corrected for acceptance and branching fractions

mjj bin range (GeV) dσ full/dmjj (pb/GeVns) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dmjj) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

0, 60 2.3 × 10−1 1.7 18 18 3.7 × 10−3 2.4 13 13

60, 100 4.0 × 10−1 5.0 13 14 6.47 × 10−3 3.5 4.3 5.5

100, 170 2.4 × 10−1 3.3 10 12 3.98 × 10−3 2.9 4.2 5.1

170, 400 6.4 × 10−2 2.7 10 10 1.04 × 10−3 2.5 5.4 6.0

ΔRjj bin range dσ full/dΔRjj (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dΔRjj) Stat. (%) Syst. (%) Tot. (%)

0.5, 1.0 17 3.2 13 13 2.6 × 10−1 4.5 11.6 12

1.0, 2.0 16 4.0 13 14 2.45 × 10−1 3.0 5.4 6.2

2.0, 3.0 22 3.4 15 15 3.35 × 10−1 2.4 5.7 6.2

3.0, 4.0 15 3.6 16 16 2.27 × 10−1 2.8 6.0 6.7

4.0, 5.0 3.8 6.5 22 23 5.8 × 10−2 6.0 15 16
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Table 8 continued

HT bin range dσ full/dHT (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dHT) Stat. (%) Syst. (%) Tot. (%)

20, 45 2.01 1.0 8.2 8.3 1.36 × 10−2 0.9 2.7 2.8

45, 80 1.1 2.0 9.9 10 7.08 × 10−3 1.5 2.0 2.5

80, 140 5.3 × 10−1 1.7 11 11 3.56 × 10−3 1.6 3.0 3.5

140, 200 2.3 × 10−1 2.3 12 12 1.58 × 10−3 2.2 4.7 5.1

200, 600 3.80 × 10−2 2.0 9.2 9.4 2.56 × 10−4 1.9 5.8 6.1

Table 9 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the pT and the |η| of the leading (pT

b1, |η b1|) and
subleading (pT

b2, |η b2|) additional b jet in the event (not coming from

the top quark decay products), along with their statistical, systematic,
and total uncertainties. The results are presented at particle level in the
visible phase space

pT
b1 bin range (GeV) dσ vis/dpT

b1 (pb/GeVns) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dpT
b1) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 45 2.7 × 10−3 25 23 35 1.6 × 10−2 26 25 36

45, 80 1.6 × 10−3 23 18 29 9.8 × 10−3 23 19 30

80, 200 2.9 × 10−4 28 19 34 1.8 × 10−3 28 21 35

200, 400 2.6 × 10−5 64 46 78 1.6 × 10−4 62 46 78

|η b1| bin range (GeV) dσ vis/d|η b1| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/d|η b1|) Stat. (%) Syst. (%) Tot. (%)

0, 0.6 8.3 × 10−2 25 8 26 0.5 32 8 33

0.6, 1.2 6.6 × 10−2 35 7 36 0.4 30 7 30

1.2, 1.8 5.4 × 10−2 41 12 42 0.3 34 12 36

1.8, 2.4 6.6 × 10−2 35 12 37 0.4 29 12 32

pT
b2 bin range (GeV) dσ vis/dpT

b2 (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dpT
b2) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 45 9.6 × 10−4 33 11 34 3.0 × 10−2 18 8 20

45, 80 1.8 × 10−4 54 24 60 5.5 × 10−3 51 24 56

80, 200 1.8 × 10−5 124 35 129 5.5 × 10−4 128 35 132

|η b2| bin range (GeV) dσ vis/d|η b2| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/d|η b2|) Stat. (%) Syst. (%) Tot. (%)

0, 0.6 2.3 × 10−2 47 25 53 0.8 57 25 62

0.6, 1.2 1.2 × 10−2 58 18 61 0.4 47 14 49

1.2, 2.4 7.6 × 10−3 97 38 104 0.3 79 37 87

Table 10 Absolute (left) and normalized (right) differential tt cross
sections as a function of the invariant mass of the two leading addi-
tional b jets in the event (mbb) and the angle ΔRbb, along with their

statistical, systematic, and total uncertainties. The results are presented
at particle level in the visible phase space

mbb bin range (GeV) dσ vis/dmbb (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dmbb) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

10, 60 2.6 × 10−4 60 24 65 8.2 × 10−3 64 23 68

60, 100 1.7 × 10−4 118 42 125 5.5 × 10−3 104 41 112

100, 170 5.0 × 10−5 142 49 151 1.6 × 10−3 135 47 142

170, 400 2.9 × 10−5 64 44 77 9.4 × 10−4 66 45 80

ΔRbb bin range dσ vis/dΔRbb (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ vis)(dσ vis/dΔRbb) Stat. (%) Syst. (%) Tot. (%)

0.5, 1.0 2.5 × 10−3 327 99 342 0.1 334 98 348

1.0, 2.0 7.7 × 10−3 75 39 84 0.2 63 36 72

2.0, 5.0 9.8 × 10−3 29 14 32 0.3 19 15 24
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Table 11 Absolute (left) and normalized (right) differential tt
cross sections as a function of the pT and the |η| of the lead-
ing (pb1

T , |ηb1|) and subleading (pb2
T , |ηb2|) additional b jet in

the event (not coming from the top quark decay products), along

with their statistical, systematic, and total uncertainties. The results
are presented at particle level in the full phase space of the tt system,
corrected for acceptance and branching fractions

pT
b1 bin range (GeV) dσ full/dpT

b1 (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dpT
b1) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 45 1.1 × 10−1 33 25 41 1.7 × 10−2 24 24 34

45, 80 6.3 × 10−2 17 19 25 9.5 × 10−3 19 19 27

80, 200 1.2 × 10−2 22 20 29 1.8 × 10−3 26 20 33

200, 400 1.0 × 10−3 53 39 66 1.5 × 10−4 55 39 67

|η b1| bin range (GeV) dσ full/d|η b1| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/d|η b1|) Stat. (%) Syst. (%) Tot. (%)

0.0, 0.6 3.5 26 7 27 0.5 26 7 27

0.6, 1.2 2.9 24 6 25 0.4 23 6 24

1.2, 1.8 2.4 28 9 30 0.4 26 9 27

1.8, 2.4 2.7 29 10 31 0.4 26 10 28

pT
b2 bin range (GeV) dσ full/dpT

b2 (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dpT
b2) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

20, 45 4.2 × 10−2 40 10 42 3.0 × 10−2 18 7 20

45, 80 7.3 × 10−3 50 25 56 5.3 × 10−3 57 24 62

80, 200 6.8 × 10−4 108 35 113 4.9 × 10−4 114 35 120

|η b2| bin range (GeV) dσ full/d|η b2| (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/d|η b2|) Stat. (%) Syst. (%) Tot. (%)

0.0, 0.6 1.0 48 18 52 0.7 46 18 50

0.6, 1.2 5.8 × 10−1 48 15 50 0.4 41 12 43

1.2, 2.4 3.4 × 10−1 73 29 79 0.3 66 29 72

Table 12 Absolute (left) and normalized (right) differential tt cross
sections as a function of the invariant mass of the two leading addi-
tional b jets in the event (mbb) and the angle ΔRbb, along with their

statistical, systematic, and total uncertainties. The results are presented
at the particle level in the full phase space of the tt system, corrected
for acceptance and branching fractions

mbb bin range (GeV) dσ full/dmbb (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dmbb) (GeV−1) Stat. (%) Syst. (%) Tot. (%)

10, 60 1.1 × 10−2 83 23 86 8.4 × 10−3 69 23 73

60, 100 7.9 × 10−3 92 31 97 5.8 × 10−3 89 30 94

100, 170 2.5 × 10−3 107 38 113 1.8 × 10−3 111 35 117

170, 400 1.1 × 10−3 58 41 71 8.4 × 10−4 66 42 78

ΔRbb bin range dσ full/dΔRbb (pb) Stat. (%) Syst. (%) Tot. (%) (1/σ full)(dσ full/dΔRbb) Stat. (%) Syst. (%) Tot. (%)

0.5, 1.0 5.5 × 10−3 7508 2063 7786 4.1 × 10−3 7506 2063 7784

1.0, 2.0 2.7 × 10−1 65 46 80 2.0 × 10−1 56 44 71

2.0, 5.0 3.6 × 10−1 28 16 32 2.7 × 10−1 22 16 28
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Fig. 24 The migration matrices relating the reconstructed level and the
particle level in the visible phase space of the tt decay products and the
additional jets for the pT (left) and |η| (right) of the leading (top row)

and subleading (middle row) additional jets in the event, mjj (bottom
left) and ΔRjj (bottom right). The matrices are obtained from simulated
tt events using MadGraph+pythia6
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Fig. 25 The migration matrices relating the reconstructed level and
the particle level in the visible phase space of the tt decay products and
the additional jets for the pT (left) and |η| (right) of the leading (top

row) and subleading (middle row) additional b jets in the event, mbb
(bottom left), and ΔRbb (bottom right). The matrices are obtained from
simulated tt events using MadGraph+pythia6
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C Migration matrices

The migration matrices relating the kinematic properties of
the additional jets and b jets at the reconstruction level and
particle level in the visible phase space of the tt decay prod-
ucts and the additional jets are presented in Figs. 24 and 25,
respectively.
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1 Introduction

Theories of supersymmetry (SUSY) predict the existence of a scalar partner for each stan-

dard model (SM) left-handed and right-handed fermion. When the symmetry is broken,

the scalar partners acquire a mass different from their SM counterparts, the mass splitting

between scalar mass eigenstates being dependent on the mass of the SM fermion. Because

of the large mass of the top quark, the splitting between its chiral supersymmetric part-

ners is potentially the largest among all supersymmetric quarks (squarks). As a result the

lighter supersymmetric scalar partner of the top quark, the top squark ( t̃1), could be the

lightest squark. The search for a low mass top squark is of particular interest following

the discovery of a Higgs boson [1–3], as a top squark with a mass in the TeV range would

contribute substantially to the cancellation of the divergent loop corrections to the Higgs

boson mass. SUSY scenarios with a neutralino (χ̃0
1) as lightest supersymmetric particle

(LSP) and a nearly degenerate-mass t̃1 provide one theoretically possible way to produce

the observed relic abundance of dark matter [4, 5]; this further motivates the search for

the t̃1 at the LHC.

In this paper we report two searches for direct top squark pair production with the

CMS detector at
√
s = 8 TeV with integrated luminosities of 19.5 fb−1 and 19.7 fb−1. Each

search is based on the two decay modes shown in figure 1. The decay modes and the

nomenclature we will use to refer to them are as follows:

pp→ t̃1t̃1 → t(∗)t(∗)χ̃0
1χ̃

0
1 (the “tt” decay mode);

pp→ t̃1t̃1 → bbχ̃+
1 χ̃
−
1 → bbW+(∗)W−(∗)χ̃0

1χ̃
0
1 (the “bbWW” decay mode).

The tt and bbWW events both contain bottom quark jets (henceforth called b jets) and

may contain charged leptons and neutrinos from W(∗) decay. The search strategies are

therefore tailored to require either one lepton or two leptons, as well as at least one b jet and

a minimum amount of transverse momentum imbalance. Throughout this paper the term

“lepton” refers only to e± and µ±. Previous searches for low mass top squarks in leptonic

final states have been conducted by the D0, CDF, CMS, and ATLAS collaborations [6–12].

As shown in table 1, we categorize the decays of the t̃1 as 2-body or 3-body processes

and as a function of the masses of the involved particles. In all cases we take the lightest

neutralino χ̃0
1 to be the LSP. For each decay mode we fix the corresponding t̃1 branching

fraction to unity; the search is in all other respects designed to be as independent as possible

of the details of any specific SUSY model. We explore a range of signal mass points for each

decay mode under consideration. In the decay mode tt, the unknown masses are those of

the t̃1 and the χ̃0
1, while in the case of bbWW, a third unknown is the mass of the lightest

chargino (χ̃±1 ). In the latter case we consider three possible mass assignments, labeled by

the parameter x = 0.25, 0.50, 0.75; x is defined by

m(χ̃±1 ) = m(χ̃0
1) + x

[
m( t̃1)−m(χ̃0

1)
]
. (1.1)

In this paper we expand the result of our previous search in the single-lepton final

state [12] by improving key aspects of the signal selection. Since the SM background
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Kinematic conditions Type of decay Decay mode

m(b) +m(W) +m(χ̃0
1) ≤ m( t̃1)

3-body decays (tt) t̃1(→ t∗χ̃0
1)→ bWχ̃0

1
and m( t̃1) < m(t) +m(χ̃0

1)

m(t) +m(χ̃0
1) ≤ m( t̃1) 2-body decays (tt) t̃1 → tχ̃0

1, with t→ bW

m(b) +m(W) +m(χ̃0
1) ≤ m( t̃1)

2-body decays (bbWW) t̃1 → bχ̃±1 , with χ̃±1 →W(∗)χ̃0
1

and m(χ̃0
1) < m(χ̃±1 ) < m( t̃1)−m(b)

Table 1. Kinematic conditions for the t̃1 decay modes explored in this paper.

P1

P2

t̃∗

t̃
χ̃−

W−

χ̃+

W+

b̄

χ̃0
1

χ̃0
1

b

p

pP1

P2

t̃∗

t̃

t̄

χ̃0
1

χ̃0
1

t

p

p

W−

W+

t̄

t

t̃1

t̃1

t̃1

t̃1

b

b̄

Figure 1. Top squark direct pair production at the LHC. Left: tt decay mode. Right: bbWW

decay mode.

dominates the signal by several orders of magnitude and often has similar distributions

for individual discriminating variables, a multivariate approach has been developed to

exploit differences in the correlations among discriminating variables for signal and SM

background. The background determination method has also been improved compared to

ref. [12] in order to better control and correct the tail of the key transverse mass distribution.

In addition to the single lepton search, we also report on a search in the dilepton mode,

where the key discriminating variable is an MT2 variable [13]. The final result is based on

a combination of the single lepton and dilepton searches.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid that provides an

axial magnetic field of 3.8 T for charged-particle tracking. Trajectories of charged particles

are measured by a silicon pixel and strip tracker, covering 0 < φ < 2π in azimuth and

|η| < 2.5, where the pseudorapidity η is defined as η = − ln[tan(θ/2)]; θ is the polar angle

of the trajectory of the particle with respect to the counterclockwise beam direction. A

crystal electromagnetic calorimeter and a brass/scintillator hadronic calorimeter surround

the tracking detectors. The calorimeter measures the energy and direction of electrons,

photons, and hadronic jets. Muons are measured in gas-ionization detectors embedded in

the steel flux-return yoke outside the solenoid. The detector is nearly hermetic, allowing

for momentum balance measurements in the plane transverse to the beam axis. Events are

selected online by a two-level trigger system [14]. A more detailed description of the CMS

detector can be found in ref. [15].
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3 Samples, triggers, and reconstruction algorithms

3.1 Samples and trigger requirements

Events used for this search are selected initially by single-lepton and dilepton triggers. For

the single-electron final state, the online selection requires the electron be isolated and

have transverse momentum pT > 27 GeV; in subsequent offline analysis the reconstructed

electron pT is required to exceed 30 GeV. For the single-muon final state, two triggers

are used, which both require |η(µ)| < 2.1: a purely leptonic trigger requiring an isolated

muon with pT > 24 GeV; and an additional mixed trigger requiring an isolated muon of

pT > 17 GeV together with three jets, each having pT > 30 GeV. The first trigger suffices

for muons whose offline reconstructed pT exceeds 26 GeV, while the second trigger allows

the analysis to use muons with reconstructed pT as low as 20 GeV; the additional jets

are required in the analysis in any case. The dilepton triggers require either ee, µµ, or

eµ pairs. In each case, one lepton must satisfy pT > 17 GeV and the other lepton must

satisfy pT > 8 GeV. Trigger efficiencies are measured in data and applied to simulated

events. The integrated luminosity, after data quality requirements, is 19.5 ± 0.5 fb−1 for

the single-lepton states and 19.7± 0.5 fb−1 for the dilepton final states [16].

The SM background processes of relevance to this analysis are tt, W+jets, Z/γ∗ →
`+`− (denoted Drell-Yan, or DY), single top, diboson, triboson, and tt + boson(s). They

are simulated by the MadGraph [17] (v5.1.3.30) and powheg [18] event generators, with

CTEQ6L1 [19] and CT10 [20] parton density functions (PDF) respectively. Simulated event

samples with signal mass points chosen on a grid of (m( t̃1),m(χ̃0
1)) values are generated,

where the mass of the t̃1 varies between 100 and 1000 GeV, and the mass of the χ̃0
1 varies

between 0 and 700 GeV; as mentioned in section 1 (see eq. (1.1)), three different mass

hierarchies are considered for the bbWW decay mode. The generation of signal samples

is performed using MadGraph with CTEQ6L1 PDF. Parton shower and hadronization

are simulated using pythia [21] (v6.4.26 for background and v6.4.22 for signal) with the

tune Z2∗ [22]. All simulated events are propagated through the CMS detector model either

with the Geant4 package [23], or, in the case of the signal samples, with a fast parametric

simulation [24]. The next-to-leading-order (NLO) plus the next-to-leading-log (NLL) cross

sections for top squark pair production are calculated with prospino [25–30].

To ensure agreement with data, simulated events are weighted so that the distribution

of the number of proton-proton interactions per beam crossing agrees with that seen in

data; they are additionally weighted by the trigger efficiency and the lepton identification

and isolation efficiencies. For simulated tt samples, a pT-dependent weight is applied to

match the shape of the dσ(pp→ tt + X)/dpT distribution observed in data. Signal events

are weighted to account for the effect of initial state radiation [12].

3.2 Object reconstruction

In this search, all particle candidates are reconstructed with the particle-flow (PF) algo-

rithm [31, 32], and additional criteria are then applied to select electrons, muons, jets, and

b jets; the criteria are applied to both collision data and simulation samples.
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The identification and measurement of the pT of muons uses information provided by

the silicon detector and the muon system [33]. We require the muon to have a ‘tight’ iden-

tification [33] with pseudorapidity |η| < 2.1 and |η| < 2.4 for the single-lepton and dilepton

searches, respectively. The identification and energy measurement of the electrons uses in-

formation provided by the tracker and the electromagnetic calorimeter. Electron candidates

are reconstructed in the tracker with the Gaussian-sum filter algorithm [34]. We require the

electron to have a ‘medium’ identification [34] with pseudorapidity |η| < 1.44 and |η| < 2.5

for the single-lepton and dilepton searches, respectively. Both muon and electron identifi-

cation demand that the lepton be isolated from the hadronic components of the event. We

define an isolation variable for the leptons based on a scalar sum of transverse momenta,

P ≡
∑
|~pT|, where the sum is taken over all PF candidates within a cone about the lepton

of ∆R ≡
√

(∆φ)2 + (∆η)2 = 0.3, excluding the transverse momentum of the lepton itself,

pT(`). In the single-lepton search we impose an upper limit on the absolute isolation, P <
5 GeV; for both searches we impose an upper limit on the relative isolation P/pT(`) < 0.15.

Jets are constructed by clustering all the PF candidates with the anti-kT jet clustering

algorithm [35], using a distance parameter R = 0.5. Contamination from additional pp in-

teractions (pileup) is mitigated by discarding charged PF candidates that are incompatible

with having originated from the estimated proton-proton collision point. The average

pileup energy associated with neutral hadrons is computed event-by-event and subtracted

from the jet energy and from the energy used when computing lepton isolation, i.e., a mea-

sure of the activity around the lepton. The energy subtracted is the average pileup energy

per unit area (in ∆η × ∆φ) times the jet or isolation cone area [36, 37]. Candidate jets

must be separated from selected leptons by ∆R > 0.4. Relative and absolute jet energy

corrections are applied to the raw jet momenta to establish a uniform jet response in |η|
and a calibrated response in jet pT. We require the jets pass pT > 30 GeV and |η| < 2.4. To

tag jets originating from the hadronization of b quarks, we utilize the combined secondary

vertex algorithm at its ‘medium’ operating point [38] with a corresponding efficiency for b

jets of 65% and a mistag rate for light jets of 1%. Scale factors are applied to simulation

samples to reproduce the efficiencies measured in the data.

As the decays of t̃1 are expected to yield neutralinos and neutrinos in their decay

chain, genuine missing transverse momentum is expected in the final state of signal events.

We define the missing transverse momentum by a sum over the transverse momenta of

all PF candidates, ~p miss
T ≡ −

∑
~pT. All calibration corrections [39] have been applied to

candidates used in the sum. The magnitude of the ~p miss
T vector is denoted by Emiss

T ≡
|~p miss

T |. We reject events where known detector effects or noise lead to anomalously large

Emiss
T values.

4 Single-lepton search

In the single-lepton search, we consider only final states containing one lepton (e or µ only)

and several jets.
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4.1 Event selection

The preselection criteria are defined as follows:

• Exactly one identified and isolated lepton satisfying pT(µ) > 20 GeV or pT(e) >

30 GeV;

• A veto is applied against the presence of a second lepton by requiring that no ad-

ditional isolated tracks or hadronically decaying τ lepton (τh) candidates [12] are

present;

• The number of jets and number of b jets must satisfy N(jets) ≥ 4 and N(b jets) ≥ 1;

• Emiss
T > 80 GeV;

• MT > 100 GeV.

The transverse mass variable is defined by MT ≡
√

2Emiss
T pT(`)(1− cos ∆φ), where pT(`) is

the transverse momentum of the selected lepton and ∆φ is the angular difference between

the lepton ~pT(`) and ~p miss
T . The requirement on this variable suppresses events in which

the source of the lepton and ~p miss
T is W± decay.

At the preselection level, the tt and W+jets backgrounds represent 90% and 7%,

respectively, of the total expected background (see section 4.2). For the signal selection,

we use a boosted decision tree (BDT) [40] to take advantage of the correlations among

variables that discriminate between signal and background; figure 2 illustrates how a pair

of kinematic variables correlate differently for a background process and signal. Compared

to the approach of ref. [12], the signal selection is characterized mainly by the use of new

variables, and a systematic search for the most reduced set of best-performing variables

to be used as input to the BDT. Furthermore, because the discriminating power of each

input varies across the (m( t̃1),m(χ̃0
1)) mass plane, the latter is partitioned and a unique

BDT is trained in each partition. The full list of variables (not all used in every BDT) is

given below:

• Emiss
T : the presence of missing transverse momentum signals the possible production

of a stable unseen object, such as the χ̃0
1.

• pT(`): the correlation between the missing transverse momentum Emiss
T and the lepton

transverse momentum pT(`) differs between signal, where genuine Emiss
T is due to two

missing objects (χ̃0
1), and tt and W+jets backgrounds where the Emiss

T is due to a

single missing object (ν).

• N(jets) , pT(j1) , pT(b1) : these describe the multiplicity of selected jets and the pT
of the highest pT jet and highest pT b jet, respectively.

• MW
T2: the distribution of this variable shows an edge at the top quark mass for tt

events where both W bosons decay leptonically and one of the leptons is lost.
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It is defined by minimizing the following over possible momentum vectors ~pT1 and ~pT2:

MW
T2 = min

{
Mx consistent with:

[
~pT1 + ~pT2 = ~p miss

T , (p1+p`)
2 ≡ p22 = m(W)2,

p21 = 0, (p1+p`+pb1)
2 = (p2+pb2)

2 = M2
x

]}
.

(4.1)

Here p1 is the momentum of the neutrino associated with a successfully reconstructed

lepton in one W→ `ν decay, and p2 corresponds to an unreconstructed W whose two

decay products (the lost lepton and the neutrino) escape detection. The momenta pb1
and pb2 are of the b jets with the highest (leading) and second-highest (sub-leading)

pT values, respectively. Including MW
T2 in the BDT reduces the contribution of the

tt dilepton background.

• HT: the scalar sum HT ≡
∑
|~pT|, summed over all jets with pT > 30 GeV, char-

acterizes the hadronic component of the event. A related variable H frac
T is defined

by H frac
T ≡

∑′|~pT|/HT, where the terms in the numerator are restricted to jets of

pT > 30 GeV that lie in the same hemisphere as ~p miss
T .

• ∆R(`, b1), ∆φ(j1,2, ~p
miss
T ): two topological variables, ∆R(`, b1) and ∆φ(j1,2, ~p

miss
T ),

are defined as follows: ∆R is the distance between the lepton and the leading b jet;

and ∆φ is the minimal angular difference between the ~p miss
T vector and either the

leading or sub-leading jet.

• χ2
had: to characterize the kinematics of tt events we build a χ2 variable comparing

the invariant masses of the three- and two-jet systems to the mass of the top quark

and W boson, respectively. It is defined as:

χ2
had =

(Mj1j2j3 −m(t))2

σ2j1j2j3
+

(Mj1j2 −m(W))2

σ2j1j2
, (4.2)

where Mj1j2j3 and Mj1j2 are, respectively the invariant mass of the three-jet system

from the top quark and of the two jets posited to originate from W boson decay;

σj1j2j3 and σj1j2 are the uncertainties of these invariant masses. The Mj1j2j3 value is

calculated after imposing a Mj1j2 = m(W) constraint by kinematic fit, while Mj1j2 is

the two-jet invariant mass before the fit. The jet assignments are made according to

the b tag information: j3 must be tagged as a b quark if there are at least two b jets

in the event, and j1 and j2 cannot be tagged unless there are at least three b jets in

the event. This variable is used for the signal selection in the tt decay mode.

• M(3 jet), M(`b): finally, to kinematically disentangle the signal from the tt back-

ground, we construct two new invariant-mass variables that characterize the process

where one t̃1 decays into 3 jets and χ̃0
1 while the other decays into a b quark, lepton,

neutrino, and χ̃0
1. In the case of the bbWW decay mode and the tt decay mode where

no on-shell top quark is produced, i.e. m( t̃1)−m(χ̃0
1) < m(t), the M(`b) distribution

discriminates between tt and signal. The quantity M(3 jet) is the invariant mass of

the 3 jets among the 4 highest pT jets which are the most back-to-back (according to

angular difference) to the lepton. In the case of tt background, M(3 jet) reconstructs
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Figure 2. Distribution of the transverse momentum of the lepton versus the missing transverse

energy at the preselection, for the simulated tt background (left) and for the bbWW decay mode

(x = 0.50) of the signal with m( t̃1)-m(χ̃0
1) ≥ 625 GeV (right).

the mass of the top quark having decayed into 3 jets, modulo the limitations of the

jet association. For the bbWW decay mode of the signal, it reconstructs an invariant

mass different from m(t), as no top quark is present in the final state. The quantity

M(`b) is defined as the invariant mass of the lepton and the b jet closest to it in ∆R.

Distributions of some of the variables used for the bbWW (x = 0.75) decay mode are

illustrated in figure 3. The figure shows the distributions for both tt and signal samples; in

the latter case four different kinematic possibilities are illustrated, distinguished by values

of ∆m:

∆m ≡ m( t̃1)−m(χ̃0
1). (4.3)

The figure shows clearly the evolution of the kinematic distributions as the mass difference

between the lightest top squark and the LSP is varied. Differences in kinematic distribu-

tions may also be seen when comparing the tt and bbWW signal decay modes, and when

varying the choice of x (x = 0.25, 0.50, 0.75) in the bbWW decay mode. In figure 4 we

show distributions of some discriminating variables at the preselection level (but without

the restriction on MT) for both e and µ final states in data and simulated events. The figure

shows good agreement between data and the total simulated background, within the uncer-

tainties of the simulated events, which include the statistical uncertainty in the simulation

samples quadratically added to the systematic uncertainty in the jet energy scale (JES).

As expected from the distributions shown in figure 3, different selection variables will

exhibit different degrees of discriminating power, depending on the decay mode (tt or

bbWW) and the relevant mass parameters (∆m or x) of the signal. To find the most dis-

criminating variables, we test different sets of candidate BDT input variables, maximizing

a figure of merit that compares the expected signal yield to the quadratic sum of the statis-

tical and systematic uncertainties in the expected background yield. To keep the selection

tool simple, a new variable is incorporated into the set of input variables only if it leads to a

substantial increase in the figure of merit. The training of the BDT, together with this pro-

cedure for selecting variables, is then carried out separately for the different decay modes

tt and bbWW (x = 0.25, 0.50, 0.75), and across six benchmark kinematic regions, defined
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Figure 3. Distribution of some discriminating variables for the bbWW (x = 0.75) decay mode at

the preselection level, for the main tt background and benchmark signal mass points grouped in

bands of constant width ∆m = (150±25), (350±25), (550±25), and (750±25) GeV. Distributions

are normalized to the same area. From left to right and from top to bottom: MW
T2, M(3 jet), M(`b)

and N(jets).

as: ∆m = (150±25), (250±25), (350±25), (450±25), (550±25), and (650±25) GeV. This

partitioning allows us to take into account the evolution of the signal kinematics across the

(m( t̃1),m(χ̃0
1)) plane. The different BDT trainings are numbered from 1 to 6 to reflect the

∆m regions in which they are trained.

The final sets of variables retained as input to the BDT are reported in table 2. Having

been chosen with a quantitative assessment of the discriminating power of each variable,

these represent the most reduced, while effective, sets of input variables to the BDT,

for each decay mode and kinematic region. This represents a new feature of this search

compared to ref. [12], where the BDT was trained with the same set of variables across

different kinematic regions. Once the input variables to the BDT are determined, different

BDTs are trained in each of the benchmark kinematic regions to build selection tools

adapted to a kinematically varying signal. The simulation samples used for finding the

best set of variables and training the BDT are statistically independent. This procedure

is done for the tt and bbWW (different x values) decay modes. Using a more systematic

approach for the definition of signal regions (SRs) than in ref. [12], we first consider which

training is the best performing one in the (m( t̃1),m(χ̃0
1)) plane. We observe that some
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Figure 4. Distributions of different variables in both data and simulation, for both e and µ final

states at the preselection level without the MT requirement. From left to right: MW
T2, M(3 jet),

M(`b) and N(jets). The hatched region represents the quadratic sum of statistical and JES simu-

lation uncertainties. The lower panel shows the ratio of data to total simulation background, with

the red band representing the uncertainties mentioned in the text. Two signal mass points of the

bbWW decay mode (x = 0.75) are represented by open histograms, dashed and solid, with their

cross sections scaled by 100; the two mass points (m( t̃1),m(χ̃0
1)) are (300, 200) and (500, 200) GeV.

BDTs are the best over a very limited part of the (m( t̃1),m(χ̃0
1)) plane, so to simplify the

final selection we retain BDT trainings that are observed to be the best performing over a

large portion of the mass plane. The resulting SRs, defined as the chosen BDT training in

the (m( t̃1),m(χ̃0
1)) plane, are shown for all considered decay modes in figure 5.

With these SRs determined, the final selection is made by applying a minimum thresh-

old to each BDT output as shown in figure 6. The thresholds are determined by minimizing
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Emiss
T pT(`) MW

T2 N(jets) pT(j1) pT(b1) HT H frac
T ∆R ∆φ χ2

had M(`b) M(3 jet)

tt:

∆m < m(t) X X X X X X X

∆m ≥ m(t) X X X X X X X X X

bbWW:

x = 0.25, 0.50 X X X X X X X X X

x = 0.75 X X X X X X X X X

Table 2. Final selection variables chosen as input for the BDT training, as functions of the decay

modes bbWW and tt, and kinematic regions. Column headings ∆R and ∆φ refer to ∆R(`, b1) and

∆φ(j1,2, ~p
miss
T ).
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Figure 5. Signal regions (SRs) defined as functions of the chosen BDT trainings in the

(m( t̃1),m(χ̃0
1)) plane for tt (top left), bbWW x = 0.25 (top right), 0.50 (bottom left), and 0.75

(bottom right) decay modes. The SRs are delimited by continuous red lines, and the final selections

within the different SRs are delimited by dashed red lines. The attributes “low / high m(χ̃0
1)” and

“low / high ∆m” indicate that in these regions different thresholds are applied for the same BDT

training.

the expected upper limit cross section (σexp95 ) obtained from events remaining above the

threshold, taking into account the predicted background (section 4.2). The final BDT

trainings and selections are reported in figure 5 for all decay modes; within some SRs,

the same BDT training is used with different threshold values, thus leading to different

selections. On average the BDT selection suppresses the SM background by a factor ∼103

while reducing the signal only by a factor ∼10; the performance improves monotonically

with increasing ∆m.
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Figure 6. The BDT output distributions of the bbWW (x = 0.75) decay mode in both final

states at the preselection level for data and predicted background, with BDT1 > 0.025 (left) and

BDT5 > 0 (right). Two representative signal mass points are shown: (m( t̃1),m(χ̃0
1)) = (300, 200)

and (500,200) GeV. In each panel the final selection is indicated by the vertical black dashed line.

The normalization and MT correction (see section 4.2.2), computed in the tail of the BDT output,

i.e. to the right of the dashed line, are here propagated to the full distribution. The uncertainties

are statistical. The plots on the bottom represent the ratio of Data over the predicted background,

where we quadratically add statistical uncertainties with the uncertainties on the scale factors.

4.2 Background estimation

The SM background processes in the single-lepton search can be divided into four cate-

gories. At preselection, the dominant contribution (∼ 66% of the total) is the tt production

with one lepton; we include single top-quark production in this category and call the com-

bination the “tt→ 1`” component. The second most significant background (23%) comes

from tt events with two leptons, where one lepton escapes detection; we will call this the

“tt → ``” component. The third background (7%) is the production of W in association

with jets, which we will denote “W+jets”. Other backgrounds are labeled as “rare”. We

use data to estimate the event yields of the first three categories, starting with distribu-

tions obtained from simulation, and normalizing these with scale factors (SF ) determined

in control regions. The background is estimated using the formulae:

Ntail(tt→ 1`) = SF0N
MC
tail (tt→ 1`)SFR1`,

Ntail(tt→ ``) = SF``N
MC
tail (tt→ ``),

Ntail(W+jets) = SF0N
MC
tail (W+jets)SFRW.

(4.4)

The subscript tail refers to the region MT > 100 GeV. The simulation yields at the final

selection level (NMC
tail ) are corrected by normalization scale factors SF`` and SF0 (defined in

eq. (4.5) and (4.6)), determined in the MT peak region 50 < MT < 80 GeV. The additional

scale factor ratios, denoted SFR1` and SFRW, are used to correct the tail of the MT

distribution, and are determined using a control region with zero b jets. The procedure

accounts for the possibility of signal contamination in the different control regions. At the
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final selection level the tt→ `` process represents an approximately constant proportion of

the total background at ∼60%, while the tt→ 1` and W+jets processes have varying pro-

portions across the different selections within the remaining ∼40%. Signal contamination

is important only at low ∆m, where it alters the background determination by up to 25%.

4.2.1 Normalization in the MT peak

The scale factors SF`` and SF0 are estimated to correct for the normalization in the MT

peak region and after the final selection on the output of the BDT. To calculate SF0 we

further require the second lepton veto, while SF`` is obtained without this veto. SF`` fixes

the tt→ `` background normalization, while SF0 sets the tt→ 1` and W+jets background

normalizations. The scale factors are computed as follows:

SF`` =

(
N(data)−NMC(rare)−NMC(signal)

NMC(tt→ 1`) +NMC(tt→ ``) +NMC(W+jets)

)
, (4.5)

SF0 =

(
N(data)−NMC(rare)−NMC(signal)− SF``NMC(tt→ ``)

NMC(tt→ 1`) +NMC(W+jets)

)
. (4.6)

The inclusion of the NMC(signal) term accounts for possible signal contamination. At

preselection we have: SF`` = (1.06± 0.01) and SF0 = (1.05± 0.01). At the final selection

level, the deviation of these scale factors from unity is always within 10%.

4.2.2 Correction for the tail in the MT distribution

To study the tail of the MT distribution for different backgrounds, we enrich the data with

the W+jets contribution by inverting the b-tagging criterion of the preselection. The left

plot of figure 7 compares the data with background simulation, and shows some disagree-

ment between the two for MT > 100 GeV. To correct this, we follow an approach based

on template fits, which allows us to extract different correction factors for the tt→ 1` and

the W+jets backgrounds, rather than assuming them to be equal as in ref. [12].

The template fit is performed using the invariant mass of the lepton and the jet with

the highest b-tag discriminator. This variable, M ′`b, is well modeled by the background sim-

ulation (see figure 8, left) and exhibits discriminating power between W+jets and tt→ 1`

(figure 8, right). The contributions of the tt→ `` background, the rare backgrounds, and

the signal, are taken from simulation and their normalizations are constrained within a 20%

uncertainty during the template fit. The normalizations of the tt→ 1` and W+jets back-

grounds are free parameters expressed in terms of scale factors SF . The fit is performed

in a control region with zero b-tag jets, in two separate regions of the MT distribution:

the peak defined by 50 < MT < 80 GeV, and the tail defined by MT > 100 GeV. We then

extract the normalization independent ratios SFR = SFtail/SFpeak for tt → 1` and for

W+jets. Without any BDT signal selection and for a case of negligible signal contamina-

tion, the fit yields: SFRtt→1` = (1.04 ± 0.16) and SFRW = (1.33 ± 0.10). The right plot

of figure 7 confirms the effectiveness of this correction.

Due to the low yields after the final selections, we loosen the requirements on the output

of the BDT to keep 25% of the total yield when we extract the SFR values. The SFR

ratios obtained for the different signal regions within a given decay mode (tt or bbWW)
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Figure 7. Full MT distribution in the control region with zero b jets, without any extra signal se-

lection. Left: without the tail correction factors applied; right: with SFRW and SFR1` corrections

applied. The plots on the bottom represent the ratio of Data over the predicted background.
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Figure 8. Left: comparison of data and simulation in the M ′`b distributions for events with

50 < MT < 80 GeV and zero b jets. Right: shape comparison between tt → 1` and W+jets for

MT > 100 GeV.

agree well with each other. We therefore set the final SFR factor for each decay mode to

the average over the signal regions for that mode. The resulting SFR values for the tt and

bbWW decay modes differ from one another, and also vary across the (m( t̃1),m(χ̃0
1)) mass

plane: SFR1` increases from 1.0 to 1.4 with increasing top squark mass, while SFRW is

stable around a mean value ∼1.2 everywhere. In addition to the extraction of tail correction

factors, we check in the control region with zero b jets that the distributions of all input

variables in data are well described by the predicted background.

4.3 Systematic uncertainties

The sensitivity of this search is limited by uncertainties in both the background prediction

and the acceptance and efficiency of the signal at the mass points under consideration. The
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uncertainties are listed below.

4.3.1 Background

For systematic uncertainties affecting the predicted background:

• We study the impact of limited simulation statistics, generator scale variations, and

JES uncertainty in the template fit method in the control region with zero b jets and

no BDT selection. This leads to a global absolute uncertainty of 0.6 in SFR1` and

0.4 in SFRW.

• The goodness of the tt→ `` background modeling is checked in two different control

regions. The first uses events with exactly two leptons in the final state and a lower

jet multiplicity (N(jets) ≥ 2) than that employed in the preselection; the second uses

events with exactly one lepton, and an isolated track or τh candidate. The simulation

prediction is compared with data in the MT tail region of these control regions for

each BDT selection. The comparison shows overall agreement and deviations are

used to derive a relative systematic uncertainty, ranging from 20 to 80% depending

on the selection.

• We check the modeling of the N(jets) distribution in the tt background with a con-

trol region defined to have exactly two leptons and no requirement on MT. The

data/simulation scale factors are observed to be compatible with unity; therefore,

no correction factor is used, but the deviations from unity are taken as systematic

uncertainty. This leads to a flat 2% uncertainty, used for all the BDT selections.

• A 6% uncertainty for the modeling of the isolated track veto is applied to the fraction

of tt dilepton background events that have a second e/µ or a one-prong τh decay in the

acceptance. A 7% uncertainty for the modeling of the hadronic τ veto is only applied

to the fraction of tt dilepton background events that have a τh in the acceptance.

• The SF`` and SF0 normalization factors are varied within their statistical uncertain-

ties and the variations are propagated as systematic uncertainties to the MT peak

regions.

• The statistical uncertainties in the simulation background samples are propagated to

the systematic uncertainties in the backgrounds.

• The cross section of W+jets and rare backgrounds are conservatively varied by 50%,

affecting the prediction of other background processes through SF`` and SF0 (see

equations of section 4.2); the cross section of the tt process is varied by 10%.

Table 3 gives a summary of the relative systematic uncertainties in the predicted total

background yield at the preselection level, as well as their range of variation over the

different top squark decay modes and BDT selections.
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Source Uncertainty (%) Uncertainty (%) range

at preselection over BDT selections

SFR1` uncertainty 16.4 0–24

SFRW uncertainty 1.4 0–5

Modeling of MT tail in tt→ `` 1.6 7–39

Modeling of N(jets) in tt 1.1 1–4

Modeling of the 2nd lepton veto 1.2 1–4

Normalization in MT peak (data & MC stat) 0.7 3–37

Simulation statistics in SR 0.4 3–38

Cross section uncertainties 2.0 4–34

Total 16.8 23–58

Table 3. Summary of the relative systematic uncertainties in the total background, at the prese-

lection level, and the range of variation over the BDT selections.

4.3.2 Signal

The statistical uncertainties in the signal samples are taken into account. The integrated

luminosity is known [16] to a precision of 2.6% and the efficiencies of triggers (section 3.1)

applied to the signal yield are known with a precision of 3%. The efficiencies for the

identification and isolation of leptons are observed to be consistent within 5% for data

and simulation; we take this difference as an uncertainty. The b-tagging efficiency has

been varied within its uncertainties for b, c, and light flavor jets, leading to final yield

uncertainties within 3% for all signal mass points. The systematic uncertainty in signal

yield that is associated with the JES [41] is obtained by varying the jet energy scale within

its uncertainty; the final uncertainties for all signal mass points are within 10%. Systematic

uncertainties in the signal efficiency due to PDFs have been calculated [42–44], and are

constant at ∼5%. The effect of the systematic uncertainty due to the modeling of ISR

jets by the simulation is studied by deriving data/simulation scale factors that depend on

N(jets). The maximum size of these uncertainties varies between 8 and 10% for different

decay modes.

4.4 Summary of the single-lepton search

We develop a ∆m-dependent signal selection tool with BDTs for the tt and bbWW decay

modes. For each BDT selection shown in figure 5 we provide in table 4 the predicted

background yield (without signal contamination) as well as the number of observed data

events for the BDT selections. We do not observe any excess of data events compared to the

predicted total background. The background composition varies as function of the different

SRs of various decay modes. For the tt decay mode, the dominant background is tt → ``

(50-60% of the total background) across all SRs. For the bbWW x=0.25 decay mode,

the dominant background is tt → 1` for BDT3, BDT4, BDT6 (40-55%), and tt → `` for

BDT1 (58%). For the bbWW x=0.5 decay mode, the dominant background for BDT1 and

BDT6 is tt → `` (40-70%), while rare processes dominate for BDT4 and BDT5 (∼80%).

For BDT3, tt → `` and rare processes dominate with an equal proportion (∼ 33%). For
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tt BDT 1 BDT 1 BDT 1 BDT 2 BDT 5 BDT 5

Low m(χ̃0
1) Medium m(χ̃0

1) High m(χ̃0
1) Low ∆m High ∆m

Background 363 ± 35 46 ± 16 19 ± 7 37 ± 13 6 ± 2 4 ± 2

Data 286 33 17 33 3 1

bbWW (x = 0.25) BDT 1 BDT 3 BDT 4 BDT 4 BDT 6

Low m(χ̃0
1) High m(χ̃0

1)

Background 42 ± 11 29 ± 7 20 ± 5 5 ± 2 6 ± 3

Data 27 23 19 5 6

bbWW (x = 0.50) BDT 1 BDT 1 BDT 1 BDT 3 BDT 4 BDT 5 BDT 6

Low ∆m Low ∆m High ∆m

Low m(χ̃0
1) High m(χ̃0

1)

Background 14 ± 5 3 ± 2 91 ± 25 7 ± 2 0.8 ± 0.3 0.7 ± 0.4 3 ± 1

Data 16 1 85 4 1 2 5

bbWW (x = 0.75) BDT 1 BDT 2 BDT 3 BDT 5 BDT 5

Low ∆m High ∆m

Background 13 ± 4 23 ± 7 11 ± 3 2 ± 1 0.4 ± 0.2

Data 9 15 6 3 0

Table 4. Background prediction without signal contamination and observed data for the BDT

selections. The total systematic uncertainties are reported for the predicted background.

the bbWW x=0.75 decay mode, tt→ `` is the dominant background (45–65%) for BDT1

to BDT3, while rare processes dominate for BDT5 (47–61%). In figure 6 we show the

distribution of the BDT output for data and the predicted background (without signal

contamination) for two trainings of the bbWW x = 0.75 case.

The signal contamination is taken into account by calculating a new estimation of the

background in case of signal contamination (see eqs. (4.5) and (4.6)); this is done separately

at each signal mass point in the (m( t̃1),m(χ̃0
1)) plane, and for each of the signal regions

defined in figure 5. For the calculation of limits (see section 6), the number of observed

events in data and expected signal remain the same, while the expected background is

modified to correct for signal contamination in the control regions. While the effect of

this contamination is observed to be almost negligible at high ∆m, it can modify the

background estimate up to 25% at low ∆m.

5 Dilepton search

5.1 Selection

For the three dilepton final states considered in this search (eµ, ee, and µµ), we define the

preselection as follows:

• At least two oppositely charged leptons.

• For the leading and sub-leading lepton, we require pT > 20 and pT > 10 GeV, respec-

tively.

• For all lepton flavors: M`+`− > 20 GeV.
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• If more than two lepton pairs are found that satisfy the above three requirements,

the pair with the highest pT is chosen.

• For ee, µµ channels: |MZ −M`+`− | > 25 GeV (Z boson veto) and Emiss
T > 40 GeV.

• N(jets) ≥ 2 and N(b jets) ≥ 1.

At the preselection level, tt production with two leptons represents ∼90% of the total

expected background.

In this search we separate the signal from the dileptonic tt background by constructing

a transverse mass variable M ``
T2 as defined in eq. (5.1). We begin with the two selected

leptons `1 and `2. Under the assumption that the ~p miss
T originates only from two neutrinos,

we partition the ~p miss
T into two hypothetical neutrinos with transverse momenta ~pmiss

T1 and

~pmiss
T2 . We calculate the transverse mass MT of the pairings of these hypothetical neutrinos

with their respective lepton candidates and record the maximum of these two MT. This

process is repeated with other viable partitions of the ~p miss
T until the minimum of these

maximal MT values is reached; this minimum is the M ``
T2 for the event [13, 45]:

M ``
T2 = min

~pmiss
T1 +~pmiss

T2 =~p miss
T

(
max

[
MT(~p `1T , ~p

miss
T1 ),MT(~p `2T , ~p

miss
T2 )

])
. (5.1)

When constructed in this fashion, M ``
T2 has the property that its distribution in tt→ ``

events has a kinematic endpoint at m(W). The presence of additional invisible particles

for the signal breaks the assumption that the ~p miss
T arises from only two neutrinos; con-

sequently, M ``
T2 in dileptonic top squark events does not necessarily have an endpoint at

m(W). The value of m(W) therefore dictates the primary demarcation between the con-

trol region M ``
T2 < 80 GeV, and the general signal region M ``

T2 > 80 GeV. The left plot

of figure 9 shows the distribution of M ``
T2 at the preselection level, where we observe its

discriminating power for two representative signal mass points. The distribution of M ``
T2

in top squark events, however, depends upon the signal mass point (m( t̃1),m(χ̃0
1)), as can

be observed on the right plot of figure 9.

The optimal threshold on M ``
T2 for the final selection is thus dependent on the super-

symmetric particle masses: using the background predictions from section 5.2 for the M ``
T2

signal region, we iterate in 10 GeV steps through possible M ``
T2 thresholds, from 80 GeV to

120 GeV; for each (m( t̃1),m(χ̃0
1)) signal mass point, we pick the threshold that yields the

lowest expected upper limit for the top squark production cross section, σexp95 .

5.2 Background prediction

For the M ``
T2 signal regions used in this search, the dominant background is tt. Other back-

grounds also contribute, including DY, single-lepton events with an additional misidentified

lepton (see section 5.2.3), and rare processes. The rare processes include single top quarks

produced in association with a W boson; diboson production, including W or Z production

with an associated photon; triple vector boson production; and tt production in association

with one or two vector bosons. The normalization of the tt and DY backgrounds, and the

normalization and shape of the misidentified lepton backgrounds, are evaluated from data
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Figure 9. Left: data, expected background, and signal contributions in the M ``
T2 distribution at

the preselection level. Background processes are estimated as in section 5.2. The uncertainty bands

are calculated from the full list of uncertainties discussed in section 5.4. The same signal mass

point (m( t̃1),m(χ̃0
1)) = (400, 50) GeV is represented for the tt and bbWW (x = 0.75) decay modes.

Right: M ``
T2 distribution for the tt background and different signal mass points of the tt decay mode

regrouped in constant ∆m bands; distributions are normalized to the same area.

using control samples. The shapes of the tt and DY backgrounds, and the normalization

and shapes of less common processes, are all estimated from the simulation. We perform

a number of checks to validate the modeling of the M ``
T2 distribution in our simulation

(see section 5.3). For the background processes estimated from simulation, we apply the

corrective scale factors mentioned in section 3.2.

5.2.1 tt estimation

The tt → `` background represents about 90% of the events in the control region M ``
T2 <

80 GeV (see figure 9 left). We can therefore use this region to determine the normalization

of the expected SM tt contribution in the signal region. To accomplish this, we first count

the number of data events in the control region and subtract the simulation background

contributions of all non-tt backgrounds; we then normalize it by the simulated tt yield in

the control region. This procedure yields a scale factor of 1.024 ± 0.005. In this control

region, the signal contamination relative to the expected tt contribution depends upon the

∆m considered: while being completely negligible at high ∆m, it can take values between

5% and 40% at low ∆m, depending on ∆m as well as the considered top squark decay mode.

5.2.2 Estimation of the Drell-Yan background

To estimate the contribution of DY events in the selected events, we use the Z-boson mass

resonance in the M`+`− distribution for opposite charge and same flavor dilepton events.
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From comparisons with data, we find that our simulation accurately models the Z mass

line shape within systematic uncertainties. We can therefore calculate a normalization

scale factor for simulated DY events by comparing the observed number of events inside

the Z-veto region (N `+`−
in ) against the expected number of DY events calculated from the

simulation (NDY
in ),

SF `
+`−
DY =

(
N `+`−

in − 0.5N eµ
in k``

)
NDY

in

, (5.2)

where the number of events with different flavor (N eµ
in ) is subtracted to account for non-DY

processes contaminating N `+`−
in . The k-factors in eq. (5.2) account for different reconstruc-

tion efficiencies for electrons and muons. Using eq. (5.2), we calculate a scale factor of

(1.43± 0.04) for µµ events and (1.46± 0.04) for ee events. To account for the contribution

of eµ events originating from Z→ τ+τ− decays, we estimate a scale factor of (1.44±0.04) for

eµ events by taking the geometric average of the scale factors for the same-flavor channels.

5.2.3 Misidentified lepton background estimation

The misidentified lepton background consists of events in which non-prompt leptons pass

the identification criteria. The largest category of events falling in this group are semilep-

tonic tt events and leptonically decaying W events where a jet, or a lepton within a jet, is

misreconstructed as an isolated prompt lepton.

In order to have an estimation of this background from data, we first measure the

lepton misidentification rate, which is the probability for a non-prompt lepton to pass the

requirements of an isolated lepton. This is done by counting the rate at which leptons

with relaxed identification (“loose” leptons) pass the “tight” selection requirements (see

section 3.2). The measurement is performed in a data sample dominated by multijet events.

We then measure the prompt lepton rate, which is the efficiency for isolated and prompt

leptons to pass selection requirements, in a data sample enriched in Z → `+`− events. As

with the misidentification rate, the prompt rate is determined by counting the rate at which

loose leptons pass tight selection requirements.

Both the measurements of the lepton misidentification rate and the prompt lepton rate

are performed as functions of lepton pT and |η|. For each dilepton event where both selected

leptons pass at least the loose selection requirements, the measured misidentification and

prompt rates directly translate into a weight for the event. These weights depend upon

whether neither, one, or both loose leptons also passed the tight selection requirements.

The shape and normalization of the misidentified lepton background is then extracted by

first applying these derived weights to the data sample where both selected leptons pass

at least the loose selection requirements, and then calculating the weighted distribution of

relevant variables such as M ``
T2. Once the background is determined, the number of events

falling into the M ``
T2 signal regions is found.

5.3 Checks of the M ``
T2 shape

The search in the dileptonic final states requires a good understanding of the M ``
T2 shape.

In this section we provide a number of validation studies performed with simulation, with
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Figure 10. Data and expected background contributions for the M ``
T2 distribution in a control

region enriched in Z → `` events. This control region is similar to the preselection, except that the

Z boson veto and b jet requirements have been inverted. Background processes are estimated as

in section 5.2. The uncertainty bands are calculated from the full list of uncertainties discussed in

section 5.4.

comparisons to data in control regions.

One of the main factors determining the M ``
T2 shape is the intrinsic resolution and

energy scale of the input objects used in the M ``
T2 calculation. From studies using Z → ``

events, we confirm that the Gaussian core of the Emiss
T resolution function is sufficiently

well-modeled by the simulation. These studies also confirm that the resolution and scale

of the lepton ~pT are both well-modeled in the simulation.

The intrinsic width of the intermediate W bosons in dileptonic tt events drives the

shape of the M ``
T2 distribution near the kinematic edge at 80 GeV. Comparisons of events

with different generated W widths (between 289 MeV and 2.1 GeV) show that any sys-

tematic uncertainty in the W boson width has a negligible effect in the selected signal

regions.

The final notable effect driving the M ``
T2 shape is the category of events populating the

tails of the Emiss
T resolution function. To confirm that this class of events is modeled in

simulation with reasonable accuracy, we perform comparisons between data and simulation

in a control region enriched in Z → `` events; this control region is obtained by inverting the

Z boson veto and requiring zero reconstructed b jets. Figure 10 shows the M ``
T2 distribution

in this control region, illustrating that the data distribution, including expected events in

the tail, is well-modeled by the simulation.

5.4 Systematic uncertainties

We present the dominant systematic uncertainties affecting the dilepton search.
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5.4.1 Systematic uncertainties affecting the background and signal

The Emiss
T measurement, and subsequently the shape of the M ``

T2 distribution, is affected

by uncertainties in the lepton energy scale, the JES, the jet energy resolution, and the

scale of the unclustered energy (objects with pT < 10 GeV) in the event. We vary the

four-vector momenta of the lepton and jets within their systematic uncertainties, and

propagate the shifted ~pT back into the Emiss
T and M ``

T2 calculations. For the jet energy

resolution uncertainty, we vary it within its uncertainty and propagate it back into the

Emiss
T calculation. For the unclustered energy scale, we scale the total ~pT of the unclustered

energy by ±10% and propagate it back into the Emiss
T calculation.

As with the single-lepton search (see section 4.3), we also apply systematic uncertainties

to account for the intrinsic statistical uncertainty in the simulation samples as well as any

mismodeling by the simulation of the b-tagging efficiency, the lepton trigger efficiency,

the lepton ID and isolation, and the limited modeling of ISR jets by the simulation. No

substantial correlation has been observed between the value of M ``
T2 and the size of these

four systematic uncertainties.

5.4.2 Systematic uncertainties affecting only the background

For the two background normalizations (tt and DY), we account for the statistical uncer-

tainty in the normalization. For the misidentified lepton background (see section 5.2.3),

the two primary sources of systematic uncertainty are the statistical uncertainty in the

measured rates of prompt and misidentified leptons, and any systematic uncertainty in the

measurement of the misidentification rate. Combining these in quadrature yields a total

systematic uncertainty of ∼75% for the considered signal regions. For the diboson back-

ground processes, which are estimated from the simulation, we apply a conservative cross

section uncertainty of 50%.

Table 5 displays the magnitude of the effect of the aforementioned systematic uncer-

tainties (sections 5.4.1 and 5.4.2) on the background estimate for each of the considered

signal regions.

5.4.3 Systematic uncertainties affecting only the signal

As in the single-lepton search, we account for the effect of PDF uncertainties in the signal

efficiency. The resulting uncertainty in signal efficiency is found to be ∼4% across all signal

mass points.

5.5 Summary of the dilepton search

We have developed a signal selection based on the M ``
T2 distribution. Table 6 presents the

predicted backgrounds as well as the number of observed data events for all signal regions;

we do not observe any excess of data events compared to the predicted total background.

Top quark pair production dominates the composition of the total predicted background in

the four signal regions with the lowest M ``
T2 threshold, decreasing from 91 % to 45% with

increasing threshold, while DY dominates in the last region (∼38%). As with the single-

lepton search, the signal contamination is also taken into account in the final interpretation

of the results.
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M ``
T2

Systematic uncertainties (%)

Stat. ` ES JES Uncl. JER b tag ` eff. ISR ML σ Total

≥80 GeV ±1 +4
−5

+2
−1

+3
−1

+3
−3

+1
−0

+1
−1

+1
−1

+1
−1

+1
−1

+7
−6

≥90 GeV ±2 +6
−6

+5
−2

+7
−1

+7
−4

+2
−0

+1
−1

+0
−0

+2
−2

+1
−1

+14
−9

≥100 GeV ±4 +6
−5

+9
−2

+10
−1

+12
−2

+1
−1

+1
−1

+2
−1

+3
−3

+2
−2

+20
−9

≥110 GeV ±7 +9
−5

+9
−1

+4
−0

+5
−0

+1
−2

+0
−0

+3
−2

+7
−7

+5
−5

+18
−13

≥120 GeV ±10 +4
−5

+12
−3

+2
−0

+5
−0

+3
−1

+0
−0

+6
−4

+12
−12

+5
−5

+22
−18

Table 5. The relevant sources of systematic uncertainty in the background estimate for each signal

region used in the limit setting. From left to right, the systematic uncertainty sources are: lepton

energy scale (` ES), jet energy scale (JES), unclustered energy scale (Uncl.), Emiss
T energy resolution

from jets (JER), uncertainty in b tagging scale factors (b tag), lepton selection efficiency (` eff.),

ISR reweighting (ISR), the misidentified lepton estimate (ML), and the combined normalization

uncertainty in the tt, DY, and other electroweak backgrounds (σ).

M ``
T2 threshold 80 GeV 90 GeV 100 GeV 110 GeV 120 GeV

Data 1785 427 106 30 14

Expected background 1670 +117
−104 410 +55

−35 100 +20
−8 31.8 +5.8

−4.0 14.8 +3.3
−2.7

Table 6. Data yields and background expectation for five different M ``
T2 threshold values. The

asymmetric uncertainties quoted for the background indicate the total systematic uncertainty, in-

cluding the statistical uncertainty in the background expectation.

6 Combination and final results

After applying all selections for the single-lepton and dilepton data sets, no evidence for

direct top squark production is observed (see tables 4 and 6). We proceed to combine

the results of the two searches. In this combination, no overlap is expected in the event

selections of the two searches, and none is observed. Since the background predictions are

primarily based on data in the two searches, the corresponding systematic uncertainties are

taken to be uncorrelated. Systematic uncertainties affecting the expected signal, as well as

those due to luminosity, b tagging, PDF, JES, and lepton identification and isolation, are

treated as 100% correlated between the two searches.

We interpret the absence of excess in both single-lepton and dilepton searches in terms

of a 95% confidence level (CL) exclusion of top squark pair production in the (m( t̃1),m(χ̃0
1))

plane. A frequentist CLS method [46–48] with a one-sided profile is used, taking into

account the predicted background and observed number of data events, and the expected

signal yield for all signal points. In this method, Poisson likelihoods are assigned to each of

the single-lepton and dilepton yields, for each (m( t̃1),m(χ̃0
1)) signal point, and multiplied

to give the combined likelihood for both observations. The final yields of each analysis

are taken from the signal region corresponding to the considered signal point. Systematic

uncertainties are included as nuisance parameter distributions. A test statistic defined to be
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the likelihood ratio between the background only and signal plus background hypotheses

is used to set exclusion limits on top squark pair production; the distributions of these

test statistics are constructed using simulated experiments. When interpreting the results

for the tt and bbWW decay modes, we make the hypothesis of unit branching fractions,

B( t̃1 → t(∗)χ̃0
1) = 1 and B( t̃1 → bχ̃±1 ) = 1, respectively. The expected and observed limits,

for which we combine the results of both searches and account for signal contamination,

are reported in figure 11; the experimental uncertainties are reported on the expected

contour, while the PDF uncertainty for the signal cross section, quadratically added to

the systematic uncertainties in 2µr and µr/2 renormalization scales of the top squark pair

production cross section, are reported on the observed contour.

For the tt decay mode, we reach sensitivity up to m( t̃1) ∼ 700 GeV for χ̃0
1 mass up

to ∼250 GeV; there is a loss of sensitivity along the line ∆m = m(t), which delineates two

different scenarios within the tt decay mode (see table 1) and where the signal acceptance

drops dramatically. For the bbWW decay mode, the sensitivity reached in this study

ranges from 600 to ∼700 GeV in m( t̃1), depending on the values of m(χ̃0
1) and m(χ̃±1 ); the

sensitivity is greater in the case of a large m(χ̃±1 )−m(χ̃0
1) mass difference as for x = 0.75,

where the decay products of the two produced W bosons are more energetic. In the case of

x = 0.50, there is a drop in sensitivity for m(χ̃±1 )−m(χ̃0
1) ∼ m(W), which corresponds to

the limit in which the W boson is virtual. Because of the rather low threshold achievable

in lepton pT, sensitivity extends down to the kinematic limit ∆m ∼ m(b) +m(W) for the

bbWW x = 0.50 and 0.75 cases.

The final results are dominated by the single-lepton search, where the selection is

based on a multivariate selection with new discriminating variables, which is adapted to

the kinematics of expected signal events, and where the discriminating power of selection

variables is quantitatively assessed. The new signal selection presented in this paper leads

to the strengthening and further improvement of the results of ref. [12]. We now account for

systematic uncertainties due to PDFs, and more thoroughly assess the effects of signal con-

tamination. The combination with the dilepton search extends the sensitivity by ∼25 GeV

in the tt decay mode in the ∆m & m(t) region, and in the bbWW (x = 0.50) decay mode

across the m(χ̃±1 ) −m(χ̃0
1) = m(W) region; it very moderately extends the sensitivity in

the bbWW (x = 0.75) at both high t̃1 and χ̃0
1 masses; no gain of sensitivity is observed in

the bbWW (x = 0.25) case where the search is limited by the small m(χ̃±1 )−m(χ̃0
1) mass

difference, leaving a rather limited phase space to the decay products of the W boson. The

signal contamination (see section 4.4) reduces the sensitivity of the search by 0–30 GeV

depending on the decay mode and signal point under consideration. The limits are rather

insensitive to the choice of hypothesis for the polarization of the interaction in the tχ̃0
1 and

Wχ̃0
1 χ̃
±
1 couplings for the tt and bbWW decay modes, respectively.

7 Conclusions

Using up to 19.7 fb−1 of pp collision data taken at
√
s = 8 TeV, we search for direct top

squark pair production in both single-lepton and dilepton final states. In both searches the

standard model background, dominated by the tt process, is predicted using control sam-
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Figure 11. Exclusion limit at 95% CL obtained with a statistical combination of the results from

the single-lepton and dilepton searches, for the tt (top left), bbWW x = 0.25 (top right), bbWW

x = 0.50 (bottom left) and bbWW x = 0.75 (bottom right) decay modes. The red and black lines

represent the expected and observed limits, respectively; the dotted lines represent in each case

the ±1 σ variations of the contours. For all decay modes, we show the kinematic limit m( t̃1) =

m(b) +m(W) +m(χ̃0
1) on the left side of the (m( t̃1),m(χ̃0

1)) plane; for the tt decay mode, we show

the ∆m = m(t) line; and for the bbWW decay mode, we show the m(χ̃±1 )−m(χ̃0
1) = m(W) line.

ples in data. In this single-lepton search, we improve the results of ref. [12] by employing

an upgraded multivariate tool for signal selection, fed by both kinematic and topological

variables and specifically trained for different decay modes and kinematic regions. This

systematic approach to the signal selection, where the discriminating power of each selec-

tion variable is quantitatively assessed, is a key feature of the single-lepton search. The

background determination method has also been improved compared to ref. [12]. In the

dilepton search the signal selection is based on the M ``
T2 variable. In both searches, the

effect of the signal contamination is accounted for. No excess above the predicted back-

ground is observed in either search. Simplified models (figure 1) are used to interpret the
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results in terms of a region in the (m( t̃1),m(χ̃0
1)) plane, excluded at 95% CL. We combine

the results of both searches for maximal sensitivity; the sensitivity depends on the decay

mode, and on the (m( t̃1),m(χ̃0
1)) signal point. The highest excluded t̃1 and χ̃0

1 masses are

about 700 GeV and 250 GeV, respectively.
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National de Physique Nucléaire et de Physique des Particules / CNRS, and Commissariat à
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Abstract The normalised differential top quark-antiquark
production cross section is measured as a function of the jet
multiplicity in proton-proton collisions at a centre-of-mass
energy of 7 TeV at the LHCwith the CMS detector. Themea-
surement is performed in both the dilepton and lepton+jets
decay channels using data corresponding to an integrated
luminosity of 5.0 fb−1. Using a procedure to associate jets to
decay products of the top quarks, the differential cross sec-
tion of the tt production is determined as a function of the
additional jet multiplicity in the lepton+jets channel. Fur-
thermore, the fraction of events with no additional jets is
measured in the dilepton channel, as a function of the thresh-
old on the jet transverse momentum. The measurements are
compared with predictions from perturbative quantum chro-
modynamics and no significant deviations are observed.

1 Introduction

Precisemeasurements of the top quark-antiquark (tt) produc-
tion cross section and top-quark properties performed at the
CERN Large Hadron Collider (LHC) provide crucial infor-
mation for testing the predictions of perturbative quantum
chromodynamics (QCD) at large energy scales and in pro-
cesses with multiparticle final states.

About half of the tt events are expected to be accompanied
by additional hard jets that do not originate from the decay of
the tt pair (tt +jets). In this paper, these jets will be referred to
as additional jets. These processes typically arise from either
initial- or final-state QCD radiation, providing an essential
handle to test the validity and completeness of higher-order
QCD calculations of processes leading to multijet events.
Calculations at next-to-leading order (NLO) are available for
tt production in association with one [1] or two [2] additional
jets. The correct description of tt +jets production is impor-
tant to the overall LHC physics program since it constitutes
an important background to processes with multijet final

∗ e-mail: cms-publication-committee-chair@cern.ch

states, such as associated Higgs-boson production with a tt
pair, with the Higgs boson decaying into a bb pair, or final
states predicted in supersymmetric theories. Anomalous pro-
duction of additional jets accompanying a tt pair could be a
sign of new physics beyond the standard model [3].

This paper presents studies of the tt production with addi-
tional jets in the final state using data collected in proton-
proton (pp) collisions with centre-of-mass energy

√
s =

7TeVwith the Compact Muon Solenoid (CMS) detector [4].
The analysis uses data recorded in 2011, corresponding to a
total integrated luminosity of 5.0 ± 0.1 fb−1. For the first
time, the tt cross section is measured differentially as a func-
tion of jet multiplicity and characterised both in terms of
the total number of jets in the event, as well as the num-
ber of additional jets with respect to the leading-order hard-
interaction final state. Kinematic properties of the additional
jets are also investigated. The results are corrected for detec-
tor effects and compared at particle level with theoretical
predictions obtained using differentMonte Carlo (MC) event
generators.

The differential cross sections as a function of jet multi-
plicity aremeasured in both the dilepton (ee,µµ, and eµ) and
�+jets (� = e or µ) channels. For the dilepton channel, data
containing two oppositely charged leptons and at least two
jets in the final state are used, while for the �+jets channel,
data containing a single isolated lepton and at least three jets
are used. Following the analysis strategy applied to the mea-
surement of other tt differential cross sections [5], the results
are normalised to the inclusive cross section measured in
situ, eliminating systematic uncertainties related to the nor-
malisation. Lastly, the fraction of events that do not contain
additional jets (gap fraction), first measured by ATLAS [6],
is determined in the dilepton channel as a function of the
threshold on the transverse momentum (pT) of the leading
additional jet and of the scalar sum of the pT of all additional
jets.

The measurements are performed in the visible phase
space, defined as the kinematic region in which all selected
final-state objects are produced within the detector accep-
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tance. This avoids additional model uncertainties due to the
extrapolation of the measurements into experimentally inac-
cessible regions of phase space.

The paper is structured as follows. A brief description of
the CMS detector is provided in Sect. 2. Section 3 gives a
description of the event simulation, followed by details of
the object reconstruction and event selection in Sect. 4. A
discussion of the sources of systematic uncertainties is given
in Sect. 5. The measurement of the differential cross section
is presented as a function of the jet multiplicity in Sect. 6 and
as a function of the additional jet multiplicity in Sect. 7. The
study of the additional jet gap fraction is described in Sect. 8.
Finally, a summary is given in Sect. 9.

2 The CMS detector

The central feature of the CMS apparatus is a superconduct-
ing solenoid, 13 m in length and 6 m in diameter, which
provides an axial magnetic field of 3.8 T. The bore of the
solenoid is outfitted with various particle detection sys-
tems. Charged-particle trajectories are measured with sil-
icon pixel and strip trackers, covering 0 ≤ φ < 2π in
azimuth and |η| < 2.5 in pseudorapidity, where η is defined
as η = − ln[tan(θ/2)], with θ being the polar angle of the
trajectory of the particle with respect to the anticlockwise-
beam direction. A lead tungstate crystal electromagnetic
calorimeter (ECAL) and a brass/scintillator hadron calorime-
ter (HCAL) surround the tracking volume. The calorime-
try provides excellent resolution in energy for electrons
and hadrons within |η| < 3.0. Muons are measured up to
|η| < 2.4 using gas-ionisation detectors embedded in the
steel flux return yoke outside the solenoid. The detector is
nearly hermetic, providing accurate measurements of any
imbalance in momentum in the plane transverse to the beam
direction. The two-level trigger system selects most interest-
ing final states for further analysis. A detailed description of
the CMS detector can be found in Ref. [4].

3 Event simulation

The reference simulated tt sample used in the analysis is gen-
erated with theMadGraph (v. 5.1.1.0) matrix element gen-
erator [7], with up to three additional partons. The generated
events are subsequently processedusing pythia (v. 6.424) [8]
to add parton showering using the MLM prescription [9] for
removing the overlap in phase space between the matrix ele-
ment and the parton shower approaches. The pythia Z2 tune
is used to describe the underlying event [10]. The top-quark
mass is assumed to be mt = 172.5GeV. The proton struc-
ture is described by the CTEQ6L1 [11] parton distribution
functions (PDFs).

TheMadGraph generator is used to simulateW+jets and
Z/γ ∗+jets production. Single-top-quark events (s-, t-, and
tW-channels) are simulated using powheg (r1380) [12–15].
Diboson (WW, WZ, and ZZ) and QCD multijet events are
simulated using pythia.

Additional tt and W+jets MadGraph samples are gen-
erated using different choices for the common factorisation
and renormalisation scale (μ2

F = μ2
R = Q2) and for the jet-

parton matching threshold. These are used to determine the
systematic uncertainties due to model uncertainties and for
comparisons with the measured distributions. The nominal
Q2 scale is defined asm2

t +
∑

p2T(jet). This is varied between
4Q2 and Q2/4. For the referenceMadGraph sample, a jet-
parton matching threshold of 20GeV is chosen, while for
the up and down variations, thresholds of 40 and 10GeV are
used, respectively.

In addition to MadGraph, samples of tt events are
generated with powheg and mc@nlo (v. 3.41) [16]. The
CTEQ6M [11] PDF set is used in both cases. Both powheg

and mc@nlomatch calculations to full NLO accuracy with
parton shower MC generators. For powheg, pythia is cho-
sen for hadronisation and parton shower simulation, with the
same Z2 tune utilised for other samples. For mc@nlo, her-
wig (v. 6.520) [17] with the default tune is used.

For comparison with the measured distributions, the event
yields in the simulated samples are normalised to an inte-
grated luminosity of 5.0 fb−1 according to their theoretical
cross sections. These are taken from next-to-next-to-leading-
order (NNLO) (W+jets and Z/γ ∗+jets), NLO plus next-to-
next-to-leading-log (NNLL) (single-top-quark s- [18], t- [19]
and tW-channels [20]), NLO (diboson [21]), and leading-
order (LO) (QCD multijet [8]) calculations. For the sim-
ulated tt sample, the full NNLO+NNLL calculation, per-
formed with the Top++ 2.0 program [22], is used. The PDF
and αS uncertainties are estimated using the PDF4LHC pre-
scription [23,24] with the MSTW2008nnlo68cl [25], CT10
NNLO [26,27], and NNPDF2.3 5f FFN [28] PDF sets, and
added in quadrature to the scale uncertainty to obtain a tt
production cross section of 177.3+10.1

−10.8 pb (for a top-quark
mass value of 172.5GeV).

All generated samples are passed through a full detector
simulation usingGeant4 [29], and the number of additional
pp collisions (pileup) is matched to the real distribution as
inferred from data.

4 Event reconstruction and selection

The event selection is based on the reconstruction of the tt
decay products. The top quark decays almost exclusively into
a W boson and a b quark. Only the subsequent decays of one
or both W bosons to a charged lepton and a neutrino are
considered here. Candidate events are required to contain
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the corresponding reconstructed objects: isolated leptons and
jets. The requirement of the presence of jets associated with
b quarks or antiquarks (b jets) is used to increase the purity
of the selected sample. The selection has been optimised
independently in each channel tomaximise the signal content
and background rejection.

4.1 Lepton, jet, and missing transverse energy
reconstruction

Events are reconstructed using a particle-flow (PF) tech-
nique [30,31], in which signals from all CMS sub-detectors
are combined to identify and reconstruct the individual par-
ticle candidates produced in the pp collision. The recon-
structed particles includemuons, electrons, photons, charged
hadrons, and neutral hadrons. Charged particles are required
to originate from the primary collision vertex, defined as
the vertex with the highest sum of transverse momenta of
all reconstructed tracks associated to it. Therefore, charged
hadron candidates from pileup events, i.e. originating from
a vertex other than the one of the hard interaction, are
removed before jet clustering on an event-by-event basis.
Subsequently, the remaining neutral-hadron pileup com-
ponent is subtracted at the level of jet energy correction
[32].

Electron candidates are reconstructed from a combina-
tion of their track and energy deposition in the ECAL [33].
In the dilepton channel, they are required to have a trans-
verse momentum pT > 20GeV, while in the �+jets channel
they are required to have pT > 30GeV. In both cases they
are required to be reconstructed within |η| < 2.4, and elec-
trons from identified photon conversions are rejected. As an
additional quality criterion, a relative isolation variable Irel
is computed. This is defined as the sum of the pT of all neu-
tral and charged reconstructed PF candidates inside a cone
around the lepton (excluding the lepton itself) in theη-φ plane
with radius 	R ≡ √

(	η)2 + (	φ)2 < 0.3, divided by the
pT of the lepton. In the dilepton (e+jets) channel, electrons
are selected as isolated if Irel < 0.12 (0.10).

Muon candidates are reconstructed from tracks that can
be matched between the silicon tracker and the muon sys-
tem [34]. They are required to have a transverse momentum
pT > 20GeVwithin the pseudorapidity interval |η| < 2.4 in
the dilepton channel, and to have pT > 30GeV and |η| < 2.1
in the �+jets channel. Isolated muon candidates are selected
by demanding a relative isolation of Irel < 0.20 (0.125) in
the dilepton (μ+jets) channel.

Jets are reconstructed by clustering the particle-flow can-
didates [35] using the anti-kT algorithm with a distance
parameter of 0.5 [36,37]. An offset correction is applied
to take into account the extra energy clustered in jets due
to pileup, using the FastJet algorithm [38] based on aver-
age pileup energy density in the event. The raw jet energies

are corrected to establish a relative uniform response of the
calorimeter in η and a calibrated absolute response in pT. Jet
energy corrections are derived from the simulation, and are
confirmedwith in situmeasurements with the energy balance
of dijet and photon+jet events [35]. Jets are selected within
|η| < 2.4 andwith pT > 30 (35)GeV in the dilepton (�+jets)
channel.

Jets originating from b quarks or antiquarks are identified
with the Combined Secondary Vertex algorithm [39], which
provides a b-tagging discriminant by combining secondary
vertices and track-based lifetime information. The chosen
working point used in the dilepton channel corresponds to
an efficiency for tagging a b jet of about 80–85%, while
the probability to misidentify light-flavour or gluon jets as
b jets (mistag rate) is around 10%. In the �+jets channel, a
tighter requirement is applied, corresponding to a b-tagging
efficiency of about 65–70% with a mistag rate of 1%. The
probability to misidentify a c jet as b jet is about 40% and
20% for the working points used in the dilepton and �+jets
channels respectively [39].

The missing transverse energy (Emiss
T ) is defined as the

magnitude of the sum of the momenta of all reconstructed
PF candidates in the plane transverse to the beams.

4.2 Event selection

Dilepton events are collected using combinations of triggers
which require two leptons fulfilling pT and isolation criteria.
During reconstruction, events are selected if they contain at
least two isolated leptons (electrons or muons) of opposite
charge and at least two jets, of which at least one is identified
as a b jet. Events with a lepton pair invariant mass smaller
than 12GeV are removed in order to suppress events from
heavy-flavour resonance decays. In the ee and µµ channels,
the dilepton invariantmass is required to be outside aZ-boson
mass window of 91 ± 15GeV (Z-boson veto), and Emiss

T is
required to be larger than 30GeV.

A kinematic reconstruction method [5] is used to deter-
mine the kinematic properties of the tt pair and to identify
the two b jets originating from the decay of the top quark
and antiquark. In the kinematic reconstruction the follow-
ing constraints are imposed: the Emiss

T originated entirely
from the two neutrinos; the reconstructed W-boson invari-
ant mass of 80.4GeV [40] and the equality of the recon-
structed top quark and antiquark masses. The remaining
ambiguities are resolved by prioritising those event solutions
with two or one b-tagged jets over solutions using untagged
jets. Finally, among the physical solutions, the solutions are
ranked according to how the neutrino energies match with a
simulated neutrino energy spectrum and the highest ranked
one is chosen. The kinematic reconstruction yields no valid
solution for about 11% of the events. These are excluded
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from further analysis. A possible bias due to rejected solu-
tions has been studied and found to be negligible.

In the e+jets channel, events are triggered by an isolated
electron with pT > 25GeV and at least three jets with pT >

30GeV. Events in the μ+jets channel are triggered by the
presence of an isolated muon with pT > 24GeV fulfilling
η requirements. Only triggered events that have exactly one
high-pT isolated lepton are retained in the analysis. In the
e+jets channel, events are rejected if any additional electron
is found with pT > 20GeV, |η| < 2.5, and relative isolation
Irel < 0.20. In the μ+jets channel, events are rejected if
any electron candidate with pT > 15GeV, |η| < 2.5 and
Irel < 0.20 is reconstructed. In both �+jets channels events
with additional muons with pT > 10GeV, |η| < 2.5, and
relative isolation Irel < 0.20 are rejected. The presence of
at least three reconstructed jets is required. At least two of
them are required to be b-tagged.

Only tt events from the decay channel under study are con-
sidered as signal. All other tt events are considered as back-
ground, including those containing leptons from τ decays,
which are the dominant contribution to this background.

4.3 Background estimation

After the full event selection is applied, the dominant back-
ground in the eμ channel comes from other tt decay modes,
estimated using simulation. In the ee and µµ channels, it
arises from Z/γ ∗+jets production. The normalisation of this
background contribution is derived fromdata using the events
rejected by the Z-boson veto, scaled by the ratio of events
failing and passing this selection estimated in simulation
(Rout/in) [41]. The number of Z/γ ∗+jets → ee/µµ events
near the Z-boson peak, N in

Z/γ ∗ , is given by the number of

all events failing the Z-boson veto, N in, after subtracting the
contamination fromnon-Z/γ ∗+jets processes. This contribu-
tion is extracted from eμ events passing the same selection,
N in
eµ, and corrected for the differences between the electron

and muon identification efficiencies using a correction factor
k. The Z/γ ∗+jets contribution is thus given by

N out = Rout/inN
in
Z/γ ∗ = Rout/in(N

in − 0.5kN in
eµ) (1)

The factor k is estimated from k2 = Neµ/Nee (Neµ/Nµµ)
for the Z/γ ∗ → e+e− (µ+µ−)+jets contribution, respec-
tively. Here Nee (Nµµ) is the number of ee (µµ) events in
the Z-boson region, without the requirement on Emiss

T . The
remaining backgrounds, including single-top-quark,W+jets,
diboson, and QCD multijet events are estimated from simu-
lation.

In the �+jets channel, the main background contributions
arise fromW+jets andQCDmultijet events,which are greatly
suppressed by the b-tagging requirement. A procedure based

on control samples in data is used to extract the QCDmultijet
background. The leptons inQCDmultijet events are expected
to be less isolated than leptons from other processes. Thus,
inverting the selection on the lepton relative isolation pro-
vides a relatively pure sample of QCD multijet events in
data. Events passing the standard event selection but with an
Irel between 0.3 and 1.0, and with at least one b-tagged jet are
selected. The sample is divided in two: the sideband region
(one b jet) and the signal region (≥2 b jets). The shape of the
QCDmultijet background is taken from the signal region, and
the normalisation is determined from the sideband region. In
the sideband region, the Emiss

T distribution of the QCD mul-
tijet model, other sources of background (determined from
simulation), and the tt signal are fitted to data. The resulting
scaling of QCD multijet background is applied to the QCD
multijet shape from the signal region.

Since the initial state of LHC collision is enriched in up
quarks with respect to down quarks, more W bosons are
produced with positive charge than negative charge. In lep-
tonic W-boson decays, this translates into a lepton charge
asymmetry A. Therefore, a difference between the num-
ber of events with a positively charged lepton and those
with a negatively charged lepton (	±) is observed. In data,
this quantity (	±data) is proportional to the number of
W+jets events when assuming that only the charge asym-
metry from W-boson production is significant. The charge
asymmetry has been measured by CMS [42] and found
to be well described by the simulation, thus the simulated
value can be used to extract the number of W+jets events
from data: N data

W+jets = 	 ±data /A. The correction factor on
the W+jets normalisation, calculated before any b-tagging
requirement, is between 0.81 and 0.92 depending on the W
decay channel and the jet selection. Subsequently, b-tagging
is applied to obtain the number ofW+jets events in the signal
region.

In addition, a heavy-flavour correction must be applied on
the W+jets sample to account for the differences observed
between data and simulation [43]. Using the matching
between selected jets and generated partons, simulated events
are classified as containing at least one b jet (W+bX), at least
one c jet and no b jets (W+cX), or containing neither b jets
nor c jets (W+light quarks). The rate ofW+bX events is mul-
tiplied by 2±1 and the rate of W+cX events is multiplied by
1+1.0
−0.5. No correction is applied toW+light-jets events. These
correction factors are calculated in [43] in a phase space
which is close to the one used in the analysis. The uncer-
tainties in the correction factors are taken into account as
systematic uncertainties. The total number of W+jets events
ismodified to conserve this numberwhenapplying theheavy-
flavour corrections. The remaining backgrounds, originating
from single-top-quark, diboson, and Z/γ ∗+jets processes,
are small and their contributions are estimated using simula-
tion.
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Fig. 1 Number of reconstructed jets (left) and jet pT spectrum (right)
after event selection in the dilepton channel for jets with pT > 30GeV
(top), and in the �+jets channel for jets with pT > 35GeV (bottom). The

hatched band represents the combined effect of all sources of systematic
uncertainty

The multiplicity and the pT distributions of the selected
reconstructed jets are shown for the dilepton and �+jets chan-
nels in Fig. 1. Good agreement for the jet multiplicity is
observed between data and simulation for up to 5 (6) jets in
the dilepton (�+jets) channels. For higher jet multiplicities,
the simulation predicts slightly more events than observed in
data. The modelling of the jet pT spectrum in data is shifted
towards smaller values, covered by the systematic uncertain-
ties. The uncertainty from all systematic sources, which are
described in Sect. 5, is determined by estimating their effect
on both the normalisation and the shape. The size of these
global uncertainties does not reflect those in the final mea-

surements, since they are normalised and, therefore, only
affected by shape uncertainties.

5 Systematic uncertainties

Systematic uncertainties in the measurement arise from
detector effects, background modelling, and theoretical
assumptions. Each systematic uncertainty is investigated sep-
arately and estimated for each bin of the measurement by
varying the corresponding efficiency, resolution, or scale
within its uncertainty. For each variation, the measured nor-
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malised differential cross section is recalculated, and the dif-
ference between the varied result and the nominal result in
each bin is taken as systematic uncertainty. The overall uncer-
tainty in the measurement is obtained by adding all contri-
butions in quadrature. The sources of systematic uncertainty,
described below, are assumed to be uncorrelated.

– Jet energyThe impact of the jet energy scale (JES) [35] is
determined by varying the pT of all jets by the JES uncer-
tainty, which is typically below 3%. The uncertainty due
to the jet energy resolution (JER) [44] is estimated by
varying the nominal value by ±1σ .

– tt model uncertainties Uncertainties originating from
theoretical assumptions on the renormalisation and fac-
torisation scales, the jet-parton matching threshold, the
hadronisation model, and the colour reconnection mod-
elling [45], are determined by repeating the analysis,
replacing the reference MadGraph signal simulation
by other simulation samples. In particular, the impact of
the former sources is assessed withMadGraph samples
with the renormalisation and factorisation scales simul-
taneously varied from the nominal Q2 values to 4Q2 and
Q2/4 andwith jet-partonmatching threshold varied to 40
and 10GeV. The uncertainties from ambiguities in mod-
eling colour reconnection effects are estimated by com-
paring simulations of an underlying event tune including
colour reconnection to a tunewithout it (the Perugia 2011
and Perugia 2011 noCR tunes described in [46]). The
hadronisation model uncertainty is estimated by com-
paring samples simulated with powheg and mc@nlo,
using pythia and herwig, respectively, for hadronisa-
tion. The uncertainty arising from the PDFs is assessed
by reweighting the tt signal sample according to the 44
CTEQ66 error PDF sets, at 90% confidence level. The
effects of these variations are added in quadrature.

– Background The uncertainty due to the normalisation of
the backgrounds that are taken from simulation is deter-
mined by varying the cross section by ±30% [47,48].
This takes into account the uncertainty in the predicted
cross section and all other sources of systematic uncer-
tainty.
In the dilepton channels, the contribution fromZ/γ ∗+jets
processes as determined from data is varied in normali-
sation by ±30% [41].
In the �+jets channels, the uncertainty in theW+jets back-
ground arises from the contamination of other processes
with a lepton charge asymmetry when extracting the rate
from data, and from the uncertainty in the heavy-flavour
correction factors. The rate uncertainty is estimated to
range from 10 to 20%, depending on the channel. The
model uncertainty is estimated using samples with varied
renormalisation and factorisation scales and jet-parton

matching threshold.
The QCD multijet background modelling uncertainty
arises from the choice of the relative isolation require-
ment on the anti-isolated lepton used for the extraction
of the background from data, the influence of the contam-
ination from other processes on the shape, and the extrap-
olation from the sideband to the signal region. The total
uncertainty is about 15% to more than 100%, depending
on the channel.

– Other systematic uncertainties The uncertainty asso-
ciated with the pileup model is determined by varying
the minimum bias cross section within its uncertainty
of ±8%. Other uncertainties taken into account origi-
nate from lepton trigger, isolation, and identification effi-
ciencies; b-jet tagging efficiency and misidentification
probability; integrated luminosity [49]; and the kinematic
reconstruction algorithm used in the dilepton channels.

In the dilepton channels, the total systematic uncertainty
is about 3% at low jet multiplicities, and increases to about
20% in the bins with at least five jets. In the �+jets channels,
the total systematic uncertainty is about 6% at the lowest jet
multiplicity, and increases to 34% for events with at least 8
jets.

The dominant systematic uncertainties for both dilepton
and �+jets channels arise from the JES (with typical values
from 2 to 20%, depending on the jet multiplicity bin and
cross section measurement) and the signal model including
hadronisation, renormalisation and factorisation scales and
jet-parton matching threshold (from 3 to 30%). The typi-
cal systematic uncertainty due to JER ranges from 0.2 to
3%, b-tagging from 0.3 to 2%, pileup from 0.1 to 1.4%, and
background normalisation from 1.6 to 3.8%. The uncertainty
from other sources is below 0.5%. The remaining uncertain-
ties on the model arise from PDF and colour reconnection,
varying from 0.1 to 1.5% and from 1 to 5.8%, respectively.
In all channels, the systematic uncertainty for larger jet mul-
tiplicities is dominated by the statistical uncertainty of the
simulated samples that are used for the evaluation of mod-
elling uncertainties.

6 Normalised differential cross section as a function
of jet multiplicity

Thedifferential tt production cross section as a functionof the
jet multiplicity is measured from the number of signal events
after background subtraction and correction for the detector
efficiencies and acceptances. The estimated number of back-
ground events arising from processes other that tt production
(Nnon tt BG) is directly subtracted from the number of events
in data (N ). The contribution from other tt decay modes is

123

218



Eur. Phys. J. C (2014) 74:3014 Page 7 of 29 3014

Table 1 Normalised differential tt production cross section as a func-
tion of the jet multiplicity for jets with pT > 30GeV in the dilep-
ton channel. The statistical, systematic, and total uncertainties are also
shown. The main experimental and model systematic uncertainties are

displayed: JES and the combination of renormalisation and factorisa-
tion scales, jet-parton matching threshold, and hadronisation (in the
table “Q2/Match./Had.”)

Njets 1/σ dσ/dNjets Stat. (%) Exp. Syst. (%) Model Syst. (%) Total (%)

JES Other Q2/Match./Had. Other

2 0.600 1.2 1.4 0.6 0.5 1.6 2.5

3 0.273 3.3 2.3 2.8 5.4 1.6 7.2

4 0.096 5.1 6.3 3.4 2.8 1.6 9.3

5 0.025 10.1 7.9 3.0 17.4 1.9 24.0

≥6 0.0013 23.8 14.2 2.8 24.3 2.1 37.1

Table 2 Normalised differential tt production cross section as a func-
tion of the jet multiplicity for jets with pT > 60GeV in the dilep-
ton channel. The statistical, systematic, and total uncertainties are also
shown. The main experimental and model systematic uncertainties are

displayed: JES and the combination of renormalisation and factorisa-
tion scales, jet-parton matching threshold, and hadronisation (in the
table “Q2/Match./Had.”)

Njets 1/σ dσ/dNjets Stat. (%) Exp. Syst. (%) Model Syst. (%) Total (%)

JES Other Q2/Match./Had. Other

0 0.158 3.4 7.0 5.7 2.7 1.6 10.1

1 0.397 4.0 4.9 2.0 3.3 1.9 7.6

2 0.350 2.6 3.2 3.3 3.5 1.7 6.6

3 0.079 5.2 3.4 3.0 5.8 1.6 9.2

4 0.0127 13.9 5.4 3.5 15.8 1.7 22.1

5 0.0020 30.9 4.8 3.6 15.5 1.6 35.1

≥6 0.00012 57.1 4.7 16.7 38.7 2.9 69.4

taken into account by correcting N–Nnon tt BG with the sig-
nal fraction, defined as the ratio of the number of selected tt
signal events to the total number of selected tt events. This
avoids the dependence on the inclusive tt cross section used
for normalisation. The normalised differential cross section
is derived by scaling to the total integrated luminosity and by
dividing the corrected number of events by the cross section
measured in situ for the same phase space. Because of the
normalisation, those systematic uncertainties that are corre-
lated across all bins of the measurement, and therefore only
affect the normalisation, cancel out. In order to avoid addi-
tional uncertainties due to the extrapolation of the measure-
ment outside of the phase space region probed experimen-
tally, the differential cross section is determined in a visible
phase space defined at the particle level by the kinematic and
geometrical acceptance of the final-state leptons and jets.

The visible phase space at particle level is defined as fol-
lows. The charged leptons from the tt decays are selected
with |η| < 2.4 in dilepton events and |η| < 2.5 (2.1) in
e+jets (μ+jets) final states, pT > 20 (30)GeV in the dilep-
ton (�+jets) channels. A jet is defined at the particle level in
a similar way as described in Sect. 4 for the reconstructed
jets, by applying the anti-kT clustering algorithm to all stable

particles (including neutrinos not coming from the hard inter-
action). Particle-level jets are rejected if the selected leptons
are within a cone of 	R = 0.4 with respect to the jet, to
avoid counting leptons misidentified as jets. A jet is defined
as a b jet if it contains the decay products of a b hadron.
The two b jets from the tt decay have to fulfill the kinematic
requirements |η| < 2.4 and pT > 30 (35)GeV in the dilep-
ton (�+jets) events. In the �+jets channels, a third jet with the
same properties is also required.

Effects from trigger and detector efficiencies and resolu-
tions, leading to migrations of events across bin boundaries
and statistical correlations among neighbouring bins, are cor-
rected by using a regularised unfolding method [5,50,51]. A
response matrix that accounts for migrations and efficiencies
is calculated from simulated tt events using the reference
MadGraph sample. The event migration in each bin is con-
trolled by the purity (number of events reconstructed andgen-
erated in one bin divided by the total number of reconstructed
events in that bin) and the stability (number of events recon-
structed and generated in one bin divided by the total number
of generated events in that bin). In these measurements, the
purity and stability in the bins is typically 60% or higher. The
generalised inverse of the response matrix is used to obtain
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Fig. 2 Normalised differential tt production cross section as a func-
tion of the jet multiplicity for jets with pT >30GeV (top) and pT >

60GeV (bottom) in the dilepton channel. The measurements are com-
pared to predictions from MadGraph+pythia, powheg+pythia, and
mc@nlo+herwig (left), aswell as fromMadGraphwith varied renor-

malisation and factorisation scales, and jet-parton matching threshold
(right). The inner (outer) error bars indicate the statistical (combined
statistical and systematic) uncertainty. The shaded band corresponds to
the combined statistical and systematic uncertainty

the unfolded distribution from the measured distribution by
applying a χ2 technique. To avoid non-physical fluctuations,
a smoothing prescription (regularisation) is applied [5,52].
The unfolded data are subsequently corrected to take into
account the acceptance in the particle level phase space.

The measured normalised differential cross sections are
consistent among the different dilepton and �+jets chan-
nels. The final results in the dilepton and �+jets channels are
obtained from the weighted average of the individual mea-
surements, using the statistical uncertainty as theweight. The
result from the combination of e+jets and μ+jets channels is
defined for the pseudorapidity range |η| < 2.1, i.e. according

to the selection criterion of theμ+jets channel. The difference
of this result to that for the pseudorapidity range |η| < 2.5
has been estimated to be less than 0.4% in any of the bins of
the jet multiplicity distribution. In the combination, the dif-
ferences in the |η|-range betweenμ+jets and e+jets channels
are therefore neglected.

The normalised differential tt production cross section,
1/σ dσ/dNjets, as a function of the jet multiplicity, Njets, is
shown in Tables 1 and 2, and Fig. 2 for the dilepton channel
and jets with pT > 30 (60)GeV. For the �+jets channel it is
shown in Table 3 and Fig. 3 for jets with pT > 35GeV. In
the tables, the experimental uncertainties are divided between
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Table 3 Normalised differential tt production cross section as a func-
tion of the jet multiplicity for jets with pT > 35GeV in the �+jets chan-
nel. The statistical, systematic, and total uncertainties are also shown.
The main experimental and model systematic uncertainties are dis-

played: JES and the combination of renormalisation and factorisation
scales, jet-parton matching threshold, and hadronisation (in the table
“Q2/Match./Had.”)

Njets 1/σ dσ/dNjets Stat. (%) Exp. Syst. (%) Model Syst. (%) Total (%)

JES Other Q2/Match./Had. Other

3 0.453 0.9 3.8 2.2 3.8 1.3 6.1

4 0.372 1.2 1.8 1.8 3.2 1.4 4.5

5 0.130 2.7 5.6 2.0 7.5 1.8 10.2

6 0.0353 5.3 6.7 2.4 14.2 2.5 17.0

7 0.00841 10.5 10.7 3.3 19.1 4.3 24.9

≥8 0.00130 26.4 17.7 5.1 28.6 3.4 43.2

the dominant (JES) and other (JER, b-tagging, pileup, lepton
identification, isolation, and trigger efficiencies, background
contribution and integrated luminosity) contributions. The
model uncertainties are also divided between the dominant
(renormalisation and factorisation scales, jet-parton match-
ing threshold, and hadronisation) and other (PDF and colour
reconnection) contributions. The measurements are com-
pared to the predictions fromMadGraph and powheg, both
interfaced with pythia, and from mc@nlo interfaced with
herwig.

The predictions from MadGraph+pythia and powheg

+pythia are found to provide a reasonable description of the
data. In contrast, mc@nlo+herwig generates fewer events
in bins with large jet multiplicities. The effect of the variation
of the renormalisation and factorisation scales and jet-parton
matching threshold inMadGraph+pythia is comparedwith
the referenceMadGraph+pythia simulation. The choice of
lower values for both these parameters seems to provide a
worse description of the data for higher jet multiplicities.

7 Normalised differential cross section as a function
of the additional jet multiplicity

The normalised differential tt production cross section is also
determined as a function of the number of additional jets
accompanying the tt decays in the �+jets channel. This mea-
surement provides added value to the one presented in Sect. 6
by distinguishing jets from the tt decay products and jets
coming from additional QCD radiation. This is particularly
interesting in final states with many jets.

For this measurement, the event selection follows the pre-
scription discussed in Sect. 4, and requires at least four jets
(in order to perform a full event reconstruction later) with
pT > 30GeV and |η| < 2.4. The pT requirement is lowered
to gain more data and reduce the statistical uncertainty. The
particle-level jets, defined as described in Sect. 6 but with

pT > 30GeV, are counted as additional jets if their distance
to the tt decay products is 	R > 0.5. We consider the fol-
lowing objects as tt decay products: two b quarks, two light
quarks from the hadronically decaying W boson, and the
lepton from the leptonically decayingW boson; the neutrino
is not included. The simulated tt events are classified into
three categories according to the number of additional jets
(0, 1, and ≥2) selected according to this definition. Figure 4
illustrates the contributions of tt events with 0, 1, and ≥2
additional jets to the number of reconstructed jets in the sim-
ulation.

A full event reconstruction of the tt system is performed in
order to create a variable sensitive to additional jets, taking
into account all possible jet permutations. The most likely
permutation is determined using a χ2 minimisation, where
the χ2 is given by:

χ2 =
(
mrec

Whad − mtrue
Whad

σWhad

)2

+
(
mrec

thad
− mtrue

thad

σthad

)2

+
(
mrec

tlep
− mtrue

tlep

σtlep

)2

,

where mrec
thad

and mrec
tlep

are the reconstructed invariant masses
of the hadronically and the leptonically decaying top quark,
respectively, andmWhad is the reconstructed invariant mass of
the W boson from the hadronic top-quark decay. The param-
eters mtrue and σthad , σtlep , and σWhad are the mean value and
standard deviations of the reconstructed mass distributions
in the tt simulation. In each event, all jet permutations in
which only b-tagged jets are assigned to b quarks are consid-
ered. The permutationwith the smallestχ2 value is chosen as
the best hypothesis. For events containing the same number
of reconstructed jets (Njets) the variable

√
χ2 provides good

discrimination between events classified as tt + 0, 1, and ≥2
additional jets. The discrimination power is due to the sensi-
tivity of the event reconstruction to the relation between Njets
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Fig. 3 Normalised differential tt production cross section as a function
of jet multiplicity for jets with pT > 35GeV in the �+jets channel. The
measurement is compared to predictions from MadGraph+pythia,
powheg+pythia, and mc@nlo+herwig (top), as well as fromMad-

Graph with varied renormalisation and factorisation scales, and jet-
parton matching threshold (bottom). The inner (outer) error bars indi-
cate the statistical (combined statistical and systematic) uncertainty.
The shaded band corresponds to the combined statistical and system-
atic uncertainty

and the number of additional jets Nadd. jets. The best event

reconstruction, thus providing a smaller
√

χ2, is achieved if
the observation is close to Njets = 4 + Nadd. jets, where four
is the expected number of jets from the tt decay partons. For
instance, a tt + 1 additional jet event with Njets = 4 is likely

jetsN
4 5 6 7 8≥

A
rb

itr
ar

y 
un

its

0.1

0.2

0.3

0.4

0.5

0.6
 + 0 add. Jetstt

 + 1 add. Jettt

 2 add. Jets≥ + tt

Lepton+Jets Combined

 = 7 TeVsCMS Simulation at

Fig. 4 Jet multiplicity distribution in simulated tt events in the �+jets
channel. The splitting into three categories, defined by the compatibility
of the selected particle level jets with the tt decay partons is also shown
(cf. Sect. 7)

to get a large
√

χ2 value because one of the four jets from
the tt decay partons is missing for a correct event reconstruc-
tion.

Themeasurement of the fractions of tt eventswith 0, 1, and
≥2 additional jets is performed using a binned maximum-
likelihood fit of the

√
χ2 templates to data, simultaneously

in both �+jets channels. The normalisations of the signal tem-
plates (tt + 0, 1, and≥2 additional jets) are free parameters in
the fit. For the normalisations of the background processes,
Gaussian constraints corresponding to the uncertainties of
the background predictions are applied. It has been verified
that the use of log-normal constraints gives similar results.
The result of the fit is shown in Fig. 5. The QCDmultijet and
W+jets templates are estimated using the data-basedmethods
described in Sect. 4.

The normalisations for the three signal templates are
applied to the predicted differential cross section in the vis-
ible phase space, calculated using the simulated tt sample
fromMadGraph+pythia. This phase space is defined as in
Sect. 6 with the requirement of four particle level jets with
pT > 30GeV. This provides the differential cross section as
a function of the number of additional jets, which is finally
normalised to the total cross section measured in the same
phase space. The results are shown in Fig. 6 and summarised
in Table 4.

For each tt + additional jet template used in themaximum-
likelihood fit, a full correlation is assumed between the rate
of events that fulfill the particle-level selection and the rate
of events that do not. Therefore, a single template is used for
both parts.
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Fig. 5 Result of the simultaneous template fit to the
√

χ2 distribution in the �+jets channel. All templates are scaled to the resulting fit parameters

Including an additional template made from events that
are not inside the visible phase space leads to fit results that
are compatible within the estimated uncertainties. To check
the model dependency, the fit is repeated using simulated
data from mc@nlo+herwig and powheg+pythia instead
of MadGraph+pythia. The results are stable within the
uncertainties.

The sources of systematic uncertainties are the same as
those discussed in Sect. 5, except for the background nor-
malisations, which are constrained in the fit. Their effect
is propagated to the fit uncertainty, which is quoted as the
statistical uncertainty. The impact of the systematic uncer-
tainties on the extracted fractions of tt + 0, 1, and ≥2
additional jets is evaluated using pseudo-experiments. The
most important contributions to the systematic uncertainties
originate from JES (up to 7%) and modelling uncertain-
ties: hadronisation (up to 6%), jet-parton matching thresh-
old (up to 5%), and renormalisation and factorisation scales
(up to 4%).

The mc@nlo+herwig prediction produces fewer events
with≥2 additional jets than data, which arewell described by
MadGraph+pythia and powheg+pythia. The prediction

from MadGraph+pythia with lower renormalisation and
factorisation scales provides a worse description of the data.
These observations are in agreement with those presented in
Sect. 6.

8 Additional jet gap fraction

An alternative way to investigate the jet activity arising from
quark and gluon radiation produced in association with the
tt system is to determine the fraction of events that do not
contain additional jets above a given threshold. Thismeasure-
ment is performed using events in the dilepton decay channel
after fulfilling the event reconstruction and selection require-
ments discussed in Sect. 4. The additional jets are defined as
those not assigned to the tt system by the kinematic recon-
struction described in Sect. 4.2.

A threshold observable, referred to as gap fraction [6], is
defined as:

f (pT) = N (pT)

Ntotal
, (2)
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Fig. 6 Normalised differential tt production cross section as a func-
tion of the number of additional jets in the �+jets channel. The
measurement is compared to predictions from MadGraph+pythia,
powheg+pythia, and mc@nlo+herwig (top), as well as fromMad-

Graph with varied renormalisation and factorisation scales, and jet-
parton matching threshold (bottom). The inner (outer) error bars indi-
cate the statistical (combined statistical and systematic) uncertainty.
The shaded band corresponds to the combined statistical and system-
atic uncertainty

where Ntotal is the number of selected events and N (pT)

is the number of events that do not contain additional jets
above a pT threshold in the whole pseudorapidity range
used in the analysis (|η| < 2.4). The pseudorapidity and
pT distributions of the first and second leading (in pT)
additional reconstructed jets are presented in Fig. 7. The
distributions show good agreement between data and the
simulation.

The veto can be extended beyond the additional leading
jet criteria by defining the gap fraction as

f (HT) = N (HT)

Ntotal
, (3)

where N (HT) is the number of events in which HT, the scalar
sum of the pT of the additional jets (with pT > 30GeV), is
less than a certain threshold.

For each value of pT and HT thresholds, the gap fraction is
evaluated at particle level in the visible phase space defined
in Sect. 6. The additional jets at particle level are defined as
all jets within the kinematic acceptance not including the two
highest-pT b jets containing the decay products of different
b hadrons. They are required to fulfill the condition that they
are not within a cone of 	R = 0.4 from any of the two
isolated leptons, as described in Sect. 6.

Given the large purity of the selected events for any value
of pT and HT, a correction for detector effects is applied
following a simpler approach than the unfoldingmethod used
in Sect. 6. Here, the ratio of the particle-level to the simulated
gap fraction distributions, obtained with the tt sample from
MadGraph, provides the correction which is applied to the
data.

The measured gap-fraction distribution is compared to
predictions from MadGraph+pythia, powheg+pythia,
and mc@nlo+herwig, and to the predictions from the
MadGraph samples with varied renormalisation and fac-
torisation scales and jet-parton matching threshold. In Fig. 8
the gap fraction is measured as a function of the pT of
the leading additional jet (left) and as a function of HT

(right), with the thresholds (defined at the abscissa where
the data point is shown) varied between 35 and 380GeV.

Table 4 Normalised differential tt production cross section as a func-
tion of the jet multiplicity for jets with pT > 30GeV in the dilep-
ton channel. The statistical, systematic, and total uncertainties are also
shown. The main experimental and model systematic uncertainties are

displayed: JES and the combination of renormalisation and factorisa-
tion scales, jet-parton matching threshold, and hadronisation (in the
table “Q2/Match./Had.”)

Njets 1/σ dσ/dNadd. jets Stat. (%) Exp. Syst. (%) Model Syst. (%) Total (%)

JES Other Q2/Match./Had. Other

tt + 0 add. Jets 0.332 1.2 4.2 1.4 7.5 1.6 9.0

tt + 1 add. Jet 0.436 1.5 0.9 1.0 9.5 1.3 9.8

tt + ≥2 add. Jets 0.232 1.8 7.2 1.5 9.6 2.6 12.5
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Fig. 7 Distribution of the η (left) and the pT (right) of the first (top)
and second (bottom) leading additional reconstructed jets compared to
signal and background simulated samples. The error bars on the data

points indicate the statistical uncertainty. The hatched band represents
the combined effect of all sources of systematic uncertainty

The results are summarised in Tables 5 and 6, respectively.
The measurements are consistent among the three dilep-
ton channels. The gap fraction is lower as a function of
HT showing that the measurement is probing quark and
gluon emission beyond the first emission. The gap frac-
tion is better described by mc@nlo +herwig compared
to MadGraph+pythia and powheg+pythia. This result
is not incompatible with the observation described above,
because the gap fraction requires the jets to have a cer-
tain pT above the threshold, which does not imply neces-
sarily large jet multiplicities. Decreasing the renormalisa-
tion and factorisation scales or matching threshold in the

MadGraph sampleworsens the agreement between data and
simulation.

The total systematic uncertainty is about 3.5% for values
of the threshold (pT or HT) below 40GeV, and decreases to
0.2% for values of the thresholds above 200GeV. Dominant
sources of systematic uncertainty arise from the uncertainty
in the JES and the background contamination, corresponding
to approximately 2 and 1% systematic uncertainty, respec-
tively, for the smallest pT and HT values. Other sources with
smaller impact on the total uncertainty are the b-tagging effi-
ciency, JER, pileup, and the procedure used to correct the
data to particle level.
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Fig. 8 Measured gap fraction as a function of the additional jet pT
(left) and of HT = ∑

padd. jetsT (right) in the dilepton channels. Data are
compared to predictions from MadGraph+pythia, powheg+pythia,
and mc@nlo+herwig (top), as well as from MadGraph with var-

ied renormalisation and factorisation scales, and jet-parton matching
threshold (bottom). The error bars on the data points indicate the sta-
tistical uncertainty. The shaded band corresponds to the combined sta-
tistical and total systematic uncertainty (added in quadrature)

9 Summary

Measurements of the normalised differential tt production
cross section as a function of the number of jets in the dilep-
ton (ee, µµ, and eμ) and �+jets (e+jets, μ+jets) channels
are presented. The measurements are performed using a data
sample corresponding to an integrated luminosity of 5.0 fb−1

collected in pp collisions at
√
s = 7TeVwith theCMSdetec-

tor. The results are presented in the visible phase space and
compared with predictions of perturbative quantum chromo-
dynamics from MadGraph and powheg interfaced with
pythia, and mc@nlo interfaced with herwig, as well as
MadGraph with varied renormalisation and factorisation
scales, and jet-parton matching threshold. The normalised

differential tt production cross section is also measured as
a function of the jets radiated in addition to the tt decay
products in the �+jets channel. The MadGraph+pythia

and powheg+pythia predictions describe the data well up
to high jet multiplicities, while mc@nlo+herwig predicts
fewer events with large number of jets. The gap fraction
is measured in dilepton events as a function of the pT of
the leading additional jet and the scalar sum of the pT of
the additional jets, and is also compared to different the-
oretical predictions. No significant deviations are observed
between data and simulation. The mc@nlo+herwigmodel
seems to more accurately describe the gap fraction for all
values of the thresholds compared to MadGraph+pythia

and powheg+pythia.
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Table 5 Measured gap fraction as a function of the additional jet pT.
The statistical, systematic, and total uncertainties are also shown

pT Threshold (GeV) Result Stat. (%) Syst. (%) Total (%)

35 0.64 1.7 3.5 3.9

45 0.70 1.4 2.6 3.0

55 0.74 1.3 2.4 2.7

65 0.77 1.2 2.0 2.3

75 0.80 1.1 1.6 2.0

85 0.82 1.0 1.4 1.8

95 0.84 1.0 1.4 1.7

110 0.87 0.9 1.1 1.4

130 0.89 0.8 0.8 1.1

150 0.92 0.7 0.8 1.1

170 0.93 0.6 0.6 0.8

190 0.95 0.6 0.5 0.7

210 0.96 0.5 0.5 0.7

230 0.96 0.4 0.5 0.6

250 0.97 0.4 0.4 0.6

270 0.98 0.4 0.4 0.5

300 0.98 0.3 0.3 0.5

340 0.99 0.3 0.3 0.4

380 0.99 0.2 0.2 0.3

Table 6 Measured gap fraction as a function of HT = ∑
padd. jetsT . The

statistical, systematic, and total uncertainties are also shown

HT Threshold (GeV) Result Stat. (%) Syst. (%) Total (%)

35 0.64 1.6 3.6 3.9

45 0.71 1.4 2.3 2.6

55 0.77 1.2 1.9 2.3

65 0.81 1.1 1.4 1.8

75 0.84 1.0 1.2 1.5

85 0.87 0.9 1.1 1.4

95 0.89 0.8 1.0 1.3

110 0.91 0.7 0.8 1.1

130 0.93 0.6 0.6 0.8

150 0.95 0.5 0.6 0.8

170 0.96 0.4 0.5 0.7

190 0.97 0.4 0.4 0.6

210 0.98 0.3 0.4 0.5

230 0.98 0.3 0.3 0.4

250 0.99 0.3 0.2 0.3

270 0.99 0.2 0.2 0.3

300 0.99 0.2 0.2 0.3

340 1.00 0.2 0.2 0.2

380 1.00 0.1 0.1 0.2
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Abstract The normalized differential cross section for top
quark pair (tt) production is measured in pp collisions at a
centre-of-mass energy of 8 TeV at the CERN LHC using the
CMS detector in data corresponding to an integrated lumi-
nosity of 19.7 fb−1. The measurements are performed in the
lepton+jets (e/μ+jets) and in the dilepton (e+e−, μ+μ−,
and e±μ∓) decay channels. The tt cross section is measured
as a function of the kinematic properties of the charged lep-
tons, the jets associated to b quarks, the top quarks, and the
tt system. The data are compared with several predictions
from perturbative quantum chromodynamic up to approxi-
mate next-to-next-to-leading-order precision. No significant
deviations are observed relative to the standard model pre-
dictions.

1 Introduction

Understanding the production and properties of top quarks
is fundamental for testing the quality of the standard model
(SM) and for searching for new physical phenomena beyond
its scope. The large top quark data samples produced in
proton–proton (pp) collisions at the CERN LHC provide
access to precision measurements that are crucial for check-
ing the internal consistency of the SM at the LHC energy
scale. In particular, measurements of the top quark pair (tt)
production cross section as a function of tt kinematic observ-
ables are important for comparing with the state-of-the-art
quantum chromodynamic (QCD) predictions within the SM,
and thereby constrain QCD parameters. In addition, the top
quark plays a relevant role in theories beyond the SM, and
such differential measurements are therefore expected to be
sensitive to new phenomena [1].

Electronic supplementary material The online version of this
article (doi:10.1007/s10052-015-3709-x) contains supplementary
material, which is available to authorized users.

∗ e-mail: cms-publication-committee-chair@cern.ch

Differential tt production cross sections have been mea-
sured previously at the Fermilab pp Tevatron [2,3], and at
the LHC at a centre-of-mass energy

√
s = 7 TeV [4–6]. We

present here the first measurement of the normalized differ-
ential tt production cross section with the CMS detector at√
s = 8 TeV. The analysis uses data recorded in 2012 cor-

responding to an integrated luminosity of 19.7 ± 0.5 fb−1,
which is about a factor of four larger than the sample used
in the measurement performed by the CMS Collaboration
at 7 TeV [5]. The analysis largely follows the procedures of
Ref. [5] and benefits from the increase in statistical preci-
sion together with improvements in kinematic reconstruc-
tion algorithms and extended systematic studies, leading to
a significant reduction of the total uncertainties.

The measurements are performed in �+jets channels (� =
e or μ), which contain a single isolated charged lepton and
at least four jets in the final state, and in dilepton channels,
with two oppositely charged leptons (e+e−, μ+μ−, e±μ∓)
and at least two jets. The tt cross section is determined as
a function of the kinematic properties of the top quarks and
of the tt system, as well as of the leptons and jets associated
with bottom (b) quarks (b jets) from top quark decays.

The kinematic properties of top quarks are obtained
through kinematic-fitting and reconstruction algorithms. The
normalized differential tt cross section is determined by
counting the number of tt signal events in each bin of a given
observable, correcting for detector effects and acceptance,
and dividing by the measured total inclusive tt event rate.
The latter is evaluated by integrating over all bins in each
observable.

The results for directly measured quantities, such as kine-
matic properties of leptons and b jets, are presented in a
fiducial phase space defined by the kinematic and geomet-
ric acceptance of all selected final-state objects. This avoids
extrapolating the measured cross section into regions that
are not experimentally accessible. In addition, the top quark
and tt distributions are determined in the full phase space, in
order to facilitate the comparison with higher-order pertur-
bative QCD calculations. The results are compared to sev-
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eral predictions obtained with the leading-order (LO) Mad-

Graph [7] generator interfaced to pythia [8] for parton evo-
lution and hadronization, the next-to-leading-order (NLO)
generators powheg [9–11], interfaced to both pythia and
herwig [12], and mc@nlo [13] interfaced to herwig, and
the latest NLO calculations with next-to-next-to-leading-
logarithm (NNLL) corrections [14,15], and approximate
next-to-next-to-leading-order (NNLO) predictions [16]. The
approximate NNLO predictions can be computed with the
DiffTop [17] program.

This document is structured as follows. A brief descrip-
tion of the CMS detector is provided in Sect. 2. Details of the
event simulation are given in Sect. 3, and event reconstruction
and selection are discussed in Sect. 4. The estimated system-
atic uncertainties on the measurements of the cross section
are described in Sect. 5. The results of the measurement are
discussed in Sect. 6, followed by a summary in Sect. 7.

2 CMS detector

The central feature of the CMS apparatus is a superconduct-
ing solenoid of 13 m length and 6 m inner diameter, which
provides an axial magnetic field of 3.8 T. Within the field
volume are a silicon-pixel and strip tracker, a lead tungstate
crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed of
a barrel and two endcap sections. Charged particle trajec-
tories are measured by the inner tracking system, cover-
ing a pseudorapidity range of |η| < 2.5. The ECAL and
the HCAL surround the tracking volume, providing high-
resolution energy and direction measurements of electrons,
photons, and hadronic jets up to |η| < 3. Muons are measured
in gas-ionization detectors embedded in the steel flux return
yoke outside the solenoid covering the region |η| < 2.4.
Extensive forward calorimetry complements the coverage
provided by the barrel and endcap detectors up to |η| < 5.2.
The detector is nearly hermetic, allowing for energy balance
measurements in the plane transverse to the beam directions.
A two-tier trigger system selects the pp collisions for use in
the analysis. A more detailed description of the CMS detec-
tor, together with a definition of the coordinate system and
the relevant kinematic variables, can be found in Ref. [18].

3 Event simulation and theoretical calculations

Event generators, interfaced with a detailed detector simu-
lation, are used to model experimental effects, such as con-
sequences of event reconstruction and choice of selection
criteria, as well as detector resolution. The tt sample is simu-
lated using the LO MadGraph event generator (v. 5.1.5.11),
which implements the relevant matrix elements with up to

three additional partons. The MadSpin [19] package is used
to incorporate spin correlation effects with matrix elements
for up to three additional partons. The value of the top quark
mass is fixed to mt = 172.5 GeV and the proton struc-
ture is described by the parton distribution functions (PDF)
CTEQ6L1 [20]. The generated events are subsequently pro-
cessed with pythia (v. 6.426, referred to as pythia6 in
the following) for parton showering and hadronization, and
the MLM prescription [21] is used for matching of matrix-
element jets to parton showers. The CMS detector response
is simulated using Geant4 (v. 9.4) [22].

In addition to the MadGraph prediction, calculations
obtained with the NLO generators mc@nlo (v. 3.41) and
powheg (v. 1.0 r1380) are compared to the results pre-
sented in Sect. 6. While powheg and mc@nlo are for-
mally equivalent up to the NLO accuracy, they differ in
the techniques used to avoid double counting of radia-
tive corrections that can arise from interfacing with the
parton showering generators. Two powheg samples are
used: one is processed through pythia6 and the other
through herwig (v. 6.520, referred to as herwig6 in
the following) for the subsequent parton showering and
hadronization. The parton showering in pythia6 is based
on a transverse-momentum-ordered evolution scale, whereas
in herwig6 it is angular-ordered. The events generated
with mc@nlo are interfaced with herwig6. The herwig6
AUET2 tune [23] is used to model the underlying event in
the powheg+herwig6 sample, while the default tune is used
in the mc@nlo+herwig6 sample. The proton structure is
described by the PDF sets CT10 [24] and CTEQ6M [20]
for powheg and mc@nlo, respectively. In addition, the lat-
est available NLO+NNLL [14,15] and approximate NNLO
QCD predictions [16] are also used to compare with the
data. The NNLO MSTW2008 [25] PDF set is used for
both the NLO+NNLL and the approximate NNLO calcu-
lations.

Standard model background samples are simulated with
MadGraph (without the MadSpin package), powheg, or
pythia6, depending on the process. The main background
contributions originate from the production of W and Z/γ ∗
bosons with additional jets (referred to as W+jets and Z+jets,
respectively, in the following), single top quark (s-, t-, and tW
channels), diboson (WW, WZ, and ZZ), tt production in asso-
ciation with a Z, W, orγ boson (referred to as tt+Z/W/γ in the
following), and QCD multijet events. The W+jets, Z+jets,
and tt+Z/W/γ samples are simulated with MadGraph with
up to two additional partons in the final state. The powheg

generator is used for simulating single top quark produc-
tion, while pythia6 is used to simulate diboson and QCD
multijet events. Parton showering and hadronization are also
simulated with pythia6 in all the background samples. The
pythia6 Z2* tune [26] is used to characterize the underlying
event in both the tt and the background samples.
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For comparison with the measured distributions, the event
yields in the simulated samples are normalized to an inte-
grated luminosity of 19.7 fb−1, according to their predicted
cross sections. These are taken from NNLO (W+jets [27,28]
and Z+jets [27]), NLO+NNLL (single top quark s-, t-,
and tW channels [16]), NLO (diboson [29], tt+W [30], and
tt+Z [31]), and LO (QCD multijet [8]) calculations. The
predicted cross section for the tt+γ sample is obtained by
scaling the LO cross section obtained with the Whizard

event generator [32] by an NLO/LO correction K -factor [33].
Correction factors described in Sects. 4 and 5, and subse-
quently referred to as scale factors, are applied when needed
to improve the description of the data by the simulation. The
tt simulation is normalized to the data to present the expected
rates in the figures in Sect. 4.

4 Event reconstruction and selection

The event selection is similar to that described in Ref. [5]
for the measurement of normalized differential tt cross sec-
tions at

√
s = 7 TeV, and is based on the final-state topology

of tt events. The top quark decays almost exclusively into a
W boson and a b quark, and only the subsequent decays of
one or two of the W bosons into a charged lepton (electron
or muon) and a neutrino are considered. These signatures
imply the presence of isolated leptons with high transverse
momentum pT, large pT imbalance caused by the neutrinos
that escape detection, and highly energetic jets. The iden-
tification of b jets through b-tagging techniques is used to
increase the purity of the selected sample. The event selec-
tion in each channel is optimized to maximize the content of
tt signal events and background rejection.

4.1 Lepton, jet, and missing transverse energy
reconstruction

Events are reconstructed using a particle-flow technique [34,
35], which combines signals from all subdetectors to enhance
the reconstruction and identification of individual particles
observed in pp collisions. Charged hadrons from pileup
events, i.e. those originating from additional pp interactions
within the same bunch crossing, are subtracted on an event-
by-event basis. Subsequently, the remaining neutral-hadron
component from pileup is accounted for through jet energy
corrections [36].

Electron candidates are reconstructed from a combination
of the track momentum at the main interaction vertex, the cor-
responding energy deposition in the ECAL, and the energy
sum of all bremsstrahlung photons attached to the track [37].
The candidates are required to have pT > 33 GeV within
the pseudorapidity interval |η| < 2.1 for the �+jets chan-
nels, while electron candidates in the dilepton channels are

required to have pT > 20 GeV and |η| < 2.4. As an addi-
tional quality criterion, a relative isolation Irel(0.3) < 0.10 in
the �+jets channels and Irel(0.3) < 0.15 in the dilepton chan-
nels is required, where Irel(x) is defined as the sum of the pT

of all neutral and charged reconstructed particle candidates
inside a cone of �R ≡ √

(�η)2 + (�φ)2 < x around the
electron (excluding the electron itself) in η-φ space, divided
by the pT of the electron.

Muon candidates are reconstructed using the track infor-
mation from the silicon tracker and the muon system. They
are required to have pT > 33 GeV and |η| < 2.1 in the �+jets
channels, while in the dilepton channels the corresponding
selection requires pT > 20 GeV and |η| < 2.4. Isolated
muon candidates are selected if they fulfill Irel(0.4) < 0.12
and Irel(0.3) < 0.15 in the �+jets and dilepton chan-
nels, respectively. The same definition of relative isolation
described above is also used for muon candidates.

Jets are reconstructed by clustering the particle-flow can-
didates [38] using the anti-kT clustering algorithm with a
distance parameter of R = 0.5 [39]. Electrons and muons
passing less stringent selections on lepton kinematic quan-
tities and isolation, relative to the ones specified above, are
identified but excluded from clustering. A jet is selected if
it has pT > 30 GeV and |η| < 2.4 for both the �+jets and
dilepton channels. Jets originating from b quarks are identi-
fied through a “combined secondary vertex” algorithm [40],
which provides a b-tagging discriminant by combining sec-
ondary vertices and track-based lifetime information. The
chosen working point in the �+jets channels has an efficiency
for tagging a b jet of ≈60 %, while the probability to misiden-
tify light-flavour jets as b jets (mistag rate) is only ≈1.5 %. In
the dilepton channels, the working point is selected to provide
b-tagging efficiency and mistag rate of ≈80–85 and ≈10 %,
respectively [40]. These requirements are chosen to reduce
the background contribution in the corresponding channels
while keeping a large fraction of the tt signal.

The missing transverse energy ET/ is defined as the mag-
nitude of the imbalance in the transverse momentum pT/ in
the event, which is the negative of the vectorial sum of the
momenta in the transverse plane of all the particles recon-
structed with the particle-flow algorithm [41]. To mitigate
the effect of contributions from pileup on the resolution in
ET/ , we use a multivariate correction where the input is sep-
arated into components that originate from the primary and
other collision vertices [42]. This correction improves the ET/

resolution by ≈5 %.

4.2 Event selection

Events in the �+jets channels that are triggered by the
presence of a single electron (muon) with pT > 27 GeV
(pT > 24 GeV, |η| < 2.1), are selected if they contain
exactly one reconstructed lepton fulfilling the requirements
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Fig. 1 Kinematic distributions after event selection and before the
kinematic reconstruction of the tt system in the �+jets channels: the
multiplicity in the reconstructed number of b-tagged jets (top left), the
multiplicity in the reconstructed number of jets (top right), the pT of the
selected isolated leptons (bottom left), and the pT of all reconstructed

jets (bottom right). The QCD multijet background is negligible and not
shown. The hatched regions correspond to the shape uncertainties for
the signal and backgrounds (cf. Sect. 5). The lower part of each plot
shows the ratio of data to the predictions

described in Sect. 4.1. Events are rejected if there are addi-
tional electron candidates with pT > 20 GeV, |η| < 2.5,
and Irel(0.3) < 0.15, or additional muon candidates with
pT > 10 GeV, |η| < 2.5, and Irel(0.4) < 0.2. Additionally,
an event must contain at least four reconstructed jets satis-
fying the criteria described in Sect. 4.1. To suppress back-
ground contribution mainly from W+jets events, at least two
of these jets are required to be tagged as b jets, and at least

two must not be tagged as b jets, as they are used to recon-
struct W → qq′ decays. In the dilepton channels, events are
triggered using combinations of two leptons with pT thresh-
olds of 8 and 17 GeV, and are selected if they contain at least
two isolated leptons of opposite electric charge and at least
two jets. At least one of the jets is required to be b-tagged.
In events with more than two leptons, we choose the lepton
pair with opposite charge and largest value in the sum of
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Fig. 2 Kinematic distributions after event selection and before the
kinematic reconstruction of the tt system for the dilepton channels: the
multiplicity in the reconstructed number of b-tagged jets (top left), the
multiplicity in the number of reconstructed jets (top right), the pT of the
selected isolated leptons (bottom left), and the pT of the reconstructed

jets (bottom right). The QCD multijet background is negligible and not
shown. The Z/γ ∗+jets background is determined from data [5,43]. The
hatched regions correspond to the shape uncertainties for the signal and
backgrounds (cf. Sect. 5). The lower part of each plot shows the ratio
of data to the predictions

their scalar pT. Events with an invariant mass of the lepton
pair smaller than 20 GeV are removed to suppress events from
decays of heavy-flavour resonances and low-mass Drell–Yan
processes. Backgrounds from Z+jets processes in the e+e−
and μ+μ− channels are also suppressed by requiring the
dilepton invariant mass to be outside a Z boson mass win-
dow of 91 ± 15 GeV, and to have ET/ > 40 GeV.

After these selection steps, several basic distributions in
�+jets and dilepton events are shown in Figs. 1 and 2,
respectively. The hatched regions correspond to the shape
uncertainties for the signal and background (cf. Sect. 5), and
are dominated by the former. The data are reasonably well
described by the simulation, as shown in the lower part of
each plot, where the ratio of data to simulation is presented
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to better indicate the level of agreement between data and
the default tt signal (MadGraph+pythia6) and background
samples used in the analysis. For both channels, however,
data tend to have lower pT values than predicted by the sim-
ulation. It has been verified that the results presented in Sect. 6
are not affected by these remaining differences between data
and simulation. A better data-to-simulation agreement in the
lepton and jet pT distributions is obtained by scaling the top
quark pT spectrum in simulation to match the data. How-
ever, the impact on the measurement of the cross sections is
negligible.

4.3 Kinematic reconstruction of the tt system

The kinematic properties of the top quark pair are determined
from the four-momenta of all final-state objects through
kinematic reconstruction algorithms. These algorithms are
improved versions of those described in Ref. [5].

In the �+jets channels, a constrained kinematic fitting
algorithm is applied [5,44] to the four-momenta of the
selected lepton and up to five leading jets, and the pT/ rep-
resenting the transverse momentum of the neutrino, which
are changed according to their resolutions. The fit is con-
strained to reconstruct two W bosons, each with a mass of
80.4 GeV. In addition, the reconstructed top quark and anti-
quark masses are required to be equal. To reduce the number
of permutations in the association of jets to quarks, only b-
tagged jets are considered as b quarks, and only untagged jets
are considered as light quarks. In events with several combi-
natorial solutions, only the one with the minimum χ2 in the
fit is accepted. The main improvement relative to the method
described in Ref. [5] is the increase in the number of correct
assignments of b jets to b quarks. This is achieved by apply-
ing the kinematic fit twice, sequentially, in each event. In the
first fit, the top quark mass is fixed to a value of 172.5 GeV.
The jet combination that provides the minimum χ2 in the fit
is then used as input to the second kinematic fit, in which
the top quark mass is not fixed, and the solution to this fit is
retained. A further improvement in the method is to require
the χ2-probability of the second kinematic fit to be >2 %.
This criterion is chosen to optimize the fraction of correctly
reconstructed signal events, without increasing significantly
the statistical uncertainty in the data. The efficiency of this
requirement is about 87 % for signal events with the correct
jet assignment. As a result, the number of correctly recon-
structed events is increased by almost a factor of two relative
to the method used in Ref. [5], and effects from migration
of events across bins, which are relevant for the measure-
ments of the cross section, are reduced. It has been checked
that any possible bias in the results that could be introduced
by fixing the top quark mass to a specific value in the first
kinematic fit is within the assigned systematic uncertainty on

the dependence of the measurement on the top quark mass
(cf. Sect. 5.2).

The dilepton channels use an algebraic kinematic recon-
struction method [5,45]. The only unknowns are the three-
momenta of the two neutrinos, which are reconstructed
imposing the following kinematic constraints: pT conserva-
tion in the event; the W bosons, and top quark and antiquark
masses. In contrast to the method of Ref. [5], the top quark
mass is fixed to a value of 172.5 GeV. Each suitable pair of
b jet candidates in the event, and both possible assignments
of these two jets to the two selected leptons, are considered
in the kinematic reconstruction. Combinations with two b-
tagged jets are preferred to using single b-tagged jets. In
the new method, events are reconstructed 100 times, each
time randomly smearing the measured energies and direc-
tions of the reconstructed lepton and b jet candidates by
their respective detector resolutions. This smearing recovers
events that yielded no solution of the equations for the neu-
trino momenta, because of measurement fluctuations. The
equations for the neutrino momenta can have up to four solu-
tions. For a given smearing, the solution is identified by the
one yielding the smallest invariant mass of the tt system. For
each solution, a weight is calculated based on the expected
true lepton-b-jet invariant mass spectrum. The weights are
summed over the 100 reconstruction attempts, and the kine-
matic quantities associated to the top quark and antiquark
are calculated as a weighted average. Finally, the two jet
and lepton-jet assignments that yield the maximum sum of
weights are chosen for analysis. It has been checked that
any bias introduced through the use of the lepton-b-jet and tt
invariant masses is negligible. This method yields on average
a reconstruction efficiency of ≈94 %, which is 6 % higher
than the one described in Ref. [5], and reduces systematic
migration effects.

Distributions of the top quark or antiquark and tt kinematic
observables (the transverse momenta pt

T, ptt
T, and the rapidi-

ties yt and ytt) are presented in Figs. 3 and 4 for the �+jets
and dilepton channels, respectively. The hatched regions cor-
respond to the shape uncertainties for the signal and back-
ground (cf. Sect. 5), and are dominated by the former. The
lower panel in each plot also shows the ratio of data relative
to the simulated signal and background samples.

In general, the data are reasonably well described by the
simulation within the uncertainties. For both channels, the
measured pT distributions, in particular pt

T, are somewhat
softer than the simulated distributions: the data lie above
the simulation for pt

T < 60(65) GeV in the �+jets (dilep-
ton) channels, while they lie below for pt

T > 200 GeV. This
pattern was also observed at 7 TeV [5]. To ensure that the
results presented in Sect. 6 are not affected by such small
remaining differences between data and simulation, the anal-
ysis has been repeated in different kinematic regions, with
different selection requirements, and after scaling the top
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Fig. 3 Distribution of top quark or antiquark (left) and tt (right) quan-
tities as obtained from the kinematic reconstruction in the �+jets chan-
nels. The top row shows the pT, and the bottom row shows the rapidities.
The QCD multijet background is negligible and not shown. The hatched

regions correspond to the shape uncertainties for the signal and back-
grounds (cf. Sect. 5). The lower part of each plot shows the ratio of data
to the predictions

quark pT spectrum in simulation to match the data. How-
ever, the impact on the measurement of the cross sections is
negligible.

Following the event selection described in Sect. 4.2 and
the kinematic reconstruction of the tt system, the main contri-
butions to the background in the �+jets channels arise from
tt decays into channel other than �+jets (including tt decays
into τ leptons originating from the primary interaction) and
single top quark events. The contribution from W+jets and

QCD multijet events are well suppressed after the b-tagging
requirement, while other tt events are somewhat reduced after
the χ2-probability requirement. A total of 24,927 events are
found in the e+jets channel and 26,843 events in the μ+jets
channel. The contribution from tt signal to the final event
sample is 89.0 %. The remaining fraction of events contains
7.3 % tt decays other than the �+jets channels, 2.4 % single
top quark events, 0.9 % W+jets and tt+Z/W/γ events, and
negligible fractions of Z+jets, diboson, and QCD multijet
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Fig. 4 Distribution of top quark or antiquark (left) and tt (right) quanti-
ties as obtained from the kinematic reconstruction in the dilepton chan-
nels. The top row shows the pT, and the bottom row shows the rapidi-
ties. The QCD multijet background is negligible and not shown. The

Z/γ ∗+jets background is determined from data [5,43]. The hatched
regions correspond to the shape uncertainties for the signal and back-
grounds (cf. Sect. 5). The lower part of each plot shows the ratio of data
to the predictions

events. All background contributions are determined from
simulation.

In the dilepton channels, 10,678 events are found in the
e+e− channel, 14,403 in the μ+μ− channel, and 39,640 in
the e±μ∓ channel. Only tt events containing at least two
leptons (electrons or muons) from W decays in the final
state are considered as signal, and constitute 79.0 % of the
final event sample. All other tt candidate events, specifi-

cally those originating from decays via τ leptons, are con-
sidered as background and amount to 13.3 % of the final
event sample. The fraction of Z+jets events is found to be
2.4 %. This background, which is dominant to the e+e−
and μ+μ− channels, is estimated from data using the num-
ber of events observed within the Z-peak region (which
is removed from the candidate sample), and a correction
needed for non-Z+jets backgrounds in this same control
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Table 1 Breakdown of typical systematic uncertainties for the nor-
malized differential cross sections. The uncertainty in the jet-parton
matching threshold is indicated as “ME-PS threshold”; “PS” refers to
“parton shower”. The medians of the distribution of uncertainties over

all bins of the measurement are quoted. For the �+jets channels, the
background from Z+jets is negligible and included in the “Background
(all other)” category

Source Relative systematic uncertainty (%)

Lepton and b jet observables Top quark and tt observables

�+jets Dileptons �+jets Dileptons

Trigger eff. and lepton selec. 0.1 0.1 0.1 0.1

Jet energy scale 2.3 0.4 1.6 0.8

Jet energy resolution 0.4 0.2 0.5 0.3

Background (Z+jets) – 0.2 – 0.1

Background (all other) 0.9 0.4 0.7 0.4

b tagging 0.7 0.1 0.6 0.2

Kinematic reconstruction – <0.1 – <0.1

Pileup 0.2 0.1 0.3 0.1

Fact./renorm. scale 1.1 0.7 1.8 1.2

ME-PS threshold 0.8 0.5 1.3 0.8

Hadronization and PS 2.7 1.4 1.9 1.1

Top quark mass 1.5 0.6 1.0 0.7

PDF choice 0.1 0.2 0.1 0.5
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Fig. 5 Normalized differential tt production cross section in the
�+jets channels as a function of the p�

T (left) and η� (right) of the
charged lepton. The superscript ‘�’ refers to both �+ and �−. The
data points are placed at the midpoint of the bins. The inner (outer)
error bars indicate the statistical (combined statistical and systematic)

uncertainties. The measurements are compared to predictions from
MadGraph+pythia6, powheg+pythia6, powheg+herwig6, and
mc@nlo+herwig6. The lower part of each plot shows the ratio of
the predictions to data

region is obtained from data in the e±μ∓ channel [5,43].
Other sources of background, including single top quark
production (3.4 %), tt+Z/W/γ production (1 %), the contri-

bution arising from misidentified or genuine leptons within
jets (0.6 %), or diboson events (0.3 %), are estimated from
simulation.
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Fig. 6 Normalized differential tt production cross section in the �+jets
channels as a function of the pb

T (top left) and ηb (top right) of the

b jets, and the pbb
T (bottom left) and mbb (bottom right) of the b

jet pair. The superscript ‘b’ refers to both b and b jets. The data
points are placed at the midpoint of the bins. The inner (outer)

error bars indicate the statistical (combined statistical and system-
atic) uncertainties. The measurements are compared to predictions from
MadGraph+pythia6, powheg+pythia6, powheg+herwig6, and
mc@nlo+herwig6. The lower part of each plot shows the ratio of
the predictions to data

5 Systematic uncertainties

The measurement is affected by systematic uncertainties that
originate from detector effects and from theoretical assump-
tions. Each source of systematic uncertainty is assessed indi-
vidually by changing the corresponding efficiency, resolu-
tion, or scale by its uncertainty, using a prescription similar to
the one followed in Ref. [5]. For each change made, the mea-

sured normalized differential cross section is recalculated,
and the difference of the changed result relative to its nominal
value in each bin is taken as the systematic uncertainty. The
overall uncertainty on the measurement is obtained by adding
all the contributions in quadrature, and is of the order of 3–
10 %, depending on the observable and the bin. A detailed
description of this is given in Sects. 5.1 and 5.2. The typ-
ical representative values of the systematic uncertainties in
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Fig. 7 Normalized differential tt production cross section in the dilep-
ton channels as a function of the p�

T (top left) and η� (top right) of

the charged leptons, and the p�+�−
T (bottom left) and m�+�− (bottom

right) of the lepton pair. The superscript ‘�’ refers to both �+ and
�−. The data points are placed at the midpoint of the bins. The inner

(outer) error bars indicate the statistical (combined statistical and sys-
tematic) uncertainties. The measurements are compared to predictions
from MadGraph+pythia6, powheg+pythia6, powheg+herwig6,
and mc@nlo+herwig6. The lower part of each plot shows the ratio
of the predictions to data

the normalized differential cross sections are summarized in
Table 1.

5.1 Experimental uncertainties

The efficiencies of the single-electron and single-muon trig-
gers in the �+jets channels are determined using the “tag-
and-probe” method of Ref. [46] using Z boson event sam-

ples. Scale factors close to unity within a few percent are
extracted to account for the observed dependence on the η

and pT of the lepton. The lepton identification and isolation
efficiencies for the �+jets channels obtained with the tag-
and-probe method agree well between data and simulation,
so that the applied corrections are very close to unity. The
systematic uncertainties are determined by shape-dependent
changes in trigger and selection efficiencies by their uncer-
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Fig. 8 Normalized differential tt production cross section in the dilep-
ton channels as a function of the pb

T (top left) and ηb (top right)

of the b jets, and the pbb
T (bottom left) and mbb (bottom right) of

the b jet pair. The superscript ‘b’ refers to both b and b jets. The
data points are placed at the midpoint of the bins. The inner (outer)

error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from
MadGraph+pythia6, powheg+pythia6, powheg+herwig6, and
mc@nlo+herwig6. The lower part of each plot shows the ratio of
the predictions to data

tainties. Lepton trigger efficiencies in the dilepton channels
are measured using triggers that are only weakly correlated
to the dilepton triggers used in the analysis. A dependence
on η of a few percent is observed, and scale factors are
extracted. The lepton identification and isolation uncertain-
ties in the dilepton channels are also determined using the
tag-and-probe method, and are again found to be described
very well by the simulation for both electrons and muons.

The overall difference between data and simulation in bins
of η and pT is estimated to be <2 % for electrons, and
scale factors for muons are found to be close to unity within
1.0 %.

The uncertainty due to the limited knowledge of the jet
energy scale is determined by changes implemented in jet
energy in bins of pT and η [38]. The uncertainty due to the
limited accuracy of the jet energy resolution (JER) is deter-
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Fig. 9 Normalized differential tt production cross section in the �+jets
channels as a function of the pt

T (top left), the tt rest frame pt∗
T (top

right), and the rapidity yt (bottom left) of the top quarks or antiquarks,
and the difference in the azimuthal angle between the top quark and
the antiquark �φ(t,t̄) (bottom right). The data points are placed at the
midpoint of the bins. The inner (outer) error bars indicate the sta-

tistical (combined statistical and systematic) uncertainties. The mea-
surements are compared to predictions from MadGraph+pythia6,
powheg+pythia6, powheg+herwig6, mc@nlo+herwig6, and to
approximate NNLO [16] calculations, when available. The lower part
of each plot shows the ratio of the predictions to data

mined by changing the simulated JER by ±1σ in different η

regions [38].
The uncertainty in b-tagging efficiency is determined by

taking the maximum change in the shape of pT and η b jet
distributions obtained by changing the scale factors. This
is achieved by dividing the b jet distributions in pT and η

into two bins at the median of the respective distributions.
These correspond to pT = 65 GeV, and |η| = 0.7 and 0.75

for the �+jets and dilepton channels, respectively. The b-
tagging scale factors for b jets in the first bin are scaled
up by half of the uncertainties quoted in Ref. [40], while
those in the second bin are scaled down, and vice versa,
so that a maximum variation is assumed and the difference
between the scale factors in the two bins reflects the full
uncertainty. The changes are made separately in the pT and
η distributions, and independently for heavy-flavour (b and c)
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Fig. 10 Normalized differential tt production cross section in the
�+jets channels as a function of the pT of the leading (left) and trail-
ing (right) top quarks or antiquarks. The data points are placed at the
midpoint of the bins. The inner (outer) error bars indicate the sta-

tistical (combined statistical and systematic) uncertainties. The mea-
surements are compared to predictions from MadGraph+pythia6,
powheg+pythia6, powheg+herwig6, and mc@nlo+herwig6.
The lower part of each plot shows the ratio of the predictions to data

and light (s, u, d, and gluon) jets, assuming that they are all
uncorrelated.

The uncertainty in background normalization is deter-
mined by changing the background yields. In the �+jets
channels, the background normalization for the diboson,
QCD multijet, W+jets, and Z+jets samples is conservatively
varied by ±50 % [5], since these backgrounds, being very
small, are determined from simulation rather than from data.
The normalization of the tt+Z/W/γ samples is changed by
±30 %. For the single top quark sample, the uncertainty is
covered by changing the normalization by ±30 %, and the
kinematic scales of the event process (renormalization and
factorization scales) as described in Sect. 5.2. In the e+e−
and μ+μ− channels, the dominant background from Z+jets
determined from data [5,43] is changed in normalization by
±30 %. In addition, changes in the background contributions
from single top quark, diboson, QCD multijet, tt+Z/W/γ ,
and W+jets events of ±30 % are used in dilepton chan-
nels [5].

The kinematic reconstruction of top quarks is well
described by the simulation, and the resulting uncertainties
are small. In the case of the �+jets analysis, the uncertainty
of the kinematic fit is included in the changes in jet energy
scales and resolutions, and in the uncertainty on the depen-
dence on the top quark mass (cf. Sect. 5.2). In the dilepton
analysis, the bin-to-bin uncertainty is determined from the
small remaining difference in efficiency between simulation
and data.

The pileup model estimates the mean number of additional
pp interactions to be about 20 events per bunch crossing for
the analyzed data. This estimate is based on the total inelas-
tic proton–proton cross section, which is determined to be
69.4 mb following the measurement described in Ref. [47].
The systematic uncertainty is determined by changing this
cross section within its uncertainty of ±5 %.

5.2 Uncertainties in modelling

The impact of theoretical assumptions on the measure-
ment is determined, as indicated previously, by repeat-
ing the analysis and replacing the standard MadGraph tt
simulation by dedicated simulation samples with altered
parameters.

The uncertainty in modelling of the hard-production pro-
cess is assessed through changes in the renormalization and
factorization scales in the MadGraph sample by factors
of two and 0.5 relative to their common nominal value,
which is set to the Q of the hard process. In MadGraph,
Q is defined by Q2 = m2

t + 
p2
T, where the sum is over

all additional final state partons in the matrix element. The
impact of the choice of the scale that separates the descrip-
tion of jet production through matrix elements (ME) or parton
shower (PS) in MadGraph is studied by changing its ref-
erence value of 20 GeV to 40 and 10 GeV. In the �+jets
channels, changes in the renormalization and factorization
scales are also applied to single top quark events to deter-
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Fig. 11 Normalized differential tt production cross section in the
�+jets channels as a function of the ptt

T (top left), ytt (top right), and mtt
(bottom) of the tt system. The data points are placed at the midpoint of
the bins. The inner (outer) error bars indicate the statistical (combined
statistical and systematic) uncertainties. The measurements are com-

pared to predictions from MadGraph+pythia6, powheg+pythia6,
powheg+herwig6,mc@nlo+herwig6, and to NLO+NNLL [14,15]
calculations, when available. The lower part of each plot shows the ratio
of the predictions to data

mine an uncertainty on the shape of this background con-
tribution. The dependence of the measurement on the top
quark mass is also estimated from dedicated MadGraph

simulation samples in which the top quark mass is changed
by ±1 GeV relative to the value used in the default simula-
tion. The uncertainty from hadronization and parton show-
ering is assessed by comparing the results obtained from
samples simulated with powheg and mc@nlo interfaced
with pythia6 and herwig6, respectively. The uncertainty

from the choice of PDF is determined by reweighting the
sample of simulated tt signal events according to the 52
CT10 PDF error sets [24], at a 90 % confidence level.
The maximum variation is taken as uncertainty. As men-
tioned in Sects. 4.2 and 4.3, the effect of scaling the top
quark pT spectrum in simulation to match the data has
negligible impact on the measured cross sections, there-
fore no systematic uncertainty is taken into account for this
effect.
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Fig. 12 Normalized differential tt production cross section in the
dilepton channels as a function of the pt

T (top left), the tt rest frame pt∗
T

(top right), and the rapidity yt (bottom left) of the top quarks or anti-
quarks, and the difference in the azimuthal angle between the top quark
and the antiquark �φ(t,t̄) (bottom right). The data points are placed
at the midpoint of the bins. The inner (outer) error bars indicate the

statistical (combined statistical and systematic) uncertainties. The mea-
surements are compared to predictions from MadGraph+pythia6,
powheg+pythia6, powheg+herwig6, mc@nlo+herwig6, and to
approximate NNLO [16] calculations, when available. The lower part
of each plot shows the ratio of the predictions to data

6 Normalized differential cross sections

The normalized tt cross section in each bin i of each observ-
able X is determined as a function of the kinematic properties
of the leptons, the lepton pair, the b jets, the b jet system, the
top quarks, and the tt system through the relation [5]:

1

σ

dσi

dX
= 1

∑
i xi

xi
�X

i

(1)

where xi represents the number of signal events measured in
data in bin i after background subtraction and corrected for
detector efficiencies, acceptances, and migrations, and �X

i
is the bin width. The differential cross section is normalized
by the sum of xi over all bins, as indicated in Eq. (1). The
integrated luminosity is omitted, as it cancels in the ratio.
Because of the normalization, sources of systematic uncer-
tainty that are correlated across all bins of the measurement,
e.g. the uncertainty in the integrated luminosity, also can-
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Fig. 13 Normalized differential tt production cross section in the
dilepton channels as a function of the pT of the leading (left) and
trailing (right) top quarks or antiquarks. The data points are placed
at the midpoint of the bins. The inner (outer) error bars indicate the

statistical (combined statistical and systematic) uncertainties. The mea-
surements are compared to predictions from MadGraph+pythia6,
powheg+pythia6, powheg+herwig6, and mc@nlo+herwig6.
The lower part of each plot shows the ratio of the predictions to data

cel. The contribution to the background from other tt decays
is taken into account, after subtracting all other background
components, by correcting the number of signal events in
data using the expected signal fraction. The expected signal
fraction is defined as the ratio of the number of selected tt
signal events to the total number of selected tt events (i.e.
signal and all other tt events) in simulation. This procedure
avoids the dependence on the total inclusive tt cross section
used in the normalization of the simulated signal sample.

Effects from trigger and detector efficiencies and resolu-
tions leading to the migration of events across bin bound-
aries, and therefore to statistical correlations among neigh-
bouring bins, are corrected by using a regularized unfolding
method [5,48,49]. For each measured distribution, a response
matrix is defined that accounts for migrations and efficiencies
using the simulated MadGraph+pythia6 tt signal sample.
The generalized inverse of the response matrix is used to
obtain the unfolded distribution from the measured distribu-
tion by applying a χ2 minimization technique. A smooth-
ing prescription (regularization) is applied to prevent large
unphysical fluctuations that can be introduced when directly
inverting the response matrix. The strength of the regulariza-
tion is determined and optimized individually for each dis-
tribution using the averaged global correlation method [50].
To keep the bin-to-bin migrations small, the widths of bins in
the measurement are chosen according to their purity (ratio
of the number of events generated and reconstructed in a
particular bin to the total number of events reconstructed in

that bin; this quantity is sensitive to migrations into the bin)
and stability (ratio of the number of events generated and
reconstructed in a particular bin to the number of events gen-
erated in that bin; this is sensitive to migrations out of the
bin). The purity and stability of the bins in this analysis are
typically 60 % or larger, mainly due to the improvements in
the kinematic reconstruction methods discussed in Sect. 4.3.

The performance of the unfolding procedure is tested for
possible biases from the choice of the input model (theMad-

Graph+pythia6 tt signal simulation). It is verified that,
either by reweighting the signal simulation or injecting a
resonant tt peak into the simulation of the signal, the unfold-
ing procedure based on the nominal response matrices still
recovers these altered shapes within statistical uncertainties.
Moreover, tt samples simulated with powheg+pythia6 and
mc@nlo+herwig6 are used to obtain the response matri-
ces applied in the unfolding when determining the systematic
uncertainties of the model (cf. Sect. 5.2). Therefore, possible
effects from the unfolding procedure are already taken into
account in the systematic uncertainties. The unfolded results
are found to be consistent with those obtained using other
regularization techniques [49].

The measurement of the normalized differential cross sec-
tions proceeds as follows. For each kinematic distribution, the
event yields in the separate channels are added together, the
background is subtracted, and the unfolding is performed. It
is verified that the measurements in separate channels yield
results consistent within their uncertainties. The systematic
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Fig. 14 Normalized differential tt production cross section in the
dilepton channels as a function of the ptt

T (top left), ytt (top right), andmtt
(bottom) of the tt system. The data points are placed at the midpoint of
the bins. The inner (outer) error bars indicate the statistical (combined
statistical and systematic) uncertainties. The measurements are com-

pared to predictions from MadGraph+pythia6, powheg+pythia6,
powheg+herwig6,mc@nlo+herwig6, and to NLO+NNLL [14,15]
calculations, when available. The lower part of each plot shows the ratio
of the predictions to data

uncertainties in each bin are determined from the changes
in the combined cross sections. This requires the full anal-
ysis to be repeated for every systematic change, and the
difference relative to the nominal combined value is taken
as the systematic uncertainty for each bin of each observ-
able. This method therefore takes into account the correla-
tion among systematic uncertainties in different channels and
bins.

The normalized differential cross sections of leptons and
b jets are unfolded to the particle level and determined in
a fiducial phase space defined by the kinematic and geo-
metric region in which the final-state leptons and jets are
produced within the detector acceptance (cf. Sect. 6.1).
This minimizes model uncertainties from the extrapolation
of the measurement outside of the experimentally well-
described regions of phase space. In addition, the top quark
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Fig. 15 Comparison of normalized differential tt production cross
section in the dilepton and �+jets channels as a function of the pt

T
(top left), the tt rest frame pt∗

T (top right), and the rapidity yt (bot-
tom left) of the top quarks or antiquarks, and the difference in the
azimuthal angle between the top quark and the antiquark �φ(t,t̄) (bot-
tom right). The measurements are presented relative to the Mad-

Graph+pythia6 prediction. A horizontal bin-centre correction is
applied to all data points (cf. Sect. 6.2). The inner (outer) error bars
indicate the statistical (combined statistical and systematic) uncertain-
ties. The predictions from powheg+pythia6, powheg+herwig6, and
mc@nlo+herwig6, also presented relative to MadGraph+pythia6,
are shown for comparison

and tt-system quantities are unfolded to the parton level
and presented in the full phase space (cf. Sect. 6.2) to
provide easier comparisons with recent QCD calculations.
The measurements are compared to predictions from Mad-

Graph+pythia6, powheg+pythia6, powheg+herwig6,
andmc@nlo+herwig6. The top quark and tt results are also
compared to the latest calculations at NLO+NNLL [14,15]
and approximate NNLO [16] precision, when available.

In addition to the measurements discussed in Ref. [5],
results for the pT and invariant mass of the b jet pair, the
pT of the top quarks or antiquarks in the tt rest frame, the
pT of the highest (leading) and second-highest (trailing)
pT of the top quark or antiquark, and the difference in the
azimuthal angle between the top quark and antiquark are also
presented.
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Fig. 16 Comparison of normalized differential tt production cross
section in the dilepton and �+jets channels as a function of the
pT of the leading (left) and trailing (right) top quarks or anti-
quarks. The measurements are presented relative to the Mad-

Graph+pythia6 prediction. A horizontal bin-centre correction is

applied to all data points (cf. Sect. 6.2). The inner (outer) error bars
indicate the statistical (combined statistical and systematic) uncertain-
ties. The predictions from powheg+pythia6, powheg+herwig6, and
mc@nlo+herwig6, also presented relative to MadGraph+pythia6,
are shown for comparison

All values of normalized differential cross sections,
including bin boundaries, are provided in tables in the sup-
plemental material (URL will be inserted by publisher)

6.1 Lepton and b jet differential cross sections

The normalized differential tt cross section as a function of
the lepton and b jet kinematic properties is measured at the
particle level, where the objects are defined as follows. Lep-
tons from W boson decays are defined after final-state radia-
tion. A jet is defined at the particle level, following a proce-
dure similar to that described in Sect. 4.1 for reconstructed
jets, by applying the anti-kT clustering algorithm with a dis-
tance parameter of 0.5 to all stable particles (excluding the
decay products from W boson decays into eν, μν, and final
states with leptonic τ decays). A jet is defined as a b jet if it
contains any of the decay products of a B hadron. Only the
two b jets of highest pT originating from different B hadrons
are considered as arising from the top quark decays.

The measurements are presented in a fiducial phase space
defined by geometric and kinematic requirements on these
particle-level objects as follows. The charged leptons from
the W boson decays must have |η| < 2.1 and pT > 33 GeV
in the �+jets channels, and |η| < 2.4 and pT > 20 GeV in the
dilepton channels. Exactly one and two leptons are required,
respectively, in the �+jets and the dilepton channels. At least
four jets with |η| < 2.4 and pT > 30 GeV, two of which

are b jets, are required in the �+jets channels. In the dilepton
channels, both b jets from the top quark decays must sat-
isfy |η| < 2.4 and pT > 30 GeV. The fiducial particle-level
corrections are determined using simulated tt events that ful-
fill these requirements; all other tt events are classified as
background and are removed.

Figure 5 presents the normalized differential cross sec-
tion in the �+jets channels as a function of the lepton
transverse momentum p�

T and pseudorapidity η�. The dis-
tributions of the transverse momentum of the b jets pb

T
and their pseudorapidity ηb are given in Fig. 6, together
with the transverse momentum pbb

T and invariant mass mbb
of the b jet pair. Also shown are predictions from Mad-

Graph+pythia6, powheg+pythia6, powheg+herwig6,
andmc@nlo+herwig6. The lower panel in each plot shows
the ratio of each of these predictions to data, in order to quan-
tify their level of agreement relative to data.

Figure 7 presents the normalized differential cross sec-
tions for the dilepton channels: the transverse momentum
p�

T and the pseudorapidity η� of the leptons, and the trans-

verse momentum p�+�−
T and the invariant mass m�+�− of

the lepton pair. The distributions in the transverse momen-
tum of the b jets pb

T and their pseudorapidity ηb are shown

in Fig. 8, together with the transverse momentum pbb
T and

invariant mass mbb of the b jet pair. Predictions from Mad-

Graph+pythia6, powheg+pythia6, powheg+herwig6,
and mc@nlo+herwig6 are also presented for comparison.
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Fig. 17 Comparison of normalized differential tt production cross sec-
tion in the dilepton and �+jets channels as a function of the ptt

T (top
left), ytt (top right), andmtt (bottom) of the tt system. The measurements
are presented relative to the MadGraph+pythia6 prediction. A hori-
zontal bin-centre correction is applied to all data points (cf. Sect. 6.2).
The inner (outer) error bars indicate the statistical (combined statistical

and systematic) uncertainties. The predictions from powheg+pythia6,
powheg+herwig6, and mc@nlo+herwig6, also presented relative
to MadGraph+pythia6, are shown for comparison. For better visi-
bility, data points with identical bin centres (cf. Supplemental Tables 6,
10) are shifted horizontally by a negligible amount

In general, none of the examined predictions provides
an accurate description of data for all measured lepton and
b jet distributions. A steeper pT spectrum is observed in
data for the lepton and the b jet distributions compared
to the predictions in both decay channels, which is best
described by powheg+herwig6. The lepton pT in data is
above the predictions for p�

T < 40 GeV, while it is below for

p�
T > 100 GeV. A similar behaviour is observed for p�+�−

T ,

pb
T, and pbb

T . The m�+�− distribution in data is below all pre-
dictions for m�+�− > 30 GeV. Worse agreement is found for
powheg+pythia6. The η distributions in data are described
by the predictions within the experimental uncertainties. The
ηb distributions are slightly less central in data than in the pre-
dictions, and are worse described by MadGraph+pythia6.
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Fig. 18 Comparison of normalized differential tt production cross sec-
tion in the dilepton and �+jets channels at 7 TeV [5] and 8 TeV, as a
function of the pt

T (left) and rapidity yt (right) of the top quarks or anti-
quarks. The measurements are presented relative to the corresponding
MadGraph+pythia6 predictions. A horizontal bin-centre correction

is applied to all data points (cf. Sect. 6.2). The inner (outer) error bars
indicate the statistical (combined statistical and systematic) uncertain-
ties. For better visibility, data points with identical bin centres (cf. Sup-
plemental Tables 6, 10) are shifted horizontally by a negligible amount

The remaining distributions are described by the predictions
within experimental uncertainties.

6.2 Top quark and tt differential cross sections

The normalized differential tt cross section as a function of
the kinematic properties of the top quarks and the tt system is
defined with respect to the top quarks or antiquarks before the
decay (parton level) and after QCD radiation, and extrapo-
lated to the full phase space using the MadGraph+pythia6
prediction for the �+jets and dilepton channels.

In Figs. 9, 10 and 11, the following distributions are pre-
sented for the �+jets channels: the transverse momentum pt

T
and the rapidity yt of the top quarks or antiquarks, the trans-
verse momentum pt∗

T of the top quarks or antiquarks in the tt
rest frame, the difference in the azimuthal angle between the
top quark and antiquark�φ(t,t̄), the transverse momentum of
the leading (pt1

T ) and trailing (pt2
T ) top quark or antiquark, and

the transverse momentum ptt
T, the rapidity ytt , and the invari-

ant mass mtt of the tt system. The data are compared to pre-
dictions from MadGraph+pythia6, powheg+pythia6,
powheg+herwig6, and mc@nlo+herwig6. In addition,
the approximate NNLO calculation [16] is also shown for
the top quark pT and rapidity results, while the mtt and the
ptt

T distributions are compared to the NLO+NNLL predic-
tions from Refs. [14,15], respectively. Figures 12, 13 and 14

show the corresponding distributions in the dilepton chan-
nels. The lower panel in each plot also shows the ratio of
each prediction relative to data.

In general, the powheg+herwig6 prediction provides
a good description of data for all measured distributions.
The shape of the top quark pT spectrum is softer in
data than in the predictions from MadGraph+pythia6,
powheg+pythia6, and mc@nlo+herwig6 in both chan-
nels. The data lie above the predictions for pt

T < 60 (65) GeV
in the �+jets (dilepton) channels, while they lie below for
pt

T > 200 GeV. This effect was also observed at 7 TeV [5].
The disagreement between data and predictions in the tail of
the distributions is also observed in a measurement by the
ATLAS Collaboration [6]. In contrast, the prediction from
powheg+herwig6 and the approximate NNLO calculation
provide a better description of the data, as they predict a
slightly softer top quark pT distribution than the three other
simulations. The difference between the powheg+pythia6
and powheg+herwig6 distributions is attributed to differ-
ent treatment of the hardest initial state radiation in pythia6
and herwig6. The same pattern is observed for pt∗

T , indi-
cating that the softer spectrum in data is not caused by the
boost of the tt system. It is also present in the pt1

T , and
particularly, in the pt2

T distributions. For all these distri-
butions, the powheg+herwig6 prediction provides a bet-
ter description of the data. The difference in the shape of
the top quark pT spectrum between data and simulation is

123

251



Eur. Phys. J. C (2015) 75 :542 Page 23 of 39 542

 [GeV]tt
T

p
0 50 100 150 200 250 300

 R
at

io
tt T

dp
σd

σ1

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data or theory / MadGraph+Pythia6

+ Jets (8 TeV)μe/
 + Jets (7 TeV)μe/

Dilepton (8 TeV)
Dilepton (7 TeV)

 = 7/8 TeVs at -1CMS, 5.0/19.7 fb

tt
y

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
 R

at
io

tt
dy

σd
σ1

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data or theory / MadGraph+Pythia6

+ Jets (8 TeV)μe/
 + Jets (7 TeV)μe/

Dilepton (8 TeV)
Dilepton (7 TeV)

 = 7/8 TeVs at -1CMS, 5.0/19.7 fb

 [GeV]
tt

m
400 600 800 1000 1200 1400 1600

 R
at

io
tt

dm
σd

σ1

0.5

1

1.5

2

2.5
Data or theory / MadGraph+Pythia6

+ Jets (8 TeV)μe/
 + Jets (7 TeV)μe/

Dilepton (8 TeV)
Dilepton (7 TeV)

 = 7/8 TeVs at -1CMS, 5.0/19.7 fb

Fig. 19 Comparison of normalized differential tt production cross sec-
tion in the dilepton and �+jets channels at 7 TeV [5] and 8 TeV, as a
function of the ptt

T (top left), ytt (top right), and mtt (bottom) of the tt
system. The measurements are presented relative to the corresponding
MadGraph+pythia6 predictions. A horizontal bin-centre correction

is applied to all data points (cf. Sect. 6.2). The inner (outer) error bars
indicate the statistical (combined statistical and systematic) uncertain-
ties. For better visibility, data points with identical bin centres (cf. Sup-
plemental Tables 9, 12) are shifted horizontally by a negligible amount

observed consistently in the analyses using different event
selection requirements or different pileup conditions. The
yt distribution is found to be slightly less central in data
than in the predictions, particularly in the case of Mad-

Graph+pythia6 and the approximate NNLO calculation,
which are more central than the other predictions. On the
contrary, ytt is more central in data, and it is slightly better
described by MadGraph+pythia6. The mtt distribution in

data tends to be lower than the predictions for large mtt val-
ues, and is better described by MadGraph+pythia6 and
powheg+herwig6. The ptt

T spectrum is well described by
all the considered predictions, except for the NLO+NNLL
calculation, which fails to describe the data for all ptt

T values.
The results from the �+jets and dilepton channels are

compared to each other in Figs. 15, 16 and 17. This is only
feasible for the top quark and tt quantities, since they are
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measured in the same phase space (i.e. the full parton level
phase space) for both channels. The results are presented
relative to the MadGraph+pythia6 prediction to highlight
the level of agreement between data and the default tt sim-
ulation. To facilitate the comparison of measurements that
are performed using different size and number of bins, a
horizontal bin-centre correction is applied to all data points
from both channels. In each bin, the measured data points
are presented at the horizontal position in the bin where
the predicted bin-averaged cross section equals the cross
section of the unbinned MadGraph+pythia6 calculation
(cf. [51]), which is common for both channels. The data are
also compared to the predictions from powheg+pythia6,
powheg+herwig6, mc@nlo+herwig6 relative to Mad-

Graph+pythia6. The results are consistent between the
channels for all quantities, in particular, for all measure-
ments related to the top quark pT distribution. The softer
spectrum in data relative to MadGraph+pythia6 is clearly
visible.

In addition, a comparison between results obtained at√
s = 7 [5] and 8 TeV is also performed for both the

�+jets and dilepton channels, and presented in Figs. 18
and 19 for pt

T, yt , ptt
T, ytt , and mtt . Since the fiducial phase

space definition for the normalized differential cross sec-
tions is also different for each value of

√
s, the comparison

is again only possible for top quark and tt quantities. The
measurements are presented relative to the corresponding
default MadGraph+pythia6 predictions at 7 and 8 TeV. A
horizontal bin-centre correction with respect to the Mad-

Graph+pythia6 predictions is applied to all data points
from both channels and

√
s values. The results are consistent

between the channels for all quantities, both at 7 and 8 TeV.
The uncertainties in almost all bins of the distributions are
reduced for the 8 TeV results relative to 7 TeV, mainly due
to the improvements discussed in Sect. 4.3. The softer pt

T
in data relative to MadGraph+pythia6 is also visible at
7 TeV.

7 Summary

First measurements are presented of normalized differential
tt production cross sections in pp collisions at

√
s = 8 TeV.

The measurements are performed with the CMS detector in
the �+jets (� = e or μ) and dilepton (e+e−, μ+μ−, and
e±μ∓) tt decay channels. The normalized tt cross section is
measured as a function of the transverse momentum, rapid-
ity, and invariant mass of the final-state leptons and b jets
in the fiducial phase space, and the top quarks and tt sys-
tem in the full phase space. The measurements in the dif-
ferent decay channels are in agreement with each other. In
general, the data are in agreement with standard model pre-
dictions up to approximate NNLO precision. Among the

examined predictions, powheg+herwig6 provides the best
overall description of the data. However, the pT spectrum in
data for leptons, jets, and top quarks is softer than expected,
particularly for MadGraph+pythia6, powheg+pythia6,
and mc@nlo+herwig6. The calculation at approximate
NNLO precision also provides a good description of the
top quark pT spectrum. The mtt distribution in data tends
to be lower than the predictions for large mtt values. The
ptt

T spectrum is well described by all the considered predic-
tions, except for the NLO+NNLL calculation, which fails
to describe the data for all ptt

T values. The results show the
same behaviour as the corresponding CMS measurements at√
s = 7 TeV.
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1 Introduction

Since the discovery of a new boson by the CMS and ATLAS Collaborations [1, 2] in

2012, experimental studies have focused on determining the consistency of this particle’s

properties with the expectations for the standard model (SM) Higgs boson [3–8]. To date,

all measured properties, including couplings, spin, and parity are consistent with the SM

expectations within experimental uncertainties [9–13].

One striking feature of the SM Higgs boson is its strong coupling to the top quark

relative to the other SM fermions. Based on its large mass [14] the top-quark Yukawa

coupling is expected to be of order one. Because the top quark is heavier than the Higgs

boson, its coupling cannot be assessed by measuring Higgs boson decays to top quarks.
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Figure 1. Feynman diagrams showing the gluon fusion production of a Higgs boson through a

top-quark loop (left), the decay of a Higgs boson to a pair of photons through a top-quark loop

(center), and the production of a Higgs boson in association with a top-quark pair (right). These

diagrams are representative of SM processes with sensitivity to the coupling between the top quark

and the Higgs boson.

However, the Higgs boson’s coupling to top quarks can be experimentally constrained

through measurements involving the gluon fusion production mechanism that proceeds via

a fermion loop in which the top quark provides the dominant contribution (left panel of

figure 1), assuming there is no physics beyond the standard model (BSM) contributing to

the loop. Likewise the decay of the Higgs boson to photons involves both a fermion loop

diagram dominated by the top-quark contribution (center panel of figure 1), as well as a

W boson loop contribution. Current measurements of Higgs boson production via gluon

fusion are consistent with the SM expectation for the top-quark Yukawa coupling within

experimental uncertainties [9–12].

Probing the top-quark Yukawa coupling directly requires a process that results in both

a Higgs boson and top quarks explicitly reconstructed via their final-state decay products.

The production of a Higgs boson in association with a top-quark pair (ttH) satisfies this

requirement (right panel of figure 1). A measurement of the rate of ttH production provides

a direct test of the coupling between the top quark and the Higgs boson. Furthermore,

several new physics scenarios [15–17] predict the existence of heavy top-quark partners, that

would decay into a top quark and a Higgs boson. Observation of a significant deviation in

the ttH production rate with respect to the SM prediction would be an indirect indication

of unknown phenomena.

The results of a search for ttH production using the CMS detector [18] at the LHC

are described in this paper. The small ttH production cross section — roughly 130 fb at√
s = 8 TeV [19–28]—makes measuring its rate experimentally challenging. Therefore, it

is essential to exploit every accessible experimental signature. As the top quark decays

with nearly 100% probability to a W boson and a b quark, the experimental signatures for

top-quark pair production are determined by the decay of the W boson. When both W

bosons decay hadronically, the resulting final state with six jets (two of which are b-quark

jets) is referred to as the all-hadronic final state. If one of the W bosons decays leptonically,

the final state with a charged lepton, a neutrino, and four jets (two of which are b-quark

jets) is called lepton + jets. Finally, when both W bosons decay leptonically, the resulting
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dilepton final state has two charged leptons, two neutrinos, and two b-quark jets. All three

of these top-quark pair signatures are used in the search for ttH production in this paper.

Although in principle, electrons, muons, and taus should be included as “charged leptons,”

experimentally, the signatures of a tau lepton are less distinctive than those of the electron

or muon. For the rest of this paper, the term “charged lepton” will refer only to electrons

or muons, including those coming from tau lepton decays.

Within the SM, the observed mass of the Higgs boson near 125 GeV [9, 29, 30] implies

that a variety of Higgs boson decay modes are experimentally accessible. At this mass, the

dominant decay mode, H → bb, contributes almost 60% of the total Higgs boson decay

width. The next largest contribution comes from H → WW with a branching fraction

around 20%. Several Higgs boson decay channels with significantly smaller branching

fractions still produce experimentally accessible signatures, especially H → γγ, H → ττ ,

and H→ ZZ.

The experimental searches for ttH production presented here can be divided into three

broad categories based on the Higgs boson signatures: H → hadrons, H → photons, and

H → leptons. There are two main Higgs boson decay modes that contribute to the H →
hadrons searches: H → bb and H → ττ , where both τ leptons decay hadronically. Note

that events with τ pairs include both direct H→ ττ decays and those where the τ leptons

are produced by the decays of W or Z bosons from H→WW and H→ ZZ decays. Events

used in the H → hadrons searches have one or more isolated charged lepton from the

W boson decays from the top quarks, which means these searches focus on the lepton

+ jets and dilepton tt final states, using single-lepton or dilepton triggers, respectively.

Multivariate analysis (MVA) techniques are employed to tag the jets coming from b-quark

or τ -lepton decays and to separate ttH events from the large tt+jets backgrounds.

In contrast, the H → photons search focuses exclusively on the H → γγ decay mode.

In this case, the photons provide the trigger, and all three tt decay topologies are included

in the analysis. The CMS detector’s excellent γγ invariant mass resolution [31] is used to

separate the ttH signal from the background, and the background model is entirely based

on data.

Finally, in the H→ leptons search, the leptons arise as secondary decay products from

H → WW, H → ZZ, and H → ττ decays, as well as from the W bosons produced in the

top quark decays. To optimize the signal-to-background ratio, events are required to have

either a pair of same-sign charged leptons, or three or more charged leptons. The events are

required to pass the dilepton or trilepton triggers. Multivariate analysis techniques are used

to separate leptons arising from W-boson, Z-boson and τ -lepton decays, referred to as signal

leptons, from background leptons, which come from b-quark or c-quark decays, or misiden-

tified jets. MVA techniques are also used to distinguish ttH signal events from background

events that are modeled using a mixture of control samples in data and Monte Carlo (MC)

simulation. Table 1 summarizes the main features of each search channel described above.

To characterize the strength of the ttH signal relative to the SM cross section (µ =

σ/σSM) a fit is performed simultaneously in all channels. The fit uses specific discriminating

distributions in each channel, either a kinematic variable like the diphoton invariant mass

in the H → photons channel or an MVA discriminant as in the H → hadrons and H →
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Category Signature Trigger Signature

Lepton + Jets Single Lepton 1 e/µ, pT > 30 GeV

H → Hadrons (ttH→ `νjjbbbb) ≥4 jets + ≥2 b-tags, pT > 30 GeV

H→ bb Dilepton Dilepton 1 e/µ, pT > 20 GeV

H→ τhτh (ttH→ `ν`νbbbb) 1 e/µ, pT > 10 GeV

H→WW ≥3 jets + ≥2 b-tags, pT > 30 GeV

Hadronic τ Single Lepton 1 e/µ, pT > 30 GeV

(ttH→ `ντh[ν]τh[ν]jjbb) 2 τh, pT > 20 GeV

≥2 jets + 1-2 b-tags, pT > 30 GeV

Leptonic Diphoton 2 γ, pT > mγγ/2 (25) GeV for 1st (2nd)

H → Photons (ttH→ `νjjbbγγ, ≥1 e/µ, pT > 20 GeV

H→ γγ ttH→ `ν`νbbγγ) ≥2 jets + ≥1 b-tags, pT > 25 GeV

Hadronic Diphoton 2 γ, pT > mγγ/2 (25) GeV for 1st (2nd)

(ttH→ jjjjbbγγ) 0 e/µ, pT > 20 GeV

≥4 jets + ≥1 b-tags, pT > 25 GeV

Same-Sign Dilepton Dilepton 2 e/µ, pT > 20 GeV

H → Leptons (ttH→ `±ν`±[ν]jjj[j]bb) ≥4 jets + ≥1 b-tags, pT > 25 GeV

H→WW 3 Lepton Dilepton, 1 e/µ, pT > 20 GeV

H→ ττ (ttH→ `ν`[ν]`[ν]j[j]bb) Trielectron 1 e/µ, pT > 10 GeV

H→ ZZ 1 e(µ), pT > 7(5) GeV

≥2 jets + ≥1 b-tags, pT > 25 GeV

4 Lepton Dilepton, 1 e/µ, pT > 20 GeV

(ttH→ `ν`ν`[ν]`[ν]bb) Trielectron 1 e/µ, pT > 10 GeV

2 e(µ), pT > 7(5) GeV

≥2 jets + ≥1 b-tags, pT > 25 GeV

Table 1. Summary of the search channels used in the ttH analysis. In the description of the

signatures, an ` refers to any electron or muon in the final state (including those coming from

leptonic τ decays). A hadronic τ decay is indicated by τh. Finally, j represents a jet coming from

any quark or gluon, or an unidentified hadronic τ decay, while b represents a b-quark jet. Any

element in the signature enclosed in square brackets indicates that the element may not be present,

depending on the specific decay mode of the top quark or Higgs boson. The minimum transverse

momentum pT of various objects is given to convey some sense of the acceptance of each search

channel; however, additional requirements are also applied. Jets labeled as b-tagged jets have been

selected using the algorithm described in section 4. More details on the triggers used to collect data

for each search channel are given in section 3. Selection of final-state objects (leptons, photons, jets,

etc.) is described in general in section 4, with further channel-specific details included in sections 5–

7. In this table and the rest of the paper, the number of b-tagged jets is always included in the jet

count. For example, the notation 4 jets + 2 b-tags means four jets of which two jets are b-tagged.
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leptons cases. The uncertainties involved in the background modeling are introduced in the

fit as nuisance parameters, so that the best-fit parameters provide an improved description

of the background.

This paper is structured as follows. Sections 2 and 3 describe the CMS detector,

and the data and simulation samples, respectively. Section 4 discusses the common ob-

ject reconstruction and identification details shared among the different search channels.

Sections 5, 6, and 7 outline the selection, background modeling, and signal extraction

techniques for the H → hadrons, H → photons, and H → leptons analyses, respectively.

Section 8 details the impact of systematic uncertainties on the searches. Finally, the combi-

nation procedure and results are presented in section 9, followed by a summary in section 10.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal

diameter, providing an axial magnetic field of 3.8 T parallel to the beam direction. Within

the superconducting solenoid volume, there are a silicon pixel and strip tracker, a lead

tungstate crystal electromagnetic calorimeter (ECAL), and a brass/scintillator hadron cal-

orimeter (HCAL). The tracking detectors provide coverage for charged particles within

|η| < 2.5. The ECAL and HCAL calorimeters provide coverage up to |η| < 3.0. The ECAL

is divided into two distinct regions: the barrel region, which covers |η| < 1.48, and the end-

cap region, which covers 1.48 < |η| < 3.0. A quartz-fiber forward calorimeter extends the

coverage further up to |η| < 5.0. Muons are measured in gas-ionization detectors embedded

in the steel flux-return yoke outside the solenoid. The first level (L1) of the CMS trigger

system, composed of custom hardware processors, uses information from the calorimeters

and muon detectors to select the most interesting events in a fixed time interval of less than

4µs. The high-level trigger (HLT) processor farm further decreases the event rate from

around 100 kHz to less than 1 kHz, before data storage. A more detailed description of the

CMS detector, together with a definition of the coordinate system used and the relevant

kinematic variables, can be found in ref. [18].

3 Data and simulation samples

This search is performed with samples of proton-proton collisions at
√
s = 7 TeV, collected

with the CMS detector in 2011 (referred to as the 7 TeV dataset), and at
√
s = 8 TeV,

collected in 2012 (referred to as the 8 TeV dataset). All of the search channels make use of

the full CMS 8 TeV dataset, corresponding to an integrated luminosity that ranges from

19.3 fb−1 to 19.7 fb−1, with a 2.6% uncertainty [32]. The luminosity used varies slightly

because the different search channels have slightly different data quality requirements, de-

pending on the reconstructed objects and triggers used. In addition, the H → photons anal-

ysis makes use of data collected at
√
s = 7 TeV, corresponding to an integrated luminosity

of 5.1 fb−1. Finally, the ttH search in the H → bb final state based on the 7 TeV dataset

with an integrated luminosity of 5.0 fb−1, described in ref. [33], is combined with the 8 TeV

analysis to obtain the final ttH result. The uncertainty on the 7 TeV luminosity is 2.2% [34].
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In the H → hadrons and H → leptons analyses, events are selected by triggering on the

presence of one or more leptons. For the H→ photons analysis, diphoton triggers are used.

Single-lepton triggers are used for channels with one lepton in the final state. The

single-electron trigger requires the presence of an isolated, good-quality electron with trans-

verse momentum pT > 27 GeV. The single-muon trigger requires a muon candidate isolated

from other activity in the event with pT > 24 GeV. Dilepton triggers are used for channels

with two or more leptons in the final state. The dilepton triggers require any combination

of electrons and muons, one lepton with pT > 17 GeV and another with pT > 8 GeV. In

the H → leptons analysis, a trielectron trigger is used, with minimum pT thresholds of

15 GeV, 8 GeV, and 5 GeV. The H → photons analysis uses diphoton triggers with two

different photon identification schemes. One requires calorimetric identification based on

the electromagnetic shower shape and isolation of the photon candidate. The other re-

quires only that the photon has a high value of the R9 shower shape variable, where R9 is

calculated as the ratio of the energy contained in a 3×3 array of ECAL crystals centered

on the most energetic deposit in the supercluster to the energy of the whole supercluster.

The superclustering algorithm for photon reconstruction is explained in more detail in sec-

tion 4. The ET thresholds at trigger level are 26 (18) GeV and 36 (22) GeV on the leading

(trailing) photon depending on the running period. To maintain high trigger efficiency, all

four combinations of thresholds and selection criteria are used.

Expected signal events and, depending on the analysis channel, some background pro-

cesses are modeled with MC simulation. The ttH signal is modeled using the pythia gen-

erator [35] (version 6.4.24 for the 7 TeV dataset and version 6.4.26 for the 8 TeV dataset).

Separate samples were produced at nine different values of mH: 110, 115, 120, 122.5, 125,

127.5, 130, 135, and 140 GeV, and are used to interpolate for intermediate mass values.

The background processes ttW, ttZ, tt+jets, Drell-Yan+jets, W+jets, ZZ+jets, WW+jets,

and WZ+jets are all generated with the MadGraph 5.1.3 [36] tree-level matrix element

generator, combined with pythia for the parton shower and hadronization. For the H →
leptons analysis, the rare WWZ, WWW, tt + γ+jets, and ttWW processes are generated

similarly. Single top quark production (t+q, t+b, and t+W) is modeled with the next-to-

leading-order (NLO) generator powheg 1.0 [37–42] combined with pythia. Samples that

include top quarks in the final state are generated with a top quark mass of 172.5 GeV. For

the H→ photons analysis, the gluon fusion (gg → H) and vector boson fusion (qq→ qqH)

production modes are generated with powheg at NLO, and combined with pythia for

the parton shower and hadronization. Higgs boson production in association with weak

bosons (qq→WH/ZH) is simulated with pythia. Samples generated with a leading order

generator use the CTEQ6L1 parton distribution function (PDF) [43] set, while samples

generated with NLO generators use the CTEQ6.6M PDF set [44].

The CMS detector response is simulated using the Geant4 software package [45]. All

events from data and simulated samples are required to pass the same trigger conditions

and are reconstructed with identical algorithms to those used for collision data. Effects

from additional pp interactions in the same bunch crossing (pileup) are modeled by adding

simulated minimum bias events (generated with pythia) to the generated hard interac-

tions. The pileup interaction multiplicity distribution in simulation reflects the luminosity
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profile observed in pp collision data. Additional correction factors are applied to individual

object efficiencies and energy scales to bring the MC simulation into better agreement with

data, as described in section 4.

4 Object reconstruction and identification

A global event description is obtained with the CMS particle-flow (PF) algorithm [46, 47],

which optimally combines the information from all CMS sub-detectors to reconstruct and

identify each individual particle in the pp collision event. The particles are classified into

mutually exclusive categories: charged hadrons, neutral hadrons, photons, muons, and elec-

trons. The primary collision vertex is identified as the reconstructed vertex with the highest

value of
∑
p2T, where the summation includes all particles used to reconstruct the vertex.

Although the separate ttH search channels share the same overall object reconstruction

and identification approach, there are differences in some of the selection requirements.

Generally speaking, the requirements in the H → hadrons channel are more stringent than

in the H→ photons or leptons because of the larger backgrounds in the first channel and

the smaller amount of signal in the other ones.

Photon candidates are reconstructed from the energy deposits in the ECAL, grouping

the individual clusters into a supercluster. The superclustering algorithms achieve an

almost complete reconstruction of the energy of photons (and electrons) that convert into

electron-positron pairs (emit bremsstrahlung) in the material in front of the ECAL. In

the barrel region, superclusters are formed from five-crystal-wide strips in η, centered

on the locally most energetic crystal (seed), and have a variable extension in φ. In the

endcaps, where the crystals are arranged according to an x-y rather than an η-φ geometry,

matrices of 5×5 crystals (which may partially overlap) around the most energetic crystals

are merged if they lie within a narrow φ road. The photon candidates are collected within

the ECAL fiducial region |η| < 2.5, excluding the barrel-endcap transition region 1.44 <

|η| < 1.57 where photon reconstruction is sub-optimal. Isolation requirements are applied

to photon candidates by looking at neighboring particle candidates reconstructed with the

PF event reconstruction technique [46]. Additional details on photon reconstruction and

identification can be found in ref. [30].

Electrons with pT > 7 GeV are reconstructed within the geometrical acceptance of the

tracker, |η| < 2.5. The reconstruction combines information from clusters of energy deposits

in the ECAL and the electron trajectory reconstructed in the inner tracker [48–51]. The

track-cluster matching is initiated either “outside-in” from ECAL clusters, or “inside-out”

from track candidates. Trajectories in the tracker volume are reconstructed using a dedi-

cated modeling of the electron energy loss and fitted with a Gaussian sum filter [48]. The

electron momentum is determined from the combination of ECAL and tracker measure-

ments. Electron identification relies on a multivariate technique that combines observables

sensitive to the amount of bremsstrahlung along the electron trajectory, the spatial and

momentum matching between the electron trajectory and associated clusters, and shower

shape observables. In order to increase the lepton efficiency, the H → leptons analysis

uses a looser cut on the multivariate discriminant than do the other analysis channels. Al-
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though the minimum pT requirement on electrons is pT > 7 GeV, the different ttH search

channels, particularly the H → hadrons channel, use a higher threshold on some of the

selected electrons depending on the trigger requirements and to help control backgrounds

(see sections 5–7 for more details).

Muons are reconstructed within |η| < 2.4 and for pT > 5 GeV [52]. The reconstruction

combines information from both the silicon tracker and the muon spectrometer. The

matching between the inner and outer tracks is initiated either “outside-in”, starting from

a track in the muon system, or “inside-out”, starting from a track in the silicon tracker.

The PF muons are selected among the reconstructed muon track candidates by applying

minimal requirements on the track components in the muon and tracker systems and taking

into account matching with energy deposits in the calorimeters [53]. Depending on the level

of backgrounds in a given analysis channel, different requirements can be placed on the

distance of closest approach for the muon to the collision vertex — referred to as the

impact parameter (IP)—in both the z−direction (dz) and the x − y plane (dxy) to reject

background muons. As in the electron case, the pT threshold for some or all of the muons

is set higher than the 5 GeV default, depending on the trigger requirements used by a

particular search channel and to control backgrounds.

An important quantity for distinguishing signal and background leptons is isolation.

Although conceptually similar, isolation is defined slightly differently for muons and elec-

trons depending on the analysis channel. Muon isolation is assessed by calculating the sum

of the transverse energy of the other particles in a cone of ∆R =
√

(∆η)2 + (∆φ)2 = 0.4

around the muon direction, excluding the muon itself, where ∆η and ∆φ are the angular

differences between the muon and the other particles in the η and φ directions. To correct

for the effects of pileup, charged contributions not originating from the primary collision

vertex are explicitly removed from the isolation sum, and the neutral contribution is cor-

rected assuming a ratio of 0.5 for the contribution of neutral to charged objects to the

pileup activity. The ratio of the corrected isolation sum to the muon pT is the relative

isolation of the muon. For the H → leptons search, electron isolation is calculated identi-

cally to muon isolation. For the H → hadrons and H → photons searches, there are two

differences. The first is that the electron isolation sum only takes into account charged and

neutral particles in a cone of ∆R = 0.3. Second, the correction for pileup effects to the

neutral contribution in the isolation sum is made using the average pT density calculated

from neutral particles multiplied by the effective area of the isolation cone. The relative

isolation is the ratio of this corrected isolation sum to the electron pT.

Jets are reconstructed by clustering the charged and neutral PF particles using the

anti-kT algorithm with a distance parameter of 0.5 [54, 55]. For the H→ hadrons search,

particles identified as isolated muons and electrons are expected to come from W-boson

decays and are excluded from the clustering. Non-isolated muons and electrons are expected

to come from b-quark decays and are included in the clustering. The H → leptons and

H → photons searches do not exclude the isolated leptons from the jet clustering, but

require selected jets to be separated by ∆R > 0.5 from the selected leptons. The choice

not to exclude leptons from the clustered jets in the H → leptons search is an integral part

of the non-prompt lepton rejection strategy. When a lepton is clustered into a jet, that
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information is used to help determine whether the lepton originated from a semileptonic

decay of a heavy (bottom or charm) quark (see section 7 for more details).

Jets are required to have at least two PF constituents and more than 1% of their energy

in both the electromagnetic and hadronic components to reject jets arising from instru-

mental effects. For the H → leptons and H → photons searches, additional requirements

are applied to remove jets coming from pileup vertices [56]. For the H→ hadrons and H→
leptons analyses, charged PF particles not associated with the primary event vertex are

ignored when clustering the jets to reduce the contribution from pileup. The momentum

of the clustered jet is corrected for a variety of effects [57]. The component coming from

pileup activity — in the case of H→ hadrons or leptons, just the neutral part — is removed

by applying a residual energy correction following the area-based procedure described in

refs. [58, 59]. Further corrections based on simulation, γ/Z+jets data, and dijet data are

then applied, as well as a correction to account for residual differences between data and

simulation [57]. Selected jets are required to have |η| < 2.4, and pT > 25 GeV (H→ leptons

and H → photons) or pT > 30 GeV (H → hadrons). The higher pT requirement in the

latter case arises from the larger amount of background in that sample.

Jets are identified as originating from a b-quark using the combined secondary vertex

(CSV) algorithm [60, 61] that utilizes information about the impact parameter of tracks

and reconstructed secondary vertices within the jets in a multivariate algorithm. The

CSV algorithm provides a continuous output ranging from 0 to 1; high values of the CSV

discriminant indicate that the jet likely originates from a b quark, while low values indicate

the jet is more consistent with light-flavor quarks or gluons. The efficiency to tag b-quark

jets and the rate of misidentification of non-b-quark jets depend on the working point

chosen. For the medium working point of the CSV algorithm, the b-tagging efficiency is

around 70% (20%) for jets originating from a b (c) quark and the probability of mistagging

for jets originating from light quarks or gluons is approximately 2%. For the loose working

point, the efficiency to tag jets from b (c) quarks is approximately 85% (40%) and the

probability to tag jets from light quarks or gluons is about 10%. These efficiencies and

mistag probabilities vary with the pT and η of the jets, and the values quoted are indicative

of the predominant jets in this analysis.

The hadronic decay of a τ lepton (τh) produces a narrow jet of charged and neu-

tral hadrons — almost all pions. Each neutral pion subsequently decays into a pair of

photons. The identification of τh jets begins with the formation of PF jets by clustering

charged hadron and photon objects via the anti-kT algorithm. Then, the hadron-plus-strips

(HPS) [62, 63] algorithm tests each of the most common τh decay mode hypotheses using

the electromagnetic objects found within rectangular bands along the azimuthal direc-

tion. In the general algorithm, combinations of charged hadrons and photons (one charged

hadron, one charged hadron + photons, and three charged hadrons) must lead to invariant

masses consistent with the appropriate intermediate resonances [63]. For this analysis, only

the decays involving exactly one charged hadron are used.

The missing transverse energy vector is calculated as the negative vector pT sum of all

PF candidates identified in the event. The magnitude of this vector is denoted as Emiss
T .

Since pileup interactions degrade the performance of the Emiss
T variable, the H → leptons

– 9 –
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search also uses the Hmiss
T variable. This variable is computed in the same way as the

Emiss
T , but uses only the selected jets and leptons. The Hmiss

T variable has worse resolution

than Emiss
T but it is more robust as it does not rely on soft objects in the event. A linear

discriminator is computed based on the two variables,

LD = 0.60Emiss
T + 0.40Hmiss

T , (4.1)

exploiting the fact that Emiss
T and Hmiss

T are less correlated in events with missing transverse

energy from instrumental mismeasurement than in events with genuine missing transverse

energy. The linear discriminant is constructed to optimize separation between ttH and

Z+jets in simulation.

To match the performance of reconstructed objects between data and simulation, the

latter is corrected with the following data-MC scale factors: leptons are corrected for the

difference in trigger efficiency, as well as in lepton identification and isolation efficiency.

For the H→ leptons channel, corrections accounting for residual differences between data

and simulation are applied to the muon momentum, as well as to the ECAL energy before

combining with the tracking momentum for electrons. All lepton corrections are derived

using tag-and-probe techniques [64] based on samples with Z boson and J/ψ decays into

two leptons. Jet energy corrections as described above are applied as a function of the

jet pT and η [57]. Standard efficiency scale factors for the medium and loose b-tagging

working points [60, 61] are applied for light- and heavy-flavor jets in the H→ leptons and

H→ photons searches, while the H→ hadrons search uses a more sophisticated correction

to the CSV shape (see section 5 for more details).

5 H → hadrons

5.1 Event selection

Events in the H → hadrons analysis are split into three different channels based on the

decay modes of the top-quark pair and the Higgs boson: the lepton+jets channel (tt →
`νqq′bb, H → bb), the dilepton channel (tt → `+ν`−νbb, H → bb), and the τh channel

(tt → `νqq′bb, H → τhτh), where a lepton is an electron or a muon. For the lepton+jets

channel, events containing an energetic, isolated lepton, and at least four energetic jets,

two or more of these jets must be b-tagged, are selected. For the dilepton channel, a pair

of oppositely charged leptons and three or more jets, with at least two of the jets being

b-tagged, are required. For the τh channel, beyond the two identified hadronically decaying

τ leptons, at least two jets, one or two of which must be b-tagged, are required. The event

selections are designed to be mutually exclusive. For all figures (figures 2–7) and tables

(tables 2–4) of the H→ hadrons analysis, the b-tagged jets are included in the jet count.

In addition to the baseline selection detailed in section 4, two additional sets of selection

criteria are applied to leptons in the H → hadrons analysis: tight and loose, described

below. All events are required to contain at least one tight electron or muon. Loose

requirements are only applied to the second lepton in the dilepton channel.

Tight and loose muons differ both in the identification and kinematic requirements. For

events in the lepton+jets and τh channels, tight muons are required to have pT > 30 GeV
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and |η| < 2.1 to ensure that the trigger is fully efficient with respect to the offline selection.

Tight muons in the dilepton channel have a lower pT threshold at 20 GeV. Loose muons

must have pT > 10 GeV and |η| < 2.4. For tight (loose) muons, the relative isolation is

required to be less than 0.12 (0.2). Tight muons must also satisfy additional quality criteria

based on the number of hits associated with the muon candidate in the pixel, strip, and

muon detectors. To ensure the muon is from a W decay, it is required to be consistent

with originating from the primary vertex with an impact parameter in the x − y plane

dxy < 0.2 cm and distance from the primary vertex in the z-direction dz < 0.5 cm. For

loose muons, no additional requirements beyond the baseline selection are applied.

Tight electrons in the lepton+jets and τh channels are required to have pT > 30 GeV,

while the dilepton channel requires pT > 20 GeV. Loose electrons are required to have

pT > 10 GeV. All electrons must have |η| < 2.5, and those that fall into the transition

region between the barrel and endcap of the ECAL (1.44 < |η| < 1.57) are rejected. Tight

electrons must have a relative isolation less than 0.1, while loose electrons must have a rela-

tive isolation less than 0.2. In a manner similar to tight muons, tight electrons are required

to have dxy < 0.02 cm and dz < 1 cm, while loose electrons must have dxy < 0.04 cm.

For τ leptons decaying hadronically, only candidates with well-reconstructed decay

modes [63] that contain exactly one charged pion are accepted. Candidates must have

pT > 20 GeV and |η| < 2.1, and the pT of the charged pion must be greater than 5 GeV.

Candidates are additionally required to fulfill criteria that reject electrons and muons

mimicking hadronic τ -lepton decays. These include requirements on the consistency of

information from the tracker, calorimeters, and muon detectors, including the absence of

large energy deposits in the calorimeters for muons and bremsstrahlung pattern recognition

for electrons. A multivariate discriminant, which takes into account the effects of pileup,

is used to select loosely isolated τh candidates [65]. Finally, the τh candidates must be

separated from the single tight muon or electron in the event by a distance ∆R > 0.25.

Events are required to contain at least one pair of oppositely charged τh candidates. In the

case that multiple valid pairs exist, the pair with the most isolated τh signatures, based on

the aforementioned MVA discriminant, is chosen.

While the basic jet pT threshold is 30 GeV, in the lepton+jets channel, the leading

three jets must have pT > 40 GeV. Jets originating from b quarks are identified using the

CSV medium working point.

5.2 Background modeling

All the backgrounds in the H → hadrons analysis are normalized using NLO or better

inclusive cross section calculations [66–71]. To determine the contribution of individual

physics processes to exclusive final states as well as to model the kinematics, the MC

simulations described in section 3 are used. The main background, tt+ jets, is generated

using MadGraph inclusively, with tree-level diagrams for up to tt+3 extra partons. These

extra partons include both b and c quarks. However, as there are significantly different

uncertainties in the production of additional light-flavor (lf) jets compared to heavy-flavor

(hf), the tt+jets sample is separated into subsamples based on the quark flavor associated

with the reconstructed jets in the event. Events where at least two reconstructed jets are
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matched at the generator level to extra b quarks (that is b quarks not originating from

a top-quark decay) are labeled as tt + bb events. If only a single jet is matched to a b

quark, the event is classed as tt+b. These cases typically arise because the second extra

b quark in the event is either too far forward or too soft to be reconstructed as a jet, or

the two extra b quarks have merged into a single jet. Finally, if at least one reconstructed

jet is matched to a c quark at the generator level, the event is labeled as tt + cc. Different

systematic uncertainties affecting both rates and shapes are applied to each of the separate

subsets of the tt+jets sample, as described in section 8.

Besides the common corrections to MC samples described in section 4, additional cor-

rection factors are applied for samples modeling the backgrounds for this analysis channel.

A correction factor to tt+jets MC samples is applied so that the top-quark pT spectrum

from MadGraph agrees with the distribution observed in data and predicted by higher-

order calculations. These scale factors, which range from roughly 0.75 to 1.2, were derived

from a fully corrected measurement of the tt differential cross section as function of the top-

quark pT using the
√
s = 8 TeV dataset obtained using the same techniques as described

in ref. [72].

Furthermore, a dedicated correction to the CSV b-tagging rates is applied to all the

MC samples. The CSV discriminant is used to identify b-quark jets, and the CSV dis-

criminant shape is used in the signal extraction technique to distinguish between events

with additional genuine b-quark jets and those with mistags. Therefore, a correction for

the efficiency difference between data and simulation over the whole range of discriminator

values is applied. The scale factors — which are between 0.7 and 1.3 for the bulk of the

jets — are derived separately for light-flavor (including gluons) and b-quark jets using two

independent samples of 8 TeV data in the dilepton channel. Both control samples are also

orthogonal to the events used in the signal extraction. The light-flavor scale factor deriva-

tion uses a control sample enriched in events with a Z boson, selected by requiring a pair of

opposite-charge, same-flavor leptons and exactly two jets. The b-quark scale factor is de-

rived in a sample dominated by dileptonic tt, a signature that includes exactly two b-quark

jets, by selecting events with two leptons that are not consistent with a Z boson decay and

exactly two jets. Using these control samples, a tag-and-probe approach is employed where

one jet (“tag”) passes the appropriate b-tagging requirement for a light-flavor or b-quark

jet. The CSV discriminant of the other jet (“probe”) is compared between the data and

simulation, and the ratio gives a scale factor for each jet as a function of CSV discriminant

value, pT and η. Each light-flavor or b-quark jet is then assigned an appropriate individual

scale factor. The CSV output shape for c-quark jets is dissimilar to that of both light-flavor

and b-quark jets; hence, in the absence of a control sample of c-quark jets in data, a scale

factor of 1 is applied, with twice the relative uncertainty ascertained from b-quark jets (see

section 8). These CSV scale factors are applied to simulation on an event-by-event basis

where the overall scale factor is the product of the individual scale factors for each jet in

the event. This procedure was checked using control samples.

Tables 2, 3, and 4 show the predicted event yields compared to data after the selection

in the lepton+jets, dilepton, and τh channels, respectively. The tables are sub-divided into

the different jet and b-tag categories used in each channel. The signal yield is the SM
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≥6 jets + 4 jets + 5 jets + ≥6 jets + 4 jets + 5 jets + ≥6 jets +

2 b-tags 3 b-tags 3 b-tags 3 b-tags 4 b-tags ≥4 b-tags ≥4 b-tags

ttH(125.6 GeV) 28.5 ± 2.5 12.4 ± 1.0 18.1 ± 1.5 18.9 ± 1.5 1.5 ± 0.2 4.4 ± 0.4 6.7 ± 0.6

tt+lf 7140 ± 310 4280 ± 150 2450 ± 130 1076 ± 74 48.4 ± 10.0 54 ± 12 44 ± 11

tt+b 570 ± 170 364 ± 94 367 ± 98 289 ± 87 20.0 ± 5.5 28.6 ± 8.0 33 ± 10

tt + bb 264 ± 59 123 ± 29 193 ± 42 232 ± 49 15.8 ± 3.6 45.2 ± 9.7 86 ± 18

tt + cc 2420 ± 300 690 ± 130 800 ± 130 720 ± 110 29.7 ± 5.6 55 ± 11 81 ± 13

tt+W/Z 85 ± 11 15.0 ± 2.0 20.9 ± 2.8 24.7 ± 3.3 1.0 ± 0.2 2.1 ± 0.4 4.7 ± 0.8

Single t 236 ± 18 213 ± 17 101.7 ± 10.0 47.7 ± 6.7 2.8 ± 1.4 7.5 ± 3.8 6.7 ± 2.6

W/Z+jets 75 ± 27 46 ± 30 13 ± 12 7.7 ± 8.8 1.1 ± 1.2 0.9 ± 1.0 0.3 ± 0.8

Diboson 4.5 ± 1.0 5.4 ± 0.9 2.0 ± 0.5 1.0 ± 0.4 0.2 ± 0.2 0.1 ± 0.1 0.2 ± 0.1

Total bkg 10790 ± 200 5730 ± 110 3935 ± 74 2394 ± 65 119.0 ± 8.2 193.4 ± 10.0 256 ± 16

Data 10724 5667 3983 2426 122 219 260

Table 2. Expected event yields for signal (mH = 125.6 GeV) and backgrounds in the lepton+jets

channel. Signal and background normalizations used for this table are described in the text.

prediction (µ fixed to 1). In these tables, background yields and uncertainties use the

best-fit value of all nuisance parameters, with µ fixed at 1. For more details about the

statistical treatment and the definition of µ, see section 9. The expected and observed

yields agree well in all final states across the different jet and b-tag categories.

Figures 2, 3, and 4 show the data-to-simulation comparisons of variables that give the

best signal-background separation in each of the lepton+jets, dilepton, and τh channels,

respectively. In these plots, the background is normalized to the SM expectation; the

uncertainty band (shown as a hatched band in the stack plot and a green band in the ratio

plot) includes statistical and systematic uncertainties that affect both the rate and shape of

the background distributions. For the ratio plots shown below each distribution, only the

background expectation (and not the signal) is included in the denominator of the ratio.

The contribution labeled “EWK” is the sum of the diboson and W/Z+jets backgrounds.

The ttH signal (mH = 125.6 GeV) is not included in the stacked histogram, but is shown

as a separate open histogram normalized to 30 times the SM expectation (µ = 30). To

calculate the variable second m(jj,H), the invariant masses of all jet pairs with at least one

b-tagged jet are calculated and the jet pair whose mass is the second closest to the Higgs

boson mass is chosen. Within the uncertainties, the simulation reproduces well the shape

and the normalization of the distributions.

5.3 Signal extraction

Boosted decision trees (BDTs) [73] are used to further improve signal sensitivity. In the

lepton+jets and dilepton channels, BDTs are trained separately for each category, using

the ttH sample with mH = 125 GeV. The three dilepton categories use a single BDT. Of

the seven lepton+jets categories, four categories use a single BDT, while three categories

each use two BDTs in a tiered configuration. The tiered configuration includes one BDT

that is trained specifically to discriminate between ttH and ttbb events, the output of which
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Figure 2. Input variables that give the best signal-background separation for each of the lep-

ton+jets categories used in the analysis at
√
s = 8 TeV. The top, middle, and bottom rows show

the events with 4, 5, and ≥6 jets, respectively, while the left, middle, and right columns are events

with 2, 3, and ≥4 b-tags, respectively. More details regarding these plots are found in the text.
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Figure 3. Input variables that give the best signal-background separation for each of the dilepton

categories used in the analysis at
√
s = 8 TeV. The left, middle, and right panels show the events

with 3 jets and 2 b-tags, ≥4 jets and 2 b-tags, and ≥3 b-tags, respectively. More details regarding

these plots are found in the text.
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Figure 4. Examples of input variables that give the best signal-background separation in the

analysis of the τh channels at
√
s = 8 TeV. The left plot shows the pT of the more energetic τh,

while the right plot displays Mvis, the mass of the visible τh decay products. Events of all categories

are shown. More details regarding these plots are found in the text.
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3 jets + 2 b-tags ≥4 jets + 2 b-tags ≥3 b-tags

ttH(125.6 GeV) 7.4 ± 0.6 14.5 ± 1.2 10.0 ± 0.8

tt+lf 7650 ± 170 3200 ± 120 227 ± 35

tt+b 210 ± 55 198 ± 57 160 ± 43

tt + bb 50 ± 13 76 ± 17 101 ± 21

tt + cc 690 ± 110 761 ± 97 258 ± 46

tt+W/Z 29.5 ± 3.8 50.5 ± 6.4 10.9 ± 1.5

Single t 218 ± 16 95.2 ± 8.8 14.6 ± 3.6

W/Z+jets 217 ± 52 98 ± 28 21 ± 15

Diboson 9.5 ± 0.9 2.9 ± 0.4 0.6 ± 0.1

Total bkg 9060 ± 130 4475 ± 82 793 ± 28

Data 9060 4616 774

Table 3. Expected event yields for signal (mH = 125.6 GeV) and backgrounds in the dilepton

channel. Signal and background normalizations used for this table are described in the text.

2 jets + 3 jets + ≥4 jets + 2 jets + 3 jets + ≥4 jets +

1 b-tag 1 b-tag 1 b-tag 2 b-tags 2 b-tags 2 b-tags

ttH(125.6 GeV) 0.4 ± 0.1 0.6 ± 0.1 0.5 ± 0.1 0.1 ± 0.0 0.2 ± 0.0 0.3 ± 0.0

tt+lf 266 ± 12 144.7 ± 7.1 72.1 ± 4.1 55.0 ± 3.4 45.2 ± 2.8 28.8 ± 2.1

tt+W/Z 1.1 ± 0.2 1.3 ± 0.2 1.3 ± 0.3 0.5 ± 0.1 0.6 ± 0.1 0.9 ± 0.2

Single t 12.9 ± 2.1 3.5 ± 1.2 0.7 ± 0.6 2.2 ± 0.9 1.2 ± 0.5 0.4 ± 0.7

W/Z+jets 22.9 ± 6.3 7.7 ± 2.8 2.1 ± 1.2 1.0 ± 0.6 0.3 ± 0.2 0.2 ± 0.4

Diboson 0.9 ± 0.2 0.7 ± 0.2 0.1 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.0 ± 0.1

Total bkg 304 ± 14 158.0 ± 7.5 76.4 ± 4.2 58.7 ± 3.6 47.3 ± 2.9 30.4 ± 2.3

Data 292 171 92 41 48 35

Table 4. Expected event yields for signal (mH = 125.6 GeV) and backgrounds in the τh channel.

Signal and background normalizations used for this table are described in the text.

is then used as an input variable in the second, more general, ttH versus tt+jets BDT.

This tiered approach allows better discrimination between the ttH process and the difficult

ttbb component of tt+jets production, resulting in better control of tt+hf systematics and

a lower expected limit on µ. In the τh channel, due to the low event counts, a single BDT

is used for all categories, using an event selection equivalent to the union of all categories

with more than one untagged jet.

All BDTs utilize variables involving the kinematics of the reconstructed objects, the

event shape, and the CSV b-tag discriminant. Ten variables are used as inputs to the final

BDTs in all lepton+jets categories, while 10 or 15 variables are used in the first BDT in
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categories employing the tiered-BDT system (the ≥6 jets + ≥4 b-tags and ≥6 jets + 3

b-tags categories use 15 variables, and the 5 jets + ≥4 b-tags category uses ten variables

due to lower available training statistics in that category). The dilepton channel uses four

variables for the 3 jets + 2 b-tags category and six in each of the other categories. In the

τh channel, almost all variables used to train the BDT are related to the τh system, such

as the mass of the visible τ decay products, the pT, the isolation, and the decay mode of

both τh, and the |η| and distance to the lepton of the more energetic τh. In addition, the

pT of the most energetic jet, regardless of the b-tagging status, is used in the BDT.

To train the BDTs, the τh channel uses simulated ttH, H → ττ (mH = 125 GeV)

events with generator-level matched τh pairs as the signal, whereas both the lepton+jets

and dilepton channels use ttH (mH = 125 GeV) events, with inclusive Higgs boson decays.

All three channels use tt+jets events as background when training. An equal number of

signal and background events are used for a given category and channel. The signal and

background events are evenly divided into two subsamples: one set of events is used to do

the actual training, and the other is used as a test sample to monitor against overtraining.

The specific BDT method used is a “gradient boost”, available as part of the TMVA

package [74] in ROOT [75]. The tree architecture consists of five nodes, a few hundred

trees form a forest, and the learning rate is set to 0.1.

Figures 5, 6, and 7 show the final BDT output distributions for the lepton+jets, dilep-

ton, and τh channels, respectively. Background-like events have a low BDT output value,

while signal-like events have a high BDT output value. The background distributions use

the best-fit values of all nuisance parameters, with µ fixed at 1, and the uncertainty bands

are constructed using the post-fit nuisance parameter uncertainties. The fit is described

in section 9. The ttH signal (mH = 125.6 GeV) is not included in the stacked histogram,

but is shown as a separate open histogram normalized to 30 times the SM expectation

(µ = 30). For the ratio plots shown below each BDT distribution, only the background

expectation (and not the signal) is included in the denominator of the ratio. The final

BDT outputs provide better discrimination between signal and background than any of

the input variables individually. The BDT output distributions are used to set limits on

the Higgs boson production cross section, as described in section 9.

6 H → photons

The diphoton analysis selects events using the diphoton system to identify the presence

of a Higgs boson, and a loose selection on the remaining objects to accept all possible tt

decays, while rejecting other Higgs boson production modes that are not directly sensitive

to the top-quark Yukawa coupling. The background is extracted directly from the diphoton

invariant mass distribution mγγ , exploiting the fact that a signal around 125 GeV will be

characterized by a narrow peak.

The event selection starts from the requirement of two photons, where the leading

photon is required to have a pT > mγγ/2 and the second photon to have a pT > 25 GeV.

The variable threshold on the leading photon pT increases the efficiency while minimizing

trigger turn-on effects. The photon identification and energy measurement is the same as
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Figure 5. Final BDT output for lepton+jets events. The top, middle and, bottom rows are events

with 4, 5, and ≥6 jets, respectively, while the left, middle, and right columns are events with 2, 3,

and ≥4 b-tags, respectively. Details regarding signal and background normalizations are described

in the text.
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Figure 6. Final BDT output for dilepton events. The upper left, upper right, and lower left plots

are events with 3 jets + 2 b-tags, ≥4 jets + 2 b-tags, and ≥3 b-tags, respectively. Details regarding

signal and background normalizations are described in the text.

that used in ref. [30] with the only exception being that the primary vertex selection is

done as described in section 4 of this paper. The presence of at least one b-tagged jet

according to the medium working point of the CSV algorithm is required, consistent with

the presence of b jets from top quark decays in the final state. Muons must lie in the

pseudorapidity range |η| < 2.4, and electrons within |η| < 2.5. Both muons and electrons

are required to have pT greater than 20 GeV.

Events are categorized in two subsamples: the leptonic and hadronic channels. The

hadronic channel requires, in addition to the two photons in the event, at least four jets

of which at least one is b-tagged and no identified high-pT charged leptons, whereas the

leptonic channel requires at least two jets of which at least one is b-tagged and at least

one charged lepton, where ` = e, µ, with pT > 20 GeV. The 7 TeV dataset is too small to

perform an optimization on each signal decay mode; thus events passing the hadronic and

leptonic selections are combined in a single category.
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Figure 7. Final BDT output for events in the τh channel. The top row is the 2 jet categories,

while the second and third rows are for the categories with 3 jets and ≥4 jets, respectively. In each

row, the columns are for the categories with 1 b-tag (left) and 2 b-tags (right). Details regarding

signal and background normalizations are described in the text.
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Unlike the H → hadrons and H → leptons channels, the contribution from Higgs

boson production modes other than ttH must be treated with care for this channel. This

is because this analysis is designed to have very loose requirements on the jet and lepton

activity, and the other Higgs boson production modes will peak at the same location in

the diphoton invariant mass distribution as the ttH signal. This is in contrast with the

situation for the H → hadrons and H → leptons analyses, where the non-ttH production

modes tend to populate the most background-rich region of the phase space investigated,

thus a very small contamination of non-ttH Higgs boson production has almost no impact

on those analyses. The event selection for the ttH, H→ photons channel is thus designed to

minimize the contribution from other Higgs boson production modes. The expected signal

yields for the various production processes for the SM Higgs boson of mass 125.6 GeV in

this channel are shown in table 5, after selection in the 100 ≤ mγγ ≤ 180 GeV range. As can

be seen, the contribution of production modes other than ttH is minor. The contribution

of single-top-quark-plus-Higgs-boson production has not been explicitly estimated but its

cross section is expected to be only about 1/10 of the ttH cross section and the events have

different kinematics [76], so its contribution to the sample is expected to be small.

The main backgrounds are the production of top quarks and either genuine or misiden-

tified photons in the final state, and the production of high-pT photons in association with

many jets, including heavy-flavor jets. Because the background will be estimated by fitting

the data which is a mixture of these processes, it is useful to test the background mod-

eling in an independent control sample defined using collision data. The control sample

is constructed using events that have been recorded with the single-photon trigger paths,

and inverting the photon identification requirements on one of the two photons used to

reconstruct the Higgs boson signal. To take into account the fact that the efficiency of

the photon isolation requirement is not constant as a function of the photon pT and η,

a two-dimensional reweighting procedure is applied to the leading and subleading photon

candidates in such events. The reweighting is performed so as to match the photon pT
and η spectra to the ones of photons populating the signal region. A control sample with

similar kinematic properties as the data, yet statistically independent, is thus obtained.

The extent to which the control sample is well-modeled is tested using events passing

the photon selections, and the requirement of at least two high-pT jets. The sample is

further split into events with and without charged leptons, to test the kinematic properties

of the model against data. A few key kinematic distributions are shown in figure 8, where

the black markers show the signal sample, the green histogram is the control sample data,

and the red line displays the signal kinematics. All distributions are normalized to the

number of events observed in data.

Even after the dedicated event selection, the dataset is still largely dominated by

backgrounds. The strategy adopted in this analysis is to fit for the amount of signal in

the diphoton mass spectrum, as this provides a powerful discriminating variable due to the

excellent photon energy resolution, in the region surrounding the Higgs boson mass. The

background is obtained by fitting this distribution in each channel (hadronic or leptonic)

over the range 100 GeV < mγγ < 180 GeV. The actual functional form used to fit the

background, in any particular channel, is included as a discrete nuisance parameter in the
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Figure 8. Distributions of the b-tagged jet multiplicity (top row) and jet multiplicity (bottom

row) for events passing a relaxed selection in the hadronic (left) and leptonic (right) channels, but

removing events where the diphoton invariant mass is consistent with the Higgs boson mass within

a 10 GeV window. The relaxed selection applies the standard photon and lepton requirements but

allows events with any number of jets. The plots compare the data events with two photons and

at least two jets (black markers) and the data from the control sample (green filled histogram) to

simulated ttH events (red open histogram). Both signal and background histograms are normalized

to the total number of data events observed in this region to allow for a shape comparison.

likelihood functions used to extract the results; exponentials, power-law functions, polyno-

mials (in the Bernstein basis), and Laurent series are considered for this analysis. When

fitting the background by minimizing the value of twice the negative logarithm of the like-

lihood (2NLL), all functions in these families are tried, with a penalty term added to 2NLL

to account for the number of free parameters in the fitted function. Pseudoexperiments

have shown that this “envelope” method provides good coverage of the uncertainty asso-

ciated with the choice of the function, for all the functions considered for the background,

and provides an estimate of the signal strength with negligible bias [30].
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7 TeV 8 TeV

All decays Hadronic channel Leptonic channel

ttH 0.21 0.51 0.45

gg→ H 0.01 0.02 0

VBF H 0 0 0

WH/ZH 0.01 0.01 0.01

Total H 0.23 0.54 0.46

Data 9 32 11

Table 5. Expected signal yields after event selections in the 100 GeV < mγγ < 180 GeV diphoton

mass window. Different Higgs boson production processes are shown separately. The total number

of data events present in each channel is displayed at the bottom of the table. A Higgs boson mass

of 125.6 GeV is assumed.
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Figure 9. Diphoton invariant mass distribution for
√
s = 7 TeV data events for the combined

hadronic and leptonic selections on the left, and for
√
s = 8 TeV data events passing the hadronic

(middle), and leptonic (right) selections. The red line represents the fit to the data, while the

green (yellow) band show the 1σ (2σ) uncertainty band. The theoretical prediction for the signal

contribution (in blue) includes the main Higgs boson production modes.

The diphoton invariant mass spectra for data, the expected signal contribution, and

the background estimate from data are shown in figure 9 for the combination of hadronic

and leptonic selections on the
√
s = 7 TeV data (left), the hadronic (middle) and leptonic

(right) channels separately using
√
s = 8 TeV data. The expected signal contribution of

the dominant SM Higgs boson production modes is shown as a blue histogram. The result

of the fit is shown in the plots as a red line, together with the uncertainty bands corre-

sponding to 1σ (green) and 2σ (yellow) coverage. The observed diphoton mass spectra

agree well with the background estimates.
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7 H → leptons

7.1 Object identification

In this channel the signal has multiple prompt leptons from W, Z, or τ decays. The largest

backgrounds have at least one non-prompt lepton, usually from the decay of a b hadron (in

tt+jets, Z+jets, and W+jets events). The analysis begins with a preselection of electron

and muon objects using loose criteria with very high efficiency for prompt leptons and

moderate non-prompt lepton rejection. In addition to the basic cuts from section 4, the

lepton is required to be associated with the event vertex. The distance between the lepton

track and the event vertex along the z-axis and perpendicular to it (dz and dxy) must

be less than 1 cm and 0.5 cm, respectively. The SIP (defined as the ratio of the IP to its

uncertainty) is required to be less than 10, a fairly loose cut intended to retain efficiency for

leptons coming from τ decays. Next, a multivariate discriminator based on BDT techniques

is used to distinguish prompt from non-prompt leptons. This discriminator, referred to as

the lepton MVA, is trained with simulated prompt leptons from the ttH MC sample and

non-prompt leptons from the tt+jets MC sample, separately for electrons and muons and

for several bins in pT and η.

The lepton MVA input variables relate to the lepton IP, isolation, and the properties of

the nearest jet, within ∆R < 0.5. A tight working point on the lepton MVA output is used

for the search in the dilepton and trilepton final states, and a loose working point is used

for the four-lepton final state. For the tight working point, the efficiency to select prompt

electrons is of order 35% for peT ∼ 10 GeV and reaches a plateau of 85% at peT ∼ 45 GeV;

for prompt muons it is of order 55% for pµT ∼ 10 GeV, and reaches a plateau of about 97%

at pµT ∼ 45 GeV. The efficiency to select electrons (muons) from the decay of b hadrons is

between 5–10% (around 5%).

To suppress electrons from photon conversions, tight electrons with missing tracker hits

before the first reconstructed hit, or associated with a successfully reconstructed conversion

vertex, are rejected [77].

Additional cuts are used to suppress incorrect charge reconstruction in the dilepton

final states. For electrons, the tracker and ECAL charge measurements must agree, where

the ECAL charge is measured by comparing the position of the energy deposits in the ECAL

to a straight-line trajectory formed from the electron hits in the pixel detector [50, 78]. For

muons, the relative uncertainty in the track pT must be less than 20%.

The agreement between data and simulation for the input variables and the final lepton

MVA is validated in dedicated control regions. For prompt leptons, high-purity control

samples are selected with same-flavor, opposite-sign pairs of leptons with an invariant

mass close to that of the Z boson and little Emiss
T . In these events, tight isolation and pT

selection are applied to the leading lepton, and the trailing lepton is used to check the

agreement between simulation and data. High-purity τ leptons are selected by requiring

opposite-flavor, opposite-sign pairs of electrons and muons with an invariant mass between

20 GeV and 80 GeV. In these events, tight isolation, pT, and SIP cuts are applied to one

of the two leptons, and the other lepton is used to compare simulation and data. For

non-prompt leptons, samples enriched in leptons from the decay of b hadrons are selected
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with three-lepton Z → `` + ` and tt → `` + ` control regions. The agreement is good;

small corrections to better match the data distributions of the input variables are applied

to the simulation before training the MVA discriminant. Efficiency scale factors for the

tight and loose lepton MVA working points are computed for prompt leptons with a tag-

and-probe technique in the Z → `` control region. Backgrounds with non-prompt leptons

are estimated directly from data, as described in section 7.3.

7.2 Event selection

The multilepton selection is optimized to accept ttH events where the Higgs boson decays

into WW, ZZ, or ττ , and at least one W boson, Z boson, or τ decays leptonically. With at

least one additional lepton from the top decays, the events have one of the following three

signatures:

• two same-sign leptons (electrons or muons) plus two b-quark jets;

• three leptons plus two b-quark jets;

• four leptons plus two b-quark jets.

The first three rows in table 6 show the expected distribution of the ttH signal among these

different signatures. The other rows in the table will be discussed below.

Candidate events that match one of these signal signatures are selected by requiring

combinations of reconstructed objects. Three features are common to all three decay

signatures:

• Each event is required to have one lepton with pT > 20 GeV and another with

pT > 10 GeV to satisfy the dilepton trigger requirements.

• If an event has any pair of leptons, regardless of charge or flavor, that form an

invariant mass less than 12 GeV, that event is rejected. This requirement reduces

contamination from Υ and J/ψ, as well as very low-mass Drell-Yan events that are

not included in the simulation.

• Since signal events have two top quarks, each event is required to have at least two

jets, where at least two jets satisfy the loose CSV working point or one jet satisfies

the medium CSV working point.

In addition, pairs of leptons with the same flavor whose invariant mass is within 10 GeV

of the Z boson mass are rejected to suppress background events with a Z boson decay. Same-

sign dielectron events are rejected if they contain any such pair. Events in the 3` and 4`

categories are rejected only if the two leptons in the pair have opposite charges.

Same-sign dilepton events are required to have exactly two leptons with identical

charges and at least four hadronic jets. Each lepton must pass the lepton preselection,

the tight working point of the lepton MVA discriminant, and the charge quality require-

ments. To reject events from backgrounds with a Z boson, LD > 30 GeV is required for
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ee eµ µµ 3` 4`

ttH, H→WW 1.0± 0.1 3.2± 0.4 2.4± 0.3 3.4± 0.5 0.29± 0.04

ttH, H→ ZZ — 0.1± 0.0 0.1± 0.0 0.2± 0.0 0.09± 0.02

ttH, H→ ττ 0.3± 0.0 1.0± 0.1 0.7± 0.1 1.1± 0.2 0.15± 0.02

tt W 4.3± 0.6 16.5± 2.3 10.4± 1.5 10.3± 1.9 —

tt Z/γ∗ 1.8± 0.4 4.9± 0.9 2.9± 0.5 8.4± 1.7 1.12± 0.62

tt WW 0.1± 0.0 0.4± 0.1 0.3± 0.0 0.4± 0.1 0.04± 0.02

tt γ 1.3± 0.3 1.9± 0.5 — 2.6± 0.6 —

WZ 0.6± 0.6 1.5± 1.7 1.0± 1.1 3.9± 0.7 —

ZZ — 0.1± 0.1 0.1± 0.0 0.3± 0.1 0.47± 0.10

Rare SM bkg. 0.4± 0.1 1.6± 0.4 1.1± 0.3 0.8± 0.3 0.01± 0.00

Non-prompt 7.6± 2.5 20.0± 4.4 11.9± 4.2 33.3± 7.5 0.43± 0.22

Charge misidentified 1.8± 0.5 2.3± 0.7 — — —

All signals 1.4± 0.2 4.3± 0.6 3.1± 0.4 4.7± 0.7 0.54± 0.08

All backgrounds 18.0± 2.7 49.3± 5.4 27.7± 4.7 59.8± 8.0 2.07± 0.67

Data 19 51 41 68 1

Table 6. Expected and observed yields after the selection in all five final states. For the expected

yields, the total systematic uncertainty is also indicated. The rare SM backgrounds include triboson

production, tbZ, W±W±qq, and WW produced in double parton interactions. A ‘-’ indicates a

negligible yield. Non-prompt and charge-misidentification backgrounds are described in section 7.3.

dielectron events, where LD is defined in section 4, equation (4.1). To further suppress re-

ducible backgrounds, especially non-tt backgrounds, the threshold on the pT of the second

lepton is raised to 20 GeV, and the scalar sum of the pT of the two leptons and of the Emiss
T

is required to be above 100 GeV.

The three-lepton candidate selection requires exactly three leptons that pass the lepton

preselection and the tight working point for the lepton MVA discriminant. To further reject

events from backgrounds with a Z boson, an LD requirement is applied, with a tighter

threshold if the event has a pair of leptons with the same flavor and opposite charge.

For events with large jet multiplicity (≥ 4 jets), where contamination from the Z-boson

background is smaller, the LD requirement is not applied.

The four-lepton candidate selection requires exactly four leptons that each pass the

lepton preselection and the loose working point of the lepton MVA discriminant.

The observed event yields in data for each final state and the expectations from the

different physical processes after event selection are summarized in table 6. The details of

the calculations of the signal and background yields are discussed in the next section.
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7.3 Signal and background modeling

Three categories of backgrounds are identified in this search: ttV backgrounds from the

associated production of a tt pair and one or more W or Z bosons; diboson or multiboson

production associated with multiple hadronic jets; and reducible backgrounds from events

with non-prompt leptons, or opposite-sign dilepton events in which the charge of one of

the leptons is misidentified. These three background classes are estimated separately with

different methods, described below. The systematic uncertainties associated with each

background estimate are discussed in section 8.

The ttH signal and backgrounds from ttW and ttZ, as well as minor backgrounds

like ttWW and triboson processes, are estimated from simulation, normalized to the NLO

inclusive cross sections for each process [15, 19–28, 67, 68, 79, 80]. The combined cross

section of ttW and ttZ has been measured by the CMS Collaboration in 7 TeV data [81].

The results are consistent with theory but have larger uncertainties. The prediction for the

ttZ process is also tested directly in a trilepton control region requiring two of the leptons

to have the same flavor, opposite charge, and invariant mass within 10 GeV of the nominal

Z boson mass [82]. Agreement is observed in this control region, though the precision of

the test is dominated by the statistical uncertainty of about 35%. Agreement was also

observed in a tt → e±µ∓ bb νν sample, indicating good simulation of prompt leptons and

real b-quark jets.

The WZ and ZZ production processes with the gauge bosons decaying to electrons,

muons, or taus can yield the same leptonic final states as the signal. These processes

are predicted theoretically at NLO accuracy, but the uncertainty in the production cross

section of diboson with additional partons can be large. To reduce this uncertainty, a

low-signal control sample of WZ or ZZ plus at least two jets is selected by vetoing any

event with a loose b tag, as well as inverting the Z→ `` veto. The diboson background in

the signal region is normalized according to the event yield observed in this control region

times an extrapolation factor, taken from MC simulation, associated with going from the

control region to the signal region.

The expected flavor composition in simulation for WZ events after the full selection

in the trilepton final state is approximately 50% from WZ production in association with

mistagged jets from light quarks or gluons, 35% from events with one jet originating from

a c quark, and 15% from events with b quarks. For ZZ in the four-lepton final state, the

expectation is about 40% events with jets from gluons or light quarks, 35% from events

with b quarks and 25% from events with c quarks.

The reducible backgrounds with at least one non-prompt lepton are estimated from

data. A control region dominated by reducible backgrounds is defined by selecting events

with the same kinematics as the signal region, but for which at least one of the leptons fails

the requirement on the lepton MVA. The kinematic distributions for data in this region are

consistent with MC, mostly tt+jets with one non-prompt lepton, as shown in figure 10. Ex-

trapolation to the signal region is then performed by weighting events in the control region

by the probability for non-prompt leptons to pass the lepton MVA selection, measured from

same-sign dilepton and lepton+b-tagged jet data in control regions with fewer jets than

the signal region, as a function of the lepton pT and η, separately for muons and electrons.
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Figure 10. These plots show the distribution of key discriminating variables for events where

one lepton fails the lepton MVA requirement. The expected distribution for the non-prompt

background is taken from simulation (mostly tt+jets), and the yield is fitted from the data. The

bottom panel of each plot shows the ratio between data and predictions as well as the overall

uncertainties after the fit (blue). In the first row the distributions of the trailing lepton pT for

the e±e± (left), e±µ± (center), and µ±µ± (right) final states are shown. In the second row the

distributions of the HT (left), the pT of the jet with highest b-tagging discriminator (center), and

the lepton maximum |η| (right) are shown for the trilepton channel.

Events in which a single lepton fails the lepton MVA requirement enter the signal region

prediction with weight ε/(1− ε), where ε denotes the aforementioned probability computed

for the pT, η, and flavor of the lepton failing the selection. Events with two leptons

failing the requirement are also used, but with a negative weight −ε1ε2/[(1 − ε1)(1 − ε2)];
this small correction is necessary to account for events with two background-like leptons

contaminating the sample of events with a single lepton failing the requirement.

The measurement of the probability for non-prompt leptons to pass the lepton MVA

cuts, and the weighting of events in the control region, are performed separately for events

with at most one jet satisfying the medium CSV requirement and for events with at least

two, to account for the different flavor composition and kinematics of the two samples.
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Charge misidentification probabilities are determined as function of the lepton pT and

η from the observed yields of same-sign and opposite-sign dilepton pairs with mass within

10 GeV of the Z-boson mass. For electrons, this probability varies from 0.03% in the barrel

to 0.3% in the endcaps, while for muons the probability is found to be negligible.

The prediction for background dilepton events with misidentified electron charge in

the signal region is computed from opposite-sign dilepton events passing the full selection,

except for the charge requirement: events with a single electron enter the prediction with a

weight equal to the charge misidentification probability for that electron, while dielectron

events enter the prediction with a weight equal to the sum of the charge misidentification

probabilities for the two electrons.

7.4 Signal extraction

After the event selection, overall yields are still dominated by background. The strategy

adopted in this search is to fit for the amount of signal in the distribution of a suitable

discriminating variable.

In the dilepton analysis, a BDT output is used as discriminating variable. The BDT

is trained with simulated ttH signal and tt+jets background events, with six input vari-

ables: the pT and |η| of the trailing lepton, the minimal angular separation between the

trailing lepton and the closest jet, the transverse mass of the leading lepton and Emiss
T , HT,

and Hmiss
T . The same training is used for the ee, eµ, and µµ final states, as the gain in

performance from dedicated trainings in each final state is found to be negligible.

In the trilepton analysis, a BDT output is also used as the final discriminant. The

BDT is trained with simulated ttH signal and a mix of tt+jets, ttW, and ttZ background

events, with seven discriminating variables: the number of hadronic jets, the pT of the jet

with the highest b-tagging discriminant value, the scalar sum of lepton and jet pT (HT),

the fraction of HT from jets and leptons with |η| < 1.2, the maximum of the |η| values of

the three leptons, the minimum ∆R separation between any pair of opposite-sign leptons,

and the mass of three jets, two close to the W-boson mass and a b-tagged jet, closest to

the nominal top quark mass [82].

As a cross-check in both the dilepton and the trilepton final states, the number of

hadronic jets was used instead of the BDT as the discriminating variable. The gain in

signal strength precision from the multivariate analysis compared to this simpler cross-

check is about 10%.

In the four-lepton analysis, only the number of hadronic jets is used: the sensitivity

of this channel is limited by the very small branching fraction, and the estimation of the

kinematic distributions of the reducible backgrounds from data is also challenging due to

the low event yields.

In the dilepton and trilepton final states, events are divided into categories by the

sum of the electrical charges of the leptons, to exploit the charge asymmetry present

in several SM background cross sections in pp collisions (ttW, WZ, single top quark t-

channel, W+jets). The gain in signal strength precision from this categorization is approx-

imately 5%.
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The expected and observed distributions of the number of selected jets and the BDT

output, for the different final states of the dilepton analysis, are shown in figure 11. The

same distributions are shown for the trilepton analysis in figure 12. The distribution of

the number of selected jets is also shown for the four-lepton channel in figure 12. The ttH

signal yield in the stack is the SM prediction (µ = 1); additionally, the signal yield for

µ = 5 is shown as a dotted line. The background distributions use the best-fit values of all

nuisance parameters, with µ fixed at 1, and the uncertainty bands are constructed using

the nuisance parameter uncertainties.

The dilepton data are in good agreement with the predictions in the ee and eµ channels,

while an excess of signal-like events is visible in the µµ final state. The details of this excess

are discussed below. In the trilepton channel the overall data yield matches expectations.

The jet multiplicity in data is a bit higher, but the distribution of the BDT discriminator

matches the prediction. In the four-lepton channel only one event is observed with respect

to an overall SM prediction (including expected ttH contribution) of about three events.

Because the excess of signal-like events is most pronounced in the dimuon channel,

additional cross-checks were performed. The agreement between expected and observed

yields in the ee and eµ channels suggests that the background estimates are reasonable.

Detailed studies of various single-muon and dimuon distributions did not reveal any poten-

tial additional source of background. Moreover, the analysis of the dimuon final state has

been repeated with different lepton selections, using looser working points for the lepton

MVA and also with traditional selections on individual variables. These approaches have

sensitivities 10–50% worse than the nominal analysis and give compatible results. The

consistency of these checks suggests this excess does not arise from a deficiency in the

estimation of the backgrounds.

8 Systematic uncertainties

There are a number of systematic uncertainties that impact the estimated signal or back-

ground rates, the shape of the final discriminant, or both. This section describes the

various sources of systematic uncertainty. Section 9 will explain how the effects of these

uncertainties are accounted for in the likelihood function used to set limits and extract the

best-fit Higgs boson signal.

Different systematic uncertainties are relevant for different parts of the overall ttH anal-

ysis. Uncertainties related to MC modeling affect all analysis channels, whereas systematic

uncertainties related to the background estimation or object identification can be specific

to particular channels. Table 7 summarizes the impact of systematic uncertainties on this

analysis. For each broad category, table 7 shows the range of effects the systematic uncer-

tainties have on the signal and background rates, and notes whether the uncertainty also has

an effect on the shape of the final discriminant. Cases for which a systematic category only

applies to one analysis channel are noted in parentheses. Further details are given below.

Global event uncertainties affect all the analysis channels. The integrated luminosity

is varied by ±2.2% for the 7 TeV dataset [34] and by ±2.6% for the 8 TeV dataset [32] from

its nominal value. The effect of finite background MC statistics in the analysis is accounted
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Figure 11. Distribution of the jet multiplicity (top row) and the BDT discriminant (bottom row)

for the same-sign dilepton search, for the final states ee (left), eµ (center), and µµ (right). Signal

and background normalizations are explained in the text. The b-tagged jets are included in the jet

multiplicity.

for using the approach described in refs. [83, 84]. To avoid including thousands of nuisance

parameters that have no effect on the result, this uncertainty is not evaluated for any

bin in the BDT shapes for which the MC statistical uncertainty is negligible compared to

the data statistics or where there is no appreciable contribution from signal. Tests show

that the effect on the final result of neglecting the MC statistical uncertainty for these

bins is smaller than 2%. In total, there are 190 nuisance parameters used to describe the

fluctuations in the bins of the BDT outputs.

The reconstructed objects in each event come with their own uncertainties. The un-

certainty from the jet energy scale [57] is evaluated by varying the energy scale for all jets

in the signal and background simulation simultaneously either up or down by one standard

deviation as a function of jet pT and η, and reevaluating the yields and discriminant shapes

of all processes. These variations have a negligible effect on the mγγ distribution, and shape

effects for the H → photons channel are ignored. The jet energy resolution uncertainty

is found to have a negligible impact for all channels. The corrections for the b-tagging

efficiencies for light-flavored, c-, and b-quark jets have associated uncertainties [60]. These
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Figure 12. Distribution of the jet multiplicity (left) and BDT discriminant (center) for the trilepton

search. Events with positive and negative charge are merged in these plots, but they are used

separately in the signal extraction. The plot on the right shows the jet multiplicity for the four-

lepton search. Signal and background normalizations are explained in the text. The b-tagged jets

are included in the jet multiplicity.

uncertainties are parameterized as a function of the pT, η, and flavor of the jets. Their effect

on the analysis is evaluated by shifting the correction factor of each jet up and down by one

standard deviation of the appropriate uncertainty. Because the CSV distribution for jets in

the H→ hadrons channel receives shape corrections, it requires a different set of shape un-

certainties. In deriving the CSV shape corrections, there are uncertainties from background

contamination, jet energy scales, and limited size of the data samples. The statistical uncer-

tainty in the CSV shape corrections has the potential to modify the shape of the CSV distri-

bution in complicated ways. To parameterize this, the shape uncertainties are broken down

into two orthogonal components: one component can vary the overall slope of the CSV dis-

tribution, while the other component changes the center of the distribution relative to the

ends. These uncertainties are evaluated separately for light-flavor and b-quark jets. Twice

the b-quark jet uncertainties are also applied to c-quark jets, whose nominal scale factor is 1.

Electron and muon identification and trigger efficiency uncertainties are estimated by

comparing variations in the difference in performance between data and MC simulation

using a high-purity sample of Z-boson decays. These uncertainties vary between 1% and

6%. The systematic uncertainty associated with the MVA selection of prompt leptons in

the H→ leptons channel uses tag-and-probe measurements comparing data and simulation

in dilepton Z-boson events in the dilepton channel. The overall uncertainty amounts to

about 5% per lepton. The uncertainty in the misidentification probabilities for non-prompt

leptons is estimated from simulation. The misidentification rate is estimated following the

same approach and parameterization used in the QCD dominated control region, but in-

stead using only MC samples with a similar composition. This simulation-based misiden-

tification rate is then applied to MC samples with the expected background composition

in the signal region, and the amount of disagreement between the number of non-prompt

leptons predicted by the parameterized misidentification rate and those actually observed

in this collection of MC samples is used to estimate the systematic uncertainty. The uncer-
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Rate uncertainty

Source Signal Backgrounds Shape

Experimental

Integrated luminosity 2.2–2.6% 2.2–2.6% No

Jet energy scale 0.0–8.4% 0.1–11.5% Yes

CSV b-tagging 0.9–21.7% 3.0–29.0% Yes

Lepton reco. and ID 0.3–14.0% 1.4–14.0% No

Lepton misidentification rate (H→ leptons) — 35.1–45.7% Yes

Tau reco. and ID (H→ hadrons) 11.3–14.3% 24.1–28.8% Yes

Photon reco. and ID (H→ photons) 1.6–3.2% — Yes

MC statistics — 0.2–7.0% Yes

Theoretical

NLO scales and PDF 9.7–14.8% 3.4–14.7% No

MC modeling 2.3–5.1% 0.9–16.8% Yes

Top quark pT — 1.4–6.9% Yes

Additional hf uncertainty (H→ hadrons) — 50% No

H contamination (H→ photons) 36.7–41.2% No

WZ (ZZ) uncertainty (H→ leptons) — 22% (19%) No

Table 7. Summary of systematic uncertainties. Each row in the table summarizes a category

of systematic uncertainties from a common source or set of related sources. In the statistical

implementation, most of these uncertainties are treated via multiple nuisance parameters. The

table summarizes the impact of these uncertainties both in terms of the overall effect on signal and

background rates, as well as on the shapes of the signal and background distributions. The rate

columns show a range of uncertainties, since the size of the rate effect varies both with the analysis

channel as well as the specific event selection category within a channel. The uncertainties quoted

here are a priori uncertainties; that is they are calculated prior to fitting the data, which leads to

a reduction in the impact of the uncertainties as the data helps to constrain them.

tainty is assessed separately for different pT, η and b-tagged jet multiplicity bins for each

flavor. The overall uncertainty amounts to about 40%, which is applied using linear and

quadratic deformations of the pT- and η-dependent misidentification rate.

The uncertainties in the τh identification consist of electron and jet misidentification

rates, as well as the uncertainty in the τh identification itself. The last is applied to the

generator-level matched τh, and estimated to be 6% per object, using a tag-and-probe

technique with a Z → ττ → µτh process. The jet misidentification rate uncertainty is de-

termined to be 20% by comparing τh misidentification rates in data and simulated W+jets

events, where the W boson decays to µν. Likewise, the electron misidentification rate

uncertainty is found to be 5% from Z → ee events using a tag-and-probe technique. The

τh energy scale systematics are obtained from studies involving Z → ττ [65].
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For photon identification, the uncertainty in the data-MC efficiency scale factor from

the fiducial region determines the overall uncertainty, as measured using a tag-and-probe

technique applied to Z → ee events (3.0% in the ECAL barrel, 4.0% in ECAL endcap). For

the uncertainties related to the photon scale and resolution, the photon energy is shifted

and smeared respectively within the known uncertainty for both photons.

Theoretical uncertainties may affect the yield of signal and background contributions

as well as the shape of distributions. Signal and background rates are estimated using

cross sections of at least NLO accuracy, which have uncertainties arising primarily from

the PDFs and the choice of the factorization and renormalization scales. The cross section

uncertainties are each separated into their PDF and scale components and correlated,

where appropriate, between processes. For example, the PDF uncertainty for processes

originating primarily from gluon-gluon initial states, e.g., tt and ttH production, are treated

as completely correlated.

In addition to the rate uncertainties coming from the NLO or better cross section

calculations, the modeling of the tt+jets (including tt + bb and tt + cc), ttV, diboson+jets

and the W/Z+jets processes are subject to MC modeling uncertainties arising from the

extrapolation from the inclusive rates to exclusive rates for particular jet or tag categories

using the MadGraph tree-level matrix element generator matched to the pythia parton

shower MC program. Although MadGraph incorporates contributions from higher-order

diagrams, it does so only at tree-level, and is subject to fairly large uncertainties arising

from the choice of scales. These uncertainties are evaluated using samples for which the

factorization and renormalization scales have been varied up and down by a factor of

two. Scale variations are propagated to both the rate and (where significant) the final

discriminant shape. Scale variations are treated as uncorrelated for the tt+light flavor,

tt + bb, and tt + cc components. The scale variations for W+jets and Z+jets are treated

as correlated; all other scale variations are treated as uncorrelated.

A systematic uncertainty on the top quark pT reweighting for the tt+jets simula-

tion is assessed using the uncorrected MC shapes as a −1 standard deviation systematic

uncertainty, and overcorrected MC shapes as a +1 standard deviation uncertainty. The

overcorrected shapes are calculated by doubling the deviation of the top-quark pT scale fac-

tors from 1. The tt + bb and tt + cc processes represent an important source of irreducible

background for the H→ hadrons analysis. Neither control region studies nor higher-order

theoretical calculations [85] can currently constrain the normalization of these contribu-

tions to better than 50% accuracy. Therefore, an extra 50% uncorrelated rate uncertainty

is conservatively assigned to the tt + bb, tt + b and tt + cc processes.

In the H → photons analysis, to assess the contamination from Higgs boson produc-

tion from mechanisms other than ttH, it is necessary to extrapolate MC predictions to final

states with several jets beyond those included in the matrix elements used for the calcula-

tion. As these jets are modeled primarily with parton shower techniques, the uncertainty

in these predictions should be carefully assessed. As powheg is used to model gg→ H pro-

duction, the uncertainty on the rate of additional jets is estimated by taking the observed

difference between the powheg predictions and data in tt events which are dominated by

gluon fusion production, gg → tt [86]. This uncertainty amounts to at most 30%, which
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includes the uncertainty in the fraction of gg → H plus heavy-flavor jets. Furthermore, the

fraction of gg→ H plus heavy-flavor jets is scaled by the difference observed between data

and the powheg predictions [87] in ttbb and ttqq/gg. These large uncertainties apply to a

very small subset of the events falling into the signal region, thus resulting in a very small

uncertainty on the final sensitivity to the signal itself.

In the H → leptons analysis, the normalization uncertainty in the WZ (ZZ) process

comes from a variety of sources. Several uncertainties are related to the control region used

to estimate the normalization, as described in section 7.3. The statistical uncertainty in the

control region estimate results in 10% (12%) uncertainty in the normalization, while residual

backgrounds in the control region account for another 10% (4%). Uncertainties in the b-

tagging efficiencies result in a 15% (7.5%) normalization uncertainty. While uncertainties

in the PDFs [88, 89] and on the extrapolation from the control region to the signal region

cause normalization uncertainties of 4% (3%) and 5% (12%) respectively. Taken together,

the uncertainties described above result in an overall WZ (ZZ) normalization uncertainty

of 22% (19%).

9 Results

The statistical methodology employed for these results is identical to that used for other

CMS Higgs boson analyses. More details can be found in ref. [9]. In brief, a binned likeli-

hood spanning all analysis channels included in a given result is constructed. The amount of

signal is characterized by the signal strength parameter µ, which is the ratio of the observed

cross section for ttH production to the SM expectation. In extracting µ some assumption

must be made about the branching fractions of the Higgs boson. Unless stated otherwise,

µ is extracted assuming SM branching fractions. Under some circumstances the branching

fractions are parameterized in a more sophisticated fashion, for example allowing separate

scaling for the Higgs boson’s couplings to different particles in the SM. Uncertainties in

the signal and background predictions are incorporated by means of nuisance parameters.

Each distinct source of uncertainty is accounted with its own nuisance parameter, and in

the case where a given source of uncertainty impacts more than one analysis channel, a

single nuisance parameter is used to capture the correlation in this uncertainty between

channels. Nuisance parameters are profiled, allowing high-statistics but signal-poor regions

in the data to constrain certain key nuisance parameters.

To assess the consistency of the data with different hypotheses, a profile likelihood

ratio test statistic is used: q(µ) = −2 ln
[
L(µ, θ̂µ)/L(µ̂, θ̂)

]
, where θ represents the full suit

of nuisance parameters. The parameters µ̂ and θ̂ represent the values that maximize the

likelihood function globally, while the parameters θ̂µ are the nuisance parameter values

that maximize the likelihood function for a given µ. Results are reported both in terms

of the best-fit value for µ and its associated uncertainty and in terms of upper limits on

µ at 95% confidence level (CL). Limits are computed using the modified frequentist CLS

method [90, 91]. Results are obtained both independently for each of the distinct ttH

signatures (bb, τhτh, γγ, same-sign 2l, 3l, and 4l) as well as combined over all channels.

– 35 –

291



J
H
E
P
0
9
(
2
0
1
4
)
0
8
7

The best-fit signal strengths from the individual channels and from the combined fit are

given in table 8 and figure 13. The internal consistency of the six results with a common sig-

nal strength has been evaluated to be 29%, estimated from the asymptotic behavior of the

profile likelihood function [9]. Combining all channels, the best fit value of the common sig-

nal strength is µ = 2.8+1.0
−0.9 (68% CL). For this fit, the rates of Higgs boson production from

mechanisms other than ttH production are fixed to their SM expectations; however, allow-

ing all Higgs boson contributions to float with a common signal strength produces a negligi-

ble change in the fit result. Although the fit result shows an excess, within uncertainties, the

result is consistent with SM expectations. The p-value under the SM hypothesis (µ = 1) is

2.0%. The p-value for the background-only hypothesis (µ = 0) is 0.04%, corresponding to a

combined local significance of 3.4 standard deviations. Assuming SM Higgs boson produc-

tion with mH = 125.6 GeV [29], the expected local significance is 1.2 standard deviations.

Throughout this paper, whenever a specific choice for Higgs boson mass has been re-

quired, a mass of 125.6 GeV has been used, corresponding to the most precise Higgs boson

mass measurement by CMS at the time these results were obtained [29]. However, the re-

cent CMS measurement of inclusive Higgs boson production with the Higgs boson decaying

to a pair of photons [30], obtains a lower Higgs boson mass value. The combination of CMS

Higgs boson mass measurements is expected to be very close to 125 GeV. The combined

ttH measurement is not very sensitive to the Higgs boson mass value. The combined best-

fit signal strength obtained assuming a Higgs boson mass of 125 GeV is µ = 2.9+1.1
−0.9. This

result corresponds to a 3.5 standard deviation excess over the background-only (µ = 0) hy-

pothesis, and represents a 2.1 standard deviation upward fluctuation on the SM ttH (µ = 1)

expectation. These values are very close to the values quoted above for mH = 125.6 GeV.

Although the observed signal strength is consistent with SM expectations, it does

represent a roughly 2 standard deviation upward fluctuation. Therefore, it is interesting

to look more closely at how the different channels contribute to the observed excess. From

figure 13, it can be seen that the same-sign dilepton channel yields the largest signal

strength. Within that channel, the same-sign dimuon subsample has the largest signal

strength, with µ = 8.5+3.3
−2.7 compared with µ = 2.7+4.6

−4.1 for the same-sign dielectron channel

and µ = 1.8+2.5
−2.3 for the same-sign electron-muon channel. The internal consistency of these

three channels, along with the three and four lepton channels, is 16%. To characterize the

impact of the same-sign dimuon channel on the combined fit, the fit was repeated with that

channel omitted, resulting in a signal strength of µ = 1.9+1.0
−0.9. This fit result corresponds

to a p-value under the SM hypothesis (µ = 1) of 17%. The p-value under the background-

only hypothesis for this fit is 1.6% corresponding to a local significance of 2.2 standard

deviations. Although removing the same-sign dimuon channel does result in a lower fitted

signal strength, the overall conclusion is unchanged.

In the above, consistency with SM expectations is assessed by varying the ttH sig-

nal strength. An alternative approach would be to vary individual couplings between the

Higgs boson and other particles. The collected statistics are currently insufficient to allow

individual couplings to each SM particle to be probed. However, it is feasible to scale the

couplings to vector bosons and fermions separately. This is a useful approach for testing

whether the excess observed is consistent with expectations from SM ttH production. Fol-
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ttH channel Best-fit µ 95% CL upper limits on µ = σ/σSM (mH = 125.6 GeV)

Expected

Observed Observed
Median

Median 68% CL range 95% CL range
signal-injected

γγ +2.7+2.6
−1.8 7.4 5.7 4.7 [3.1, 7.6] [2.2, 11.7]

bb +0.7+1.9
−1.9 4.1 5.0 3.5 [2.5, 5.0] [1.9, 6.7]

τhτh −1.3+6.3
−5.5 13.0 16.2 14.2 [9.5, 21.7] [6.9, 32.5]

4l −4.7+5.0
−1.3 6.8 11.9 8.8 [5.7, 14.3] [4.0, 22.5]

3l +3.1+2.4
−2.0 7.5 5.0 4.1 [2.8, 6.3] [2.0, 9.5]

Same-sign 2l +5.3+2.1
−1.8 9.0 3.6 3.4 [2.3, 5.0] [1.7, 7.2]

Combined +2.8+1.0
−0.9 4.5 2.7 1.7 [1.2, 2.5] [0.9, 3.5]

Table 8. The best-fit values of the signal strength parameter µ = σ/σSM for each ttH channel at mH

= 125.6 GeV. The signal strength in the four-lepton final state is not allowed to be below approxi-

mately−6 by the requirement that the expected signal-plus-background event yield must not be neg-

ative in either of the two jet multiplicity bins. The observed and expected 95% CL upper limits on

the signal strength parameter µ = σ/σSM for each ttH channel at mH = 125.6 GeV are also shown.

lowing the methodology used to study the properties of the new boson in the global CMS

Higgs boson analysis [9], the scale factors κV and κf are introduced to modify the coupling

of the Higgs boson to vector bosons and fermions, respectively. Figure 14 shows the 2D

likelihood scan over the (κV,κf) phase space using only the ttH analysis channels. The

best-fit values of the coupling modifiers are at (κV,κf) = (2.2,1.5), which is compatible at

the 95% CL with the expectation from the SM Higgs boson (1,1).

As BSM physics can enhance the production rate for the ttH and ttH+X final states, it

is also useful to characterize the upper limit on ttH production. Furthermore, the expected

limit serves as a convenient gauge of the sensitivity of the analysis. The 95% CL expected

and observed upper limits on µ are shown in table 8 formH = 125.6 GeV and as a function of

mH in figure 15, when combining all channels. Both the expected limit in the background-

only hypothesis and the hypothesis including the SM Higgs boson signal, assuming the SM

cross section, are quoted. In addition to the median expected limit under the background-

only hypothesis, the bands that contain the one and two standard deviation ranges around

the median are also quoted. In the absence of a ttH signal, the median expected upper limit

on µ from the combination of all channels is 1.7; the corresponding median expectation

under the hypothesis of SM ttH production with mH = 125.6 GeV is 2.7. The observed

upper limit on µ is 4.5, larger than both expectations, compatible with the observation

that the best fit value of the signal strength modifier µ is greater than one. The limits for

the individual channels at mH = 125.6 GeV are given in the right panel of figure 15.
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Figure 13. Left: the best-fit values of the signal strength parameter µ = σ/σSM for each ttH

channel at mH = 125.6 GeV. The signal strength in the four-lepton final state is not allowed to

be below approximately −6 by the requirement that the expected signal-plus-background event

yield must not be negative in either of the two jet multiplicity bins. Right: the 1D test statistic

q(µttH) scan vs. the signal strength parameter for ttH processes µttH, profiling all other nuisance

parameters. The lower and upper horizontal lines correspond to the 68% and 95% CL, respectively.

The µttH values where these lines intersect with the q(µttH) curve are shown by the vertical lines.
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Figure 14. The 2D test statistic q(κV, κf) scan vs. the modifiers to the coupling of the Higgs

boson to vector bosons (κV) and fermions (κf), profiling all other nuisances, extracted using only

the ttH analysis channels. The contour lines at 68% CL (solid line) and 95% CL (dashed line) are

shown. The best-fit and SM predicted values of the coupling modifiers (κV, κf) are given by the

black cross and the open diamond, respectively.
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Figure 15. The 95% CL upper limits on the signal strength parameter µ = σ/σSM. The black

solid and dotted lines show the observed and background-only expected limits, respectively. The

red dotted line shows the median expected limit for the SM Higgs boson with mH = 125.6 GeV.

The green and yellow areas show the 1σ and 2σ bands, respectively. Left: limits as a function of

mH for all channels combined. Right: limits for each channel at mH = 125.6 GeV.

10 Summary

The production of the standard model Higgs boson in association with a top-quark pair

has been investigated using data recorded by the CMS experiment in 2011 and 2012,

corresponding to integrated luminosities of up to 5.1 fb−1 and 19.7 fb−1 at
√
s = 7 TeV and

8 TeV respectively. Signatures resulting from different combinations of decay modes for

the top-quark pair and the Higgs boson have been analyzed. In particular, the searches

have been optimized for the H → bb, τhτh, γγ, WW, and ZZ decay modes. The best-fit

value for the signal strength µ is 2.8± 1.0 at 68% confidence level. This result represents

an excess above the background-only expectation of 3.4 standard deviations. Compared to

the SM expectation including the contribution from ttH, the observed excess is equivalent

to a 2-standard-deviation upward fluctuation. These results are obtained assuming a Higgs

boson mass of 125.6 GeV but they do not vary significantly for other choices of the mass

in the vicinity of 125 GeV. These results are more consistent with the SM ttH expectation

than with the background-only hypothesis.
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1 Introduction

A precise measurement of the tt production cross section can be used to test the theory of

quantum chromodynamics (QCD) at next-to-next-to-leading-order (NNLO) level. It can

be also used in global fits of the parton distribution functions (PDF) at NNLO, and allows

an estimation of αs(MZ) as described in [1, 2]. Furthermore, top-quark production is an

important source of background in many searches for physics beyond the standard model

(SM). A large sample of top-quark events has been collected at the Large Hadron Collider

(LHC), and studies of top-quark production have been conducted in various decay channels

as well as searches for deviations from the SM predictions [3–9].

This paper presents a measurement of the tt production cross section, σtt, based on the

dilepton channel (e+e−, µ+µ−, and e±µ∓) in a data sample of proton-proton collisions at√
s = 8 TeV corresponding to an integrated luminosity of 5.3 fb−1 recorded by the Compact

Muon Solenoid (CMS) experiment. In the SM, top quarks are predominantly produced in

tt pairs via the strong interaction and decay almost exclusively to a W boson and a bottom

quark. We measure the tt production cross section selecting final states that contain two

leptons of opposite electric charge, momentum imbalance associated to the neutrinos from

the W boson decays, and two jets of particles resulting from the hadronisation of two

b quarks.

2 The CMS detector and simulation

The CMS detector [10] has a superconducting solenoid occupying the central region that

provides an axial magnetic field of 3.8 T. The silicon pixel and the strip tracker cover 0 <
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φ < 2π in azimuth and |η| < 2.5 in pseudorapidity, where η is defined as η = − ln[tan(θ/2)],

with θ being the polar angle measured with respect to the anticlockwise-beam direction.

The lead-tungstate crystal electromagnetic calorimeter and the brass/scintillator hadron

calorimeter are located inside the solenoid. Muons are measured in gas-ionisation detectors

embedded in the steel flux return yoke outside the solenoid. The detector is nearly hermetic,

thereby providing reliable measurement of momentum imbalance in the plane transverse

to the beams. A two-tier trigger system selects the most interesting pp collisions for

offline analysis.

Several MC event generators are used to simulate signal and background events: Mad-

Graph (v. 5.1.4.8) [11], powheg (r1380) [12] and pythia (v. 6.424) [13], depending on

the process considered. The MadGraph generator with spin correlations is used to model

tt events with a top-quark mass of 172.5 GeV and combined with pythia to simulate par-

ton showering, hadronisation, and the underlying event. The MadGraph generator is also

used to simulate the W+jets and Drell-Yan (DY) processes. Single-top-quark events are

simulated using powheg. Inclusive production of the WZ and ZZ diboson final states is

simulated with pythia. Production of WW fully leptonic final states is simulated with

MadGraph. Decays of τ leptons are handled with tauola (v. 2.75) [14]. The contribu-

tions from WW, WZ and ZZ (referred to as “VV”) and single-top-quark production are

taken from MC simulations with appropriate next-to-leading order (NLO) cross sections.

All other backgrounds are estimated from control samples extracted from collision data.

The tt production cross section amounts to σtt = 252.9+6.4
−8.6 (scale)±11.7 (PDF+αs) pb

as calculated with the Top++ program [15] at NNLO in perturbative QCD, including soft-

gluon resummation at next-to-next-to-leading-log order [16], and assuming a top-quark

mass mt = 172.5 GeV. The first uncertainty comes from the independent variation of the

factorisation and renormalisation scales, µF and µR, while the second one is associated to

variations in the PDF and αs following the PDF4LHC prescriptions [17]. Expected signal

yields in figures and tables are normalised to that value unless otherwise stated.

The simulated samples include additional interactions per bunch crossing (pileup),

with the distribution matching that observed in data.

3 Event selection

Event selection is similar to that used for the measurement of the tt dilepton cross section

at
√
s = 7 TeV [4]. At trigger level, events are required to have two electrons, two muons,

or one electron and one muon, where one of these leptons has transverse momentum pT >

17 GeV and the other has pT > 8 GeV. Events are then selected with two oppositely

charged leptons reconstructed with the CMS particle-flow (PF) algorithm [18], both with

pT > 20 GeV and |η| < 2.5 for electrons and |η| < 2.1 for muons. In events with more

than one pair of leptons passing these selections, the pair of opposite-sign leptons with the

largest value of total transverse momentum is selected. Events with τ leptons contribute

to the measurement only if they decay to electrons or muons that satisfy the selection

requirements. The efficiency for dilepton triggers is measured in data through triggers

based on transverse momentum imbalance. The trigger efficiency is approximately 90% to
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93% for the three final states. Using the measured dilepton trigger efficiency in data, the

corresponding efficiencies in the simulation are corrected by pT and η multiplicative data-

to-simulation scale factors (SFs), which have an average value of 0.96 and uncertainties in

the range 1 to 2%.

Charged-lepton candidates from W-boson decays are usually isolated from other par-

ticles in the event. For each electron or muon candidate, a cone of ∆R < 0.3 is con-

structed around the track direction at the event vertex, where ∆R is defined as ∆R =√
(∆η)2 + (∆φ)2, and ∆η and ∆φ are the differences in pseudorapidity and azimuthal an-

gle between any energy deposit and the axis of the lepton track. The scalar sum of the pT
of all particles reconstructed with the PF algorithm, consistent with the chosen primary

vertex and contained within the cone, is calculated, excluding the contribution from the

lepton candidate itself. The relative isolation discriminant, Irel, is defined as the ratio of

this sum to the pT of the lepton candidate. The neutral component is corrected for pileup

based on the average energy density deposited by neutral particles in the event: an average

transverse energy due to pileup is determined event by event and is subtracted from the

transverse energy in the isolation cone. A lepton candidate is rejected if Irel > 0.15. The

efficiency of the lepton selection is measured using a “tag-and-probe” method in dilepton

events enriched in Z-boson candidates, as described in [4, 19]. The measured values for the

combined identification and isolation efficiencies are typically of 96% for muons and 90%

for electrons. Based on a comparison of lepton selection efficiencies in data and simulation,

the event yield in simulation is corrected by pT-and η-dependent SFs, which have an aver-

age value of 0.99 and uncertainties in the range 1 to 2% to provide consistency with data.

Considering also the dilepton trigger, the combined factors have an average value of 0.96

and uncertainties around 2% for the three tt final states.

Dilepton candidate events with an invariant mass M`` < 20 GeV (` = e or µ) are

removed to suppress backgrounds from heavy-flavour resonances, as well as contributions

from low-mass DY processes. Events with dilepton invariant masses within ±15 GeV of the

Z mass are also rejected in the same-flavour channels.

Jets are reconstructed from the PF particle candidates using the anti-kT clustering

algorithm [20] with a distance parameter of 0.5. The jet energy is corrected for pileup in a

manner similar to the correction of the energy inside the lepton isolation cone. Jet energy

corrections are also applied as a function of the jet pT and η [21]. Events are required to

have at least two reconstructed jets with pT > 30 GeV and |η| < 2.5.

The missing transverse energy, ET/ , is defined as the magnitude of the momentum

imbalance, which is the negative sum of the momenta of all reconstructed particles in the

plane transverse to the beams. A value of ET/ > 40 GeV is required in the e+e− and µ+µ−

channels while no ET/ requirement is imposed for the e±µ∓ mode, as there is very little

contamination from DY events in this channel.

Since tt events contain jets from hadronisation of b quarks, requiring their presence

can reduce background from events without b quarks. Jets are identified as b jets using

the combined secondary vertex algorithm (CSV) [22]. The operating point chosen for CSV

corresponds to an identification efficiency of about 85% and a misidentification (mistag)

probability of about 10% [23] for light-flavour jets (u, d, s and gluons). The selection

requires the presence of at least one b jet in the event.
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Figure 1. The pT distributions of the highest-pT lepton (left) and jet (right) after the jet multi-

plicity selection, for all three final states. The expected distributions for tt signal and individual

backgrounds are shown after data-based corrections are applied; the last bin contains the overflow

events. The hatched bands correspond to the total statistical uncertainty in the event yields for

the sum of the tt and background predictions. The ratios of data to the sum of the expected yields

are given at the bottom.

Figure 1 shows the pT distributions of the highest-pT lepton and jet after jet multiplicity

selection, for all three final states combined. In this and the following figures the signal

yields refer to an assumed top-quark mass of 172.5 GeV. The hatched regions correspond

to the total statistical uncertainties in the predicted event yields. The ratio of the data to

the sum of simulations and data-based predictions for the signal and backgrounds is shown

in the bottom panels. A detailed description of the different background estimates is given

in section 4. The multiplicities of selected jets and b jets are shown in figure 2 for the

e±µ∓ channel, which is expected to have less background contamination. A similar level

of agreement is obtained with the e+e− and µ+µ− channels.

4 Background determination

Backgrounds in this analysis arise from single-top-quark, DY and VV events, in which at

least two prompt leptons are produced from Z or W decays. Other background sources,

such as tt or W+jets events with decays into lepton+jets and where at least one jet is

incorrectly reconstructed as a lepton (which mainly happens for electrons) or a lepton from

the decay of bottom or charm hadrons (which mainly happens for muons), are grouped into

the non-W/Z lepton category. Background yields from single-top-quark and VV events are

estimated from simulation, while all other backgrounds are estimated from data.

The DY background is estimated using the “Rout/in” method [3, 4, 24] in which the

events outside of the Z mass window are obtained by normalising the event yield from

simulation to the observed number of events inside the Z mass window. The data-to-

simulation scale factor is found to be 1.3±0.4 for the e±µ∓ channel. This value is compatible
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Figure 2. Jet multiplicity (left) in events passing the dilepton criteria, and (right) b-jet multiplicity

in events passing the full event selections but before the b-jet requirement, for the e±µ∓ channel.

In the right figure, the hatched bands show the total statistical and b-jet systematic uncertainties

in the event yields for the sum of the tt and background predictions. The hatched bands in the left

figure show only the total statistical uncertainty on the predicted event yields. The ratios of data

to the sum of the expected yields are given at the bottom.

with 1.5 ± 0.5, which is estimated using a template fit as described in [4]. For the e+e−

and µ+µ− channels the factors are found to be 1.7± 0.5 and 1.6± 0.5, respectively.

Non-prompt leptons can arise from decays of mesons or heavy-flavour quarks, jet

misidentification, photon conversions, or finite resolution detector effects whereas prompt

leptons usually originate from decays of W or Z bosons and are isolated and well identi-

fied. Backgrounds with non-prompt leptons are estimated [25] from a control sample of

collision data in which leptons are selected with relaxed identification and isolation require-

ments defining the loose lepton candidate, while the set of signal selection cuts described

in section 3 defines the tight lepton candidate. The prompt and non-prompt lepton ratios

are defined as the ratio of the number of tight candidates to the number of loose ones as

measured from samples enriched in leptonic decays of Z bosons or in QCD dijet events,

respectively. These ratios, parametrized as a function of pT and η of the lepton, are then

used to weight the events in the loose-loose dilepton sample, to obtain the estimated con-

tribution from the non-prompt lepton background in the signal region. The systematic

uncertainty comes from the jet pT spectrum in dijet events and amounts, together with

the statistical one, to 40% of the estimated yield.

5 Sources of systematic uncertainty

Simulated events are scaled according to the lepton efficiency correction factors, which

are typically close to one, measured using control samples in data, leading to a 1 to 2%

uncertainty in the tt selection efficiency.

The impact of uncertainty in the jet energy scale (JES) and jet energy resolution

(JER) are estimated from the change observed in the number of selected MC tt events
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after varying the jet momenta within the JES uncertainties [21], and in the case of JER

by an η-dependent correction with an average of ±10%. For the e+e− and µ+µ− channels

these uncertainties are also propagated to ET/ resulting in a larger uncertainty than for the

e±µ∓ channel.

The uncertainties on the b jet scale factors in tt signal events are approximately 2%

for b jets and 10% for mistagged jets [22, 23], depending on the pT of the jets. They are

propagated to the tt selection efficiency in simulated events.

The uncertainty assigned to the pileup simulation amounts to 0.8%, as obtained by

varying the inelastic cross section by 5%. The uncertainty in the integrated luminosity is

2.6% [26].

The systematic effects related to the missing higher-order diagrams in MadGraph

are estimated with two different methods. The uncertainty in the signal acceptance is

determined by varying the renormalisation and factorisation scales simultaneously up and

down by a factor of two using MadGraph, and the uncertainty is taken as the maximum

difference after the final event selection. The effect on the calculated tt production cross

section is 2.3%, which is the value used in the analysis for this uncertainty. This estimate

is cross-checked by comparing the predictions of the leading-order and NLO generators

MadGraph and powheg, where both use pythia for hadronisation and extra radiation.

The systematic uncertainty is found to be 2.2%, comparable with the above estimate.

The matching between the matrix elements (ME) and the parton shower (PS) evolution

is done by applying the MLM prescription [27]. Changing the thresholds that control the

matching of partons from the matrix element with those from PS by factors of 0.5 and

2.0 for one of the parameters (minimum kT measure between partons) and 0.75 and 1.5

for the other (jet matching threshold for the kT-MLM scheme) compared to the default

thresholds, produces a 1.6% variation in the tt event selection efficiency.

The uncertainty arising from the hadronisation model affects mainly the JES and the

fragmentation of b jets. As the b-jet efficiencies and mistagging rates are taken from data,

no additional uncertainty is expected from this source. The uncertainty in the JES already

contains a contribution from the uncertainty in the hadronisation. The hadronisation un-

certainty is also determined by comparing samples of events generated with powheg where

the hadronisation is modelled with pythia or herwig, and the effect on the calculated tt

cross section is 1.4%, which is well within the JES uncertainty.

Uncertainties in the selected number of single-top-quark and VV events are calculated

following the same prescription as for the signal yield. In addition, an uncertainty in the

cross sections for single-top-quark and VV backgrounds, taken from measurements and

estimated to be approximately 20% [28–36], is added in quadrature.

Table 1 summarizes the magnitude of the systematic uncertainties on the tt production

cross section from the different sources.

6 Results

The tt production cross section is measured by counting events after applying the selection

criteria described in section 3. Table 2 shows the total number of events observed in data
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Source e+e− µ+µ− e±µ∓

Trigger efficiencies 4.1 3.0 3.6

Lepton efficiencies 5.8 5.6 4.0

Lepton energy scale 0.6 0.3 0.2

Jet energy scale 10.3 10.8 5.2

Jet energy resolution 3.2 4.0 3.0

b-jet tagging 1.9 1.9 1.7

Pileup 1.7 1.5 2.0

Scale (µF and µR) 5.7 5.5 5.6

Matching partons to showers 3.9 3.8 3.8

Single top quark 2.6 2.4 2.3

VV 0.7 0.7 0.5

Drell-Yan 10.8 10.3 1.5

Non-W/Z leptons 0.9 3.2 1.9

Total systematic 18.6 18.6 11.4

Integrated luminosity 6.4 6.1 6.2

Statistical 5.2 4.5 2.6

Table 1. Summary of the individual contributions to the systematic uncertainty on the σtt mea-

surement. The uncertainties are given in pb. The statistical uncertainty on the result is given for

comparison.

and the number of signal and background events expected from simulation or estimates

from data. Table 3 lists the mean acceptance (which contains contributions from W → τντ ,

with leptonic τ decays) multiplied by the selection efficiency and the branching fraction in

the dilepton final state, and the measured cross section for each of the three final states,

e+e−, µ+µ−, and e±µ∓, which give compatible results. The e+e− and µ+µ− channels

have two additional sources of uncertainty, arising from the DY background estimation

and from the propagation of the JES to the ET/ estimation, which limit the precision of the

measurement of σtt in those final states.

A combination of the three final states using the BLUE method [37] yields a mea-

sured cross section of σtt = 239.0± 2.1 (stat.)± 11.3 (syst.)± 6.2 (lum.) pb for a top-quark

mass of 172.5 GeV. In the combination, the systematic uncertainties are 100% correlated

across channels, except those associated to the lepton efficiencies, which have a correlation

coefficient of 0.64 for e+e− with e±µ∓ and 0.55 for µ+µ− with e±µ∓. Finally, the uncer-

tainties associated with the data-based estimates and the statistical uncertainties are taken

as uncorrelated.

In this analysis the dependence of the acceptance on the top-quark mass is found to

be quadratic within the present uncertainty of the top-quark mass [38]. The cross-section
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Figure 3. Distributions of (upper left) the dilepton invariant-mass, (upper right) the ET/ , and

(lower) the difference of the azimuthal angle between the two selected leptons, after the b-jet

multiplicity selection and for the e±µ∓ channel. For the first two plots the last bin contains the

overflow events. The expected distributions for tt signal, in this case, are normalised to the measured

tt cross section. The hatched bands correspond to the total uncertainty in the predicted event yields

for the sum of the tt and background predictions. The ratios of data to the sum of the expected

yields are given at the bottom.

dependence in the range 160–185 GeV can be parametrized as

σtt/σtt (mt = 172.5) = 1.00− 0.009× (mt − 172.5)− 0.000168× (mt − 172.5)2 (6.1)

where mt is given in GeV. Assuming a top-quark mass value of 173.2 GeV [38], a cross

section value σtt = 237.5± 13.1 pb is obtained.

Figure 3 shows the distributions of M``, ET/ and the difference of the azimuthal angle

between the two selected leptons (∆φ``) and their ratios to expectations for the e±µ∓

channel, which dominates the combination.
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Number of events

Source e+e− µ+µ− e±µ∓

Drell-Yan 386± 116 492± 148 194± 58

Non-W/Z leptons 25± 10 114± 46 185± 72

Single top quark 127± 28 157± 34 413± 88

VV 30± 8 39± 10 94± 21

Total background 569± 120 802± 159 886± 130

tt dilepton signal 2728± 182 3630± 250 9624± 504

Data 3204 4180 9982

Table 2. Number of dilepton events after applying the event selection and requiring at least one

b jet. The results are given for the individual sources of background, tt signal with a top-quark

mass of 172.5 GeV and σtt = 252.9 pb, and data. The uncertainties correspond to the statistical

and systematic components added in quadrature.

e+e− µ+µ− e±µ∓

εtotal (%) 0.203 ± 0.012 0.270 ± 0.017 0.717 ± 0.033

σtt (pb) 244.3 ± 5.2 ± 18.6 ± 6.4 235.3 ± 4.5 ± 18.6 ± 6.1 239.0 ± 2.6 ± 11.4 ± 6.2

Table 3. The total efficiencies εtotal, i.e. the products of event acceptance, selection efficiency and

branching fraction for the respective tt final states, as estimated from simulation for a top-quark

mass of 172.5 GeV, and the measured tt production cross sections, where the uncertainties are from

statistical, systematic and integrated luminosity components, respectively.

7 Summary

A measurement of the tt production cross section in proton-proton collisions at
√
s = 8 TeV

is presented for events containing a lepton pair (e+e−, µ+µ−, e±µ∓), at least two jets with

at least one tagged as b jet, and a large imbalance in transverse momentum in the final

state. The measurement is obtained through an event-counting analysis based on a data

sample corresponding to 5.3 fb−1. The result obtained by combining the three final states

is σtt = 239 ± 2 (stat.) ± 11 (syst.) ± 6 (lum.) pb, in agreement with the prediction of the

standard model for a top-quark mass of 172.5 GeV.
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Abstract

The results of the search for the associated production of a Higgs boson with a top
quark-antiquark pair (ttH) in proton-proton collisions at a center-of-mass energy of√
s = 13 TeV are presented. The data correspond to an integrated luminosity of up

to 12.9 fb−1 recorded with the CMS experiment in 2016. Candidate ttH events are se-
lected with criteria enhancing the lepton+jets or dilepton decay-channels of the tt sys-
tem and the decay of the Higgs boson into a bottom quark-antiquark pair (H → bb).
In order to increase the sensitivity of the search, selected events are split into sev-
eral categories with different expected signal and background rates. In each category
signal and background events are separated using a multivariate approach that com-
bines a matrix element method with boosted decision trees. The results are char-
acterized by an observed ttH signal strength relative to the standard model cross
section, µ = σ/σSM, under the assumption of mH = 125GeV. A combined fit of
multivariate discriminant distributions in all categories results in an observed (ex-
pected) upper limit of µ < 1.5 (1.7) at the 95% confidence level, and a best fit value of
µ = −0.19+0.45

−0.44(stat.)
+0.66
−0.68(syst.).
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1

1 Introduction
The observation of a Higgs boson with a mass of approximately 125GeV [1, 2] at the Large
Hadron Collider (LHC) marked the starting point of a broad experimental program to deter-
mine the properties of the newly discovered particle. To date, the results of all measurements
performed at the LHC are consistent with the expectations for a standard model (SM) Higgs
boson. Decays into γγ, ZZ and WW final states have been observed and there is evidence for
the direct decay of the particle to fermions from the ττ and bb decay channels [3, 4]. The mea-
sured rates of various production and decay channels agree with the SM expectations [5, 6] and
the hypothesis of a spin-0 particle is favored over other hypotheses [7, 8].

In the SM the coupling of the Higgs boson to fermions is of Yukawa type, with a coupling
strength proportional to the fermion mass. Probing the coupling of the Higgs boson to the
heaviest known fermion, the top quark, is hence very important for testing the SM and for
constraining models of physics beyond the SM (BSM). Indirect constraints on the top–Higgs
coupling are available from processes including top-quark loops, for example Higgs boson
production through gluon-gluon fusion [5, 6]. On the other hand, the associated production
of a Higgs boson and a top quark-antiquark pair (tt̄H production) is a direct probe of the top–
Higgs coupling, as illustrated by the Feynman diagrams in Fig. 1. If observed it would prove
the coupling of the Higgs boson to fermions with weak isospin +1/2 (“up-type”) in addition
to couplings to τ and b, which carry a weak isospin of −1/2 (“down-type”). The Higgs boson
decay into bottom quark-antiquark pairs (bb), also shown in Fig. 1, is attractive as a final state
because it features the largest branching fraction of 0.58± 0.02 for a 125 GeV Higgs boson [9].
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Figure 1: Exemplary leading-order Feynman diagrams for tt̄H production, including the subse-
quent decays of the top quark-antiquark pair in the lepton+jets channel (left) and the dilepton
channel (right) as well as the decay of the Higgs boson into a bottom quark-antiquark pair.

Several BSM physics models predict a significantly enhanced tt̄H production rate while not
modifying the branching fractions of Higgs boson decays by a measurable amount. For ex-
ample, a number of BSM physics models predict vector-like partners of the top-quark (T) that
decay into tH, bW and tZ final states [10–19]. The production and decay of TT̄ pairs would lead
to final states indistinguishable from those of tt̄H production. In this context, a measurement
of the tt̄H production cross section has the potential to distinguish the SM Higgs mechanism
from alternative mechanisms to generate fermion mass.

Various dedicated searches for tt̄H production have been conducted during Run I of the LHC.
The CMS searches employ pp collision data corresponding to an integrated luminosity of 5 fb−1

at a center-of-mass energy of
√
s = 7 TeV and 19.5 fb−1 at

√
s = 8 TeV. These searches have been
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2 1 Introduction

performed studying Higgs boson decays to hadrons, photons, and leptons using multivariate
analysis (MVA) techniques, showing a mild excess of the observed tt̄H cross section relative to
the SM expectation of µ = σ/σSM = 2.8± 1.0 [20]. A similar excess of µ = 2.1+1.4

−1.2 is observed
in a search for tt̄H production in multilepton final states with 20.3 fb−1 of ATLAS data at

√
s =

8 TeV [21].

The CMS search results have also entered a comprehensive test of the compatibility of theHiggs
boson couplings with SM predictions [6]. The sensitivity for the tt̄H process in the H → bb
decay channel was further increased by employing the matrix element method (MEM) [22],
resulting in an observed (expected) upper limit of µ < 4.2 (3.3) at 95% confidence level [23].
ATLAS obtained an observed (expected) upper limit on tt̄H production in the H → bb decay
channel of µ < 3.4 (2.2) using 20.3 fb−1 of pp collision data at

√
s = 8 TeV [24].

Observation of tt̄H production is one of the major goals in Higgs boson physics for the LHC
Run II. The increased center-of-mass energy of

√
s = 13 TeV results in a tt̄H production cross

section 3.9 times larger than at
√
s = 8 TeV based on next-to-leading (NLO) calculations, while

the cross section for the most important background, tt production, is only increased by a factor
of 3.3 [25], resulting in a more favorable signal-to-background ratio. Latest CMS searches for
tt̄H productionwith Run-II data in the diphoton andmultilepton final-states of theHiggs boson
observe signal strengths of µ = 1.9+1.5

−1.2 [26] and µ = 2.0+0.8
−0.7 [27], respectively. ATLAS finds

µ = −0.3+1.3
−1.0 [28] and µ = 2.5+1.3

−1.1 [29], respectively.

In the H → bb final state, CMS has performed a search for tt̄H production using 2.7 fb−1 of
data recorded in 2015 [30]. Analysis methods established in Run I have been significantly im-
proved, and novel methods have been added. In particular, the two multivariate techniques –
namely MEM and boosted decision trees (BDT) [31–35] – using different information from each
event and aiming at separating different background components, have both been employed
to obtain a better performance than using one technique alone. The analysis obtains a value
of µ = −2.0+1.8

−1.8. A new result by ATLAS in H → bb channel, based on 13.2 fb−1, measures
µ = 2.1+1.0

−0.9 [29].

This document summarizes a search for the tt̄H production in the H → bb final state performed
with up to 12.9 fb−1 of data recorded with the CMS detector in 2016. It is an update of the above
mentioned search [30]. One improvement is due to a refined Monte Carlo (MC) modeling,
leading to a more accurate description of the data, in particular the jet-multiplicity spectrum.
The event selection is adapted to tt̄H events with the decay of the Higgs boson into a bb pair
and lepton+jets as well as dilepton decays of the tt pair, resulting in the final state ℓν qq′ bb
(ℓ+ν ℓ−ν bb) for lepton+jets (dilepton) tt decays, where ℓ = e, µ. Events are split into mutu-
ally exclusive categories according to the number of reconstructed jets and the number of jets
identified as coming from the hadronization of b quarks (b tagging). In each category, signal
and background processes are separated employing BDTs which use the kinematic properties
of jets and charged leptons, the b tagging probability, invariant masses and angular correla-
tions of combinations of jets and leptons, as well as observables characterizing the event shape
as inputs. Those categories with high number of jets or number of b-tagged jets are further
subdivided into two sub-categories depending on the BDT discriminant output, and in each
sub-category the MEM discriminant is used as final discriminant. From a combined profile-
likelihood fit of the final discriminant output distributions to data in all categories, a best-fit
value of the signal-strength modifier µ is obtained. In absence of a signal, an upper limit on µ
is set.

This document is structured as follows: in Section 3, the data samples and MC simulated sam-
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3

ples are described. The basic selection of analysis objects and events is discussed in Section 4.
The general analysis strategy and background estimation methods are introduced in Section 5.
The effect of systematic uncertainties is studied in Section 6. Results of the studies are presented
in Section 7, followed by conclusions in Section 8.

2 The CMS Detector
The central feature of the CMS apparatus is a superconducting solenoid of 6m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
sections. Forward calorimeters extend the pseudorapidity coverage provided by the barrel and
endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-
return yoke outside the solenoid. A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the relevant kinematic variables, can be
found in Ref. [36].

3 Data and Simulation Samples
This analysis is performed using proton-proton (pp) collision data at a center-of-mass energy
of

√
s = 13 TeV, which were collected with the CMS detector in 2016 and correspond to a

total integrated luminosity of 12.9 fb−1 and 11.4 − 12.9 fb−1 for the lepton+jets and dilepton
channels, respectively. The different (lower) luminosity in the dilepton channel only affects the
e+e− channel and is due to disabled trigger paths during parts of the data taking.

MC event generators, interfaced with a detailed detector simulation, are used to model experi-
mental effects, such as reconstruction and selection efficiencies, as well as detector resolutions.
The CMS detector response is simulated using GEANT4 (v. 9.4) [37].

For the simulation of the reference tt̄H signal sample, the next-to-leading-order (NLO) event
generator POWHEG (v. 2) [38, 39] is used. The value of the Higgs boson mass is assumed to
be 125GeV, while the top quark mass value is set to 172.5GeV. The proton structure is de-
scribed by the parton distribution functions (PDF) NNPDF3.0 [40]. The generated events are
subsequently processed with PYTHIA (v. 8.2) [41] for parton showering and hadronization.

Standard model backgrounds are simulated using POWHEG, MG5 aMC@NLO (v. 2.2.2) [42],
or PYTHIA, depending on the process. The main background contribution originates from tt
production, the production of W and Z/γ∗ bosons with additional jets (referred to as W+jets
and Z+jets or commonly as V+jets in the following), single top quark production (tW channel),
and diboson (WW, WZ, and ZZ) processes, and tt production in association with a W or Z bo-
son (referred to as tt̄+W and tt̄+Z or commonly as tt̄+V in the following). Both the tt and the
single top quark samples are simulated with POWHEG. The V+jets and tt̄+V samples are simu-
lated with the NLO generator MG5 aMC@NLO, where for the V+jets samples the matching of
matrix-element jets to parton showers is performed using the FXFX [43] prescription. PYTHIA is
used to simulate diboson events. Parton showering and hadronization are also simulated with
PYTHIA in all the background samples. The PYTHIA CUETP8M1 tune [44, 45] was used in the
past to characterize the underlying event in both the tt̄H signal and the background samples.
However, our tt̄H search based on the 2015 data has shown that this tune results in a much
harder jet-multiplicity spectrum in simulation with respect to data. Since tt̄H events typically
show a high jet multiplicity, this data-simulation discrepancy will have a big impact on our
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4 4 Object and Event Selection

search. In order to improve the modeling, a custom tune has been derived by CMS. For this
new tune, the (mostly uncorrelated) parameters αISRS and hdamp are optimized based on several
measurements at

√
s = 8 TeV. The latter is the parameter that controls the matrix element and

parton shower matching in POWHEG and effectively regulates the high-pT radiation. Valida-
tion studies show that this new tune significantly improves the jet-multiplicity modeling. For
this analysis, we used the tt̄H signal and tt background samples produced with this new tune.

For comparison with the measured distributions, the events in the simulated samples are nor-
malized to the same integrated luminosity of the data according to their predicted cross sec-
tions. These are taken from theoretical calculations at next-to-next-to-leading order (NNLO, for
V+jets production), approximate NNLO (single top quark tW channel [46]), and NLO (diboson
production [47] and tt̄+V production [48]). The tt̄H cross section [25, 49–52] and Higgs boson
branching fractions [53–56] used in the analysis also have NLO accuracy. The tt simulated sam-
ple is normalized to the full NNLO calculation with resummation to next-to-next-to-leading-
logarithmic (NNLL) accuracy [57–63], assuming a top quark mass value of 172.5GeV and using
the NNPDF3.0 PDF set. This sample is further separated into the following processes based on
the flavor of additional jets that do not originate from the top quark decays in the event: tt̄+bb̄,
defined at generator level as the events in which two additional b jets are generated within
the acceptance requirements (cf. Section 4) and originate from one or more B hadrons; tt̄+b, for
which only one additional b jet originates from a single B hadron; tt̄+2b, which corresponds to
events with two additional B hadrons that are close enough in direction to produce a single b
jet; tt̄+cc̄, for which events have at least one c jet within acceptance and no additional b jets;
tt + light flavor (tt̄+LF), which correspond to events that do not belong to any of the above
processes. The separation is motivated by the fact that different sub-samples originate from
different physics processes and have different systematic uncertainties. A similar separation
strategy has been followed by the ATLAS collaboration [24].

Effects from additional pp interactions in the same bunch crossing (pileup) are modeled by
adding simulated minimum-bias events (generated with PYTHIA) to all simulated processes.
The pileup multiplicity distribution in simulation is reweighted to reflect the luminosity pro-
file of the observed pp collisions. Correction factors described in Section 4 are applied where
necessary to improve the description of the data by the simulation.

4 Object and Event Selection
The event selection aims at selecting events from the production of a Higgs boson in association
with a top quark-antiquark pair, where only the case in which the Higgs boson decays into a
bottom quark-antiquark pair is considered. In the SM, the top quark is expected to decay
into a W boson and a b quark nearly 100% of the time. Hence different tt decay modes can
be identified according to the subsequent decays of the W bosons. Two tt decay modes are
considered: the lepton+jets mode (tt → ℓν qq′ bb), where one W boson decays into a charged
lepton and a neutrino, and the dilepton mode (tt → ℓ+ν ℓ−ν bb), where both W bosons decay
into a charged lepton and a neutrino. These signatures imply the presence of isolated leptons
(ℓ = e, µ), missing transverse momentum owing to the neutrinos from W boson decays, and
highly energetic jets originating from the final-state quarks. The heavy-quark content of the
jets is identified through b tagging techniques.

At trigger level, events in the lepton+jets channel are required to contain an electron (muon)
with transverse momentum (pT) threshold of pT > 27GeV (pT > 22GeV). For electrons a
pseudorapidity range of |η| < 2.1 is required. Events in the dilepton channel are required to
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contain two leptons fulfilling the requirement of pT thresholds between 8GeV and 23GeV and
isolation criteria.

Events are reconstructed using a particle-flow (PF) technique [64, 65], which combines signals
from all sub-detectors to enhance the reconstruction performance by identifying individual
particle candidates in pp collisions. Charged hadrons from pileup events are omitted in the
subsequent event reconstruction.

The electron and muon candidates are required to be sufficiently isolated from nearby jet activ-
ity as follows. For each electron (muon) candidate, a cone of ∆R = 0.3 (∆R = 0.4) is constructed
around the direction of the track at the event vertex, where ∆R is defined as

√
(∆η)2 + (∆φ)2,

and ∆η and ∆φ are the distances in pseudorapidity and azimuthal angle. Excluding the contri-
bution from the lepton candidate, the scalar sum of the pT of all particle candidates inside the
cone consistent with arising from the chosen primary event vertex is calculated. The neutral
component from pileup events is subtracted event-by-event based on the average transverse
energy deposited by neutral particles in the event, which is removed from the transverse en-
ergy in the isolation cone. A relative isolation discriminant, Irel, is defined as the ratio of this
sum to the pT of the lepton candidate. Electron candidates are selected if they have values of
Irel < 0.15, while muons are selected if they fulfill the requirement of Irel < 0.15 in the lep-
ton+jets channel and Irel < 0.25 in the dilepton channel. In addition, electrons from identified
photon conversions are rejected. To further increase the purity of muons originating from the
primary interaction and to suppress misidentified muons or muons from decay-in-flight pro-
cesses, additional quality criteria, such as a minimal number of hits associated with the muon
track, are required in both the silicon tracker and the muon system.

For the lepton+jets channel, events are selected containing exactly one energetic, isolated lepton
(e or µ), which is required to have pT > 25GeV or pT > 30GeV in the case of the µ or e, respec-
tively, and |η| < 2.1 (but excluding electrons within a small region of |η| between the barrel
and endcap sections of the ECAL). For the dilepton channel, events are required to have a pair
of oppositely charged energetic leptons (e+e−, µ+µ−, µ±e∓). The leading lepton is required to
have pT > 25GeV and the subleading lepton pT > 15GeV, and both leptons are required to
fulfill the requirement of |η| < 2.4. The invariant mass of the selected lepton pair is required
to be larger than 20 GeV to suppress events from heavy-flavor resonance decays and low-mass
Drell-Yan processes. In the same-flavor channels, events are rejected if the dilepton invariant
mass is within the region 76GeV < mℓℓ < 106GeV, thereby suppressing further contribution
from Z+jets processes.

Jets are reconstructed from the PF particle candidates using the anti-kT clustering algorithm [66]
implemented in FASTJET [67] with a distance parameter of 0.4. The jet energy is corrected for
the remaining neutral-hadron pileup component in a manner similar to that used to find the
energywithin the lepton isolation cone [68]. Jet energy corrections are also applied as a function
of jet pT and η [69] to data and simulation. Events in the lepton+jets channel are required to
have at least four reconstructed jets with pT > 30GeV and |η| < 2.4. In the dilepton channels,
at least three jets with pT > 20GeV and |η| < 2.4 are required, from which the two leading jets
must satisfy pT > 30GeV.

Jets originating from the hadronization of b quarks are identified using a combined secondary
vertex algorithm (CSVv2) [70], which provides a b tagging discriminant by combining identi-
fied secondary vertices and track-based lifetime information. A discriminant value is chosen
such that the probability of tagging jets originating from light-flavor quarks (u, d, or s) or glu-
ons is around 1%, and the corresponding efficiency for tagging jets from b (c) quarks is ≈70%
(20%). The shape of the CSVv2 discriminant distribution in simulation is corrected by scale fac-
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tors to better describe the jet CSVv2 shape observed in the data [71]. This correction is derived
separately for light-flavor and b jets from a “tag-and-probe” approach using control samples
enriched in events with a Z boson and exactly two jets, and tt events with no additional jets.

The missing transverse momentum vector ~pmiss
T is defined as the projection of the negative

vector sum of themomenta of all reconstructed particles in an event on the plane perpendicular
to the beams. Its magnitude is referred to as Emiss

T . In the dilepton same-flavor channels, events
are required to fulfill the requirement of Emiss

T > 40GeV.

Events from tt̄H are generally characterized by having more jets and more b-tags than the
background processes. Events are divided into categories based on the number of jets and the
number of b-tagged jets. For the lepton+jets channel, events are separated into the following
four categories: ≥ 6 jets, 3 b-tags; 4 jets, 4 b-tags; 5 jets,≥ 4 b-tags and ≥ 6 jets,≥ 4 b-tags. For
the dilepton channel, events are divided into three categories: 3 jets, 3 b-tags; ≥ 4 jets, 3 b-tags
and ≥ 4 jets,≥ 4 b-tags.

Tables 1 and 2 show the predicted and observed event yields after the event selection in the
lepton+jets and dilepton channels, respectively. The tables are sub-divided into the different jet
and b-tag categories used in each channel. The expected and observed yields agree well in all
final states across the different categories of jets and b-tags.

Table 1: tt̄H and background event yields for lepton+jets categories. The processes and the
separation of the tt +jets sample are described in Section 3. The uncertainties in the expected
yields include the statistical as well as all the systematic contributions. Cases where no events
pass the event selection are marked as “—”.

Process ≥ 6 jets, 3 b-tags 4 jets, 4 b-tags 5 jets,≥ 4 b-tags ≥ 6 jets,≥ 4 b-tags
tt̄+LF 2710.6 ± 1027.1 91.4 ± 69.9 96.9 ± 75.8 86.2 ± 71.9
tt̄+cc̄ 1771.9 ± 1099.0 59.3 ± 47.0 112.5 ± 88.9 175.8 ± 141.6
tt̄+b 717.6 ± 406.8 37.6 ± 23.1 69.6 ± 42.4 86.3 ± 57.0
tt̄+2b 401.4 ± 237.1 16.0 ± 9.9 33.8 ± 20.6 54.9 ± 37.3
tt̄+bb̄ 777.0 ± 468.4 42.2 ± 23.8 126.5 ± 71.6 306.3 ± 183.2
Single t 331.9 ± 77.2 19.2 ± 7.8 29.5 ± 11.4 30.0 ± 10.8
V+jets 79.5 ± 30.9 5.7 ± 6.8 7.7 ± 5.1 7.2 ± 3.9
tt̄+V 81.4 ± 17.0 2.2 ± 0.6 6.3 ± 1.7 18.1 ± 5.2
Diboson 4.3 ± 2.3 0.5 ± 0.5 — —
Total bkg. 6875.6 ± 2776.8 274.1 ± 153.0 482.9 ± 239.7 764.8 ± 365.3
tt̄H 74.2 ± 9.7 4.0 ± 0.8 11.7 ± 2.2 26.9 ± 5.6
Data 6811 376 551 787

5 Analysis Strategy and Background Estimation
The BDT and MEM techniques are used to further improve the signal-to-background separa-
tion in both lepton+jets and dilepton channels of the analysis. The information of both tech-
niques are used to derive a single discriminant, this way exploiting the strength of both meth-
ods.

The BDTs utilize information related to object kinematics, event shape, and the jet CSVv2 b-
tag discriminant. A separate BDT is trained for each category, resulting in four BDTs in the
lepton+jets and three in the dilepton channel. The training is performed using simulated tt̄H
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Table 2: tt̄H and background event yields for dilepton categories. The processes and the sepa-
ration of the tt +jets sample are described in Section 3. The uncertainties in the expected yields
include the statistical as well as all the systematic contributions. Cases where no events pass
the event selection are marked as “—”.

Process 3 jets, 3 b-tags ≥ 4 jets, 3 b-tags ≥ 4 jets,≥ 4 b-tags
tt̄+LF 179.0± 68.7 390.1± 167.9 7.6± 3.6
tt̄+cc̄ 117.5± 73.8 382.6± 237.7 19.4± 15.5
tt̄+b 94.2± 51.9 228.0± 127.7 14.4± 9.2
tt̄+2b 31.7± 17.3 99.1± 54.3 6.2± 3.8
tt̄+bb̄ 17.1± 9.4 172.5± 92.9 57.9± 32.6
Single t 16.0± 4.6 38.4± 11.9 2.4± 1.2
V+jets 1.6± 2.2 1.6± 4.1 0.7± 0.5
tt̄+V 1.4± 0.5 16.6± 3.4 2.6± 0.8
Diboson — 0.4± 0.4 —
Total bkg. 458.3± 197.0 1329.3± 503.1 111.2± 49.8
tt̄H 1.8± 0.4 16.5± 3.4 4.4± 1.3
Data 498 1469 146

and tt̄+jets events as signal and background, respectively, which are weighted to achieve equal
yields of signal and background events in each category. In order to avoid a biased performance
estimate, the signal and background events are split in half: one half is used to perform the
training, and the other half is used in the final analysis to monitor the performance and derive
the final limits. The specific BDT boosting method used is the stochastic gradient boost [31,
72], available as part of the TMVA package [33] in ROOT. The choice of BDT input variables
as well as the tree architecture are optimized separately in each category with a procedure
based on the particle swarm algorithm [73]. A description of the input variables is provided in
Appendices A and B for each category of the lepton+jets and the dilepton channel, respectively.

Within the MEM, each event is assigned a probability density value computed from the four-
momenta of the reconstructed particles, which is based on the differential cross section of the
signal or background process. The MEM discriminant is constructed as ratio of the proba-
bility density values of the signal and background hypothesis. The deployed algorithm is
an improved version of the method described in [23]. The probability density functions are
constructed at LO, assuming gluon-gluon fusion production both for signal and background
processes. The tt̄ + bb̄ matrix elements have been found to provide comparable discrimina-
tion power against all background subprocesses and are solely used to model the background.
Hadronization and detector effects are taken into account via transfer functions derived from
simulation, which map the measured four-momenta to the final-state particles in the matrix
element. In each event, the four jets that most likely originate from b quarks are considered
explicitly as candidates for the b-quarks from the decay of the Higgs boson and the top quark,
whereas light jets, if present, are permuted over as the candidates for the light quarks from the
hadronic decay of the W-boson. All permutations are considered when associating the b-like
jets to top quark or Higgs boson decays in the matrix element, similarly we permute over up to
4 additional light jets for theW decay candidates. The four b-like jets are selected using the like-
lihood ratio between the hypotheses that four or two jets in the event arose from b quarks and
the rest from light quarks, based on the expected b tagging discriminant probability densities
from simulation.
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8 6 Systematic Uncertainties

The BDT and MEM discriminants perform differently in terms of signal and background sepa-
ration. While the BDT achieves a slightly better separation against the inclusive tt background,
the MEM is by construction especially powerful in separating against the challenging tt̄+ bb̄
background. The correlation between the BDT and MEM discriminants have been studied in
different control regions in data and found to be well-modeled by the simulation. In this anal-
ysis, the two discriminants are utilized with the scheme described below. This results in the
best sensitivity, and it is robust against effects due to the binning of the templates and overop-
timization of the multivariate discriminants.

In the dilepton 3 jets, 3 b-tags category, a BDT output distribution is used as final discrimi-
nant that enters the fit. This category contains a relatively large number of events, which is
a desirable situation for training the BDT. In the lepton+jets categories, as well as dilepton
≥ 4 jets, 3 b-tags and ≥ 4 jets,≥ 4 b-tags categories, events are further separated into two sub-
categories, onewith low (background-like) and onewith high (signal-like) BDT output, divided
by the median of the BDT output distribution for simulated signal events. In each sub-category,
the MEM is used as final discriminant. The high BDT output sub-category is expected to be en-
hanced with signal events, and the MEM discriminant achieves additional separation against
the residual tt̄+ bb̄ background contributions. The choice of the median contributes to a robust
result by ensuring a sufficient number of events in each sub-category. Including the low BDT
output sub-category constrains the background contributions and systematic uncertainties for
each of the different event topologies.

The final discriminant outputs provide better discrimination between signal and background
than any of the input variables individually. Utilizing both the BDT and MEM information
also leads to better signal and background separation than using BDT-only or MEM-only in-
formation. The output distributions of the background and signal processes are fit to the data
simultaneously in all channels and categories to set limits on the Higgs boson production cross
section, as described in Section 7.

6 Systematic Uncertainties
In Table 3, all sources of systematic uncertainties considered in the analysis are listed. They
affect either the yields of the signal or background processes, or the discriminant shape, or
both. In the last case, the yield and shape effects are treated as entirely correlated and are
varied simultaneously. The uncertainties are taken into account via nuisance parameters in the
final fit procedure described in Section 7.

The effect of the uncertainties is evaluated individually in each category of each analysis chan-
nel, where the effects from the same source are treated as fully correlated. The impact of the sys-
tematic variations differs among the categories. As an example, the change in background and
signal event yield due to the different uncertainties is listed in Table 4 for the ≥ 6 jets, 3 b-tags
category of the lepton+jets channel, which shows high sensitivity and at the same time contains
a relatively large number of events such that the variations are statistically significant.

The uncertainty in the luminosity estimate is 6.2% [74]. Electron and muon identification and
trigger efficiency uncertainties were estimated by comparing variations in measured efficiency
between data and MC simulation using a high-purity sample of Z-boson decays and are found
to be 2–4%. Effects of the uncertainty in the distribution of the number of pileup interactions are
evaluated by varying the cross section used to predict the number of pileup interactions in MC
by ±5% from its nominal value. The uncertainty of the jet energy scale [69] (resolution) is eval-
uated by varying the energy scale (resolution) correction of all jets in the signal and background
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Table 3: Systematic uncertainties considered in the analysis.

Source Type Remarks
Luminosity rate Signal and all backgrounds
Lepton ID/Iso shape Signal and all backgrounds
Trigger efficiency shape Signal and all backgrounds
Pileup shape Signal and all backgrounds
Jet energy scale shape Signal and all backgrounds
Jet energy resolution shape Signal and all backgrounds
b-tag HF fraction shape Signal and all backgrounds
b-tag HF stats (linear) shape Signal and all backgrounds
b-tag HF stats (quadratic) shape Signal and all backgrounds
b-tag LF fraction shape Signal and all backgrounds
b-tag LF stats (linear) shape Signal and all backgrounds
b-tag LF stats (quadratic) shape Signal and all backgrounds
b-tag charm (linear) shape Signal and all backgrounds
b-tag charm (quadratic) shape Signal and all backgrounds
QCD scale (tt̄H) rate Scale uncertainty of NLO tt̄H prediction
QCD scale (tt) rate Scale uncertainty of NLO tt prediction
QCD scale (tt̄+HF) rate Additional 50% rate uncertainty of tt̄+HF predictions
QCD scale (t) rate Scale uncertainty of NLO single t prediction
QCD scale (V) rate Scale uncertainty of NNLO W and Z prediction
QCD scale (VV) rate Scale uncertainty of NLO diboson prediction
pdf (gg) rate PDF uncertainty for gg initiated processes except tt̄H
pdf (gg tt̄H) rate PDF uncertainty for tt̄H
pdf (qq̄) rate PDF uncertainty of qq̄ initiated processes (tt W, W, Z)
pdf (qg) rate PDF uncertainty of qg initiated processes (single t)
Q2 scale (tt) shape Renormalization and factorization scale uncertainties of

the tt ME generator, independent for additional jet fla-
vors

PS Scale (tt) rate Renormalization and factorization scale uncertainties of
the parton shower (for tt events), independent for addi-
tional jet flavors

Bin-by-bin statistics shape statistical uncertainty of the signal and background pre-
diction due to the limited sample size
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10 6 Systematic Uncertainties

Table 4: Specific effect of systematic uncertainties that affect the discriminant shape on the
predicted background and signal yields for events in the ≥ 6 jets, 3 b-tags category of the lep-
ton+jets channel. Here, only the sum of the largest background processes, tt̄+LF, tt̄+b, tt̄+2b,
tt̄+bb̄, and tt̄+cc̄, are considered.

Process tt rate up/down [%] tt̄H rate up/down [%]
Jet energy scale +12.6/− 11.8 +8.4/− 8.0
Jet energy resolution +0.2/− 0.3 −0.0/− 0.1
Pile-up +0.1/− 0.1 −0.2/+ 0.1
Electron efficiency +0.5/− 0.5 +0.5/− 0.5
Muon efficiency +0.4/− 0.4 +0.4/− 0.4
Electron trigger efficiency +1.2/− 1.2 +1.3/− 1.3
Muon trigger efficiency +0.8/− 0.8 +0.9/− 0.9
b-Tag HF contamination −9.4/+ 9.8 −2.6/+ 2.8
b-Tag HF stats (linear) −3.1/+ 3.3 −2.5/+ 2.7
b-Tag HF stats (quadratic) +2.6/− 2.4 +2.4/− 2.2
b-Tag LF contamination +7.1/− 5.2 +5.8/− 4.5
b-Tag LF stats (linear) −2.0/+ 4.4 +0.5/+ 1.5
b-Tag LF stats (quadratic) +2.1/+ 0.2 +1.5/+ 0.5
b-Tag charm Uncertainty (linear) −11.1/+ 14.9 −3.1/+ 4.1
b-Tag charm Uncertainty (quadratic) +0.5/− 0.5 −0.0/+ 0.0
Q2 scale (tt̄+LF) −6.2/+ 7.5 −
Q2 scale (tt̄+b) −1.7/+ 2.0 −
Q2 scale (tt̄+2b) −1.1/+ 1.4 −
Q2 scale (tt̄+bb̄) −2.0/+ 2.5 −
Q2 scale (tt̄+cc̄) −4.3/+ 5.4 −
PS scale (tt̄+LF) +4.8/− 9.0 −
PS scale (tt̄+b) −0.9/+ 0.7 −
PS scale (tt̄+2b) −0.8/+ 0.9 −
PS scale (tt̄+bb̄) −1.5/+ 2.7 −
PS scale (tt̄+cc̄) −3.9/+ 3.0 −
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predictions by one standard deviation. The uncertainty of the CSVv2 b-tagging scale factors
is evaluated by applying alternative scale factors based on varying the following systematic
effects by one standard deviation, separately for the different jet flavors: the contamination
of background processes in the control samples, the jet energy scale uncertainty — which is
correlated with the overall jet energy scale uncertainty — and the statistical uncertainty in the
scale factor evaluation. The impact of the latter is parametrized as the sum of two orthogonal
contributions: a linear and a quadratic term, which allow an overall tilt and a shift of the center
of the b-tagging discriminant distribution, respectively. Both for the jet energy scale and for the
b-tagging scale factor uncertainties, the event categorization and successive evaluation of the
discriminant is re-evaluated after applying the systematic variations to account for migration
effects between categories.

Theoretical uncertainties of the cross sections used to predict the rates of various processes
are propagated to the yield estimates. All rates are estimated using cross sections of at least
NLO accuracy, which have uncertainties arising primarily from PDFs and the choice of factor-
ization and renormalization scales (both in the matrix element and the parton shower). The
cross section uncertainties are each separated into their PDF and scale components and corre-
lated where appropriate between processes. For example, the PDF uncertainty for processes
originating primarily from gluon-gluon initial states, such as tt and tt̄H production, are treated
as 100% correlated. The tt̄+bb̄ process, and to lesser extent the tt̄+2b, tt̄+b, and tt̄+cc̄ produc-
tion, represent important sources of irreducible background. Neither control region studies nor
higher-order theoretical calculations can currently constrain the normalization of these contri-
butions to better than 50% accuracy; therefore a conservative extra 50% rate uncertainty is
assigned to the tt +heavy-flavor processes. This rate uncertainty has the largest impact on the
median expected limit; omitting it in the computation improves the limit by approximately
10%. The effect of the scale uncertainties on the discriminant output shape is also taken into
account for the tt̄+jets production using event weights obtained directly from theMC generator
in case of the matrix element and dedicated samples generated with different scale choices in
case of the parton shower. The factorization and renormalization scales of the matrix element
generator and also the scales of the initial-state radiation and the final-state radiation of the
parton shower of the general-purpose MC event generator are varied simultaneously by a fac-
tor of 0.5 and 2. These scale variations are treated as uncorrelated between the matrix element
generator and the general-purpose MC event generator. Possible shape variations of the final
discriminant distributions due to the PDF uncertainty have been evaluated by comparing the
results to those obtained when using the PDF replicas provided with the NNPDF set. The repli-
cas parametrize the PDF uncertainties and are derived from re-sampling of the experimental
data that are used to fit the nominal PDF [40]. The impact on the discriminant distributions has
been found to be negligible, and therefore, is not propagated into the final analysis.

The impact of statistical fluctuations in the signal and background prediction due to the limited
number of simulated events is accounted for using the approach described in [75, 76].

7 Results
The signal strength modifier µ = σ/σSM of the tt̄H production cross section is determined in
a simultaneous binned maximum-likelihood fit to the data across all analysis categories, cf.
Section 5. The fit procedure takes into account systematic uncertainties that modify the shape
and normalization of the final discriminant distributions, as described in Section 6. The final
discriminants in all categories before and after the fit to data are displayed in Figs. 2 to 5 and
Figs. 6 to 9, respectively.
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Figure 2: Final discriminant (MEM) shapes in the lepton+jets channel before the fit to data, in
the analysis categories with 4 jets, 4 b-tags (top row) and 5 jets,≥ 4 b-tags (bottom row) with
low (left) and high (right) BDT output. The expected background contributions (filled his-
tograms) are stacked, and the expected signal distribution (line) for a Higgs-boson mass of
mH = 125GeV is superimposed. Each contribution is normalized to an integrated luminos-
ity of 12.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better
readability. The error bands include the total uncertainty of the fit model. The distributions
observed in data (markers) are also shown.
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Figure 3: Final discriminant (MEM) shapes in the lepton+jets channel before the fit to data, in
the analysis categories with ≥ 6 jets, 3 b-tags (top row) and ≥ 6 jets,≥ 4 b-tags (bottom row)
with low (left) and high (right) BDT output (continued from Fig. 2).
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Figure 4: Final discriminant shapes (BDT or MEM) in the dilepton channel before the fit to
data, in the analysis categories with 3 jets, 3 b-tags (top row) and ≥ 4 jets, 3 b-tags (bottom row)
with low (left) and high (right) BDT output. The expected background contributions (filled
histograms) are stacked, and the expected signal distribution (line) for a Higgs-boson mass of
mH = 125GeV is superimposed. Each contribution is normalized to an integrated luminosity
of 11.4− 12.9 fb−1, and the signal distribution is additionally scaled by a factor of 15 for better
readability. The error bands include the total uncertainty of the fit model. The distributions
observed in data (markers) are also shown.
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Figure 5: Final discriminant (MEM) shapes in the dilepton channel before the fit to data, in
the analysis categories with ≥ 4 jets,≥ 4 b-tags with low (left) and high (right) BDT output
(continued from Fig. 4).

The best-fit value of µ is−0.19+0.45
−0.44(stat.)

+0.66
−0.68(syst.)with a total uncertainty of +0.80

−0.81. This is 1.5
standard deviations from the standard model expectation of µ = 1. The best-fit values in each
analysis channel and in the combination are listed in Table 5 and displayed in Fig. 10 (left).

The value obtained for µ is both compatible with the SM expectation and no signal: an upper
limit at 95% confidence level (CL) is determined using a modified frequentist CLs method [77,
78]. When combining all categories and channels, an observed (expected) upper limit of µ <
1.5 (1.7) at the 95% CL is obtained. The expected and observed upper limits in each channel
and in the combination are listed in Table 5 and visualized in Figure 10 (right). The limits in
each individual category are listed in Appendices A and B for the lepton+jets and the dilepton
channel, respectively.

Table 5: Best-fit value of the signal strength modifier µ and the median expected and observed
95% CL upper limits (UL) in the dilepton and the lepton+jets channels as well as the combined
results. The one standard deviation (±1σ) confidence intervals of the expected limit and the
best-fit value are also quoted, split into the statistical and systematic components in the latter
case. Expected limits are calculated with the asymptotic method [79].

Channel Observed UL Expected UL Best-fit µ

Dilepton 3.2 3.4+1.5
−1.0 −0.04+1.50

−1.39(tot.)
+1.05
−0.96(stat.)

+1.01
−1.06(syst.)

Lepton+jets 1.8 2.1+1.0
−0.6 −0.43+1.02

−1.02(tot.)
+0.51
−0.52(stat.)

+0.88
−0.87(syst.)

Combined 1.5 1.7+0.7
−0.5 −0.19+0.80

−0.81(tot.)
+0.45
−0.44(stat.)

+0.66
−0.68(syst.)
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Figure 6: Final discriminant shapes (MEM) in the analysis categories with 4 jets, 4 b-tags (top
row) and 5 jets,≥ 4 b-tags (bottom row) with low (left) and high (right) BDT output in the
lepton+jets channel after the fit to data.
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Figure 7: Final discriminant shapes (MEM) in the analysis categories with≥ 6 jets, 3 b-tags (top
row) and ≥ 6 jets,≥ 4 b-tags (bottom row) with low (left) and high (right) BDT output in the
lepton+jets channel after the fit to data (continued from Fig. 6).
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Figure 8: Final discriminant shapes (BDT orMEM) in the analysis categories with 3 jets, 3 b-tags
(top row) and ≥ 4 jets, 3 b-tags (bottom row) with low (left) and high (right) BDT output in the
dilepton channel after the fit to data.
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Figure 9: Final discriminant shapes (MEM) in the analysis categories with ≥ 4 jets,≥ 4 b-tags
with low (left) and high (right) BDT output in the dilepton channel after the fit to data (contin-
ued from Fig. 8).
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Figure 10: Best-fit values of the signal strength modifiers µwith their±1σ confidence intervals,
also split into their statistical and systematic components (left), and median expected and ob-
served 95% CL upper limits on µ (right). The expected limits are displayed together with ±1σ
and ±2σ confidence intervals. Also shown are the limits in case of an injected signal of µ = 1.
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8 Summary
A search for the associated production of a Higgs boson and a top quark-antiquark pair is per-
formed using up to 12.9 fb−1 of pp collision data recorded with the CMS detector at a center-
of-mass energy of 13 TeV in 2016. Candidate events are selected in final states compatible with
the Higgs boson decay H → bb and the lepton+jets or dilepton decay channel of the tt pair.
Selected events are split into mutually exclusive categories according to their tt decay channel
and jet content. In each category a powerful discriminant is constructed to separate the tt̄H sig-
nal from the tt-dominated background, based on boosted decision trees and the matrix element
method. An observed (expected) upper limit on the tt̄H production cross section relative to the
SM expectations of µ = 1.5 (1.7) at the 95% confidence level is obtained. The best-fit value of µ
is −0.19+0.45

−0.44(stat.)
+0.66
−0.68(syst.). These results are compatible with SM expectations at the level

of 1.5 standard deviations.
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A Lepton+Jets Additional Material
In the following, the input variables used to train the BDTs in each category of the lepton+jets
channel are presented. In Table 6, all variables used in any of the categories are described,
and in Table 7, the variables used per category are listed. The observed and expected upper
limits at 95% CL on the signal strengthmodifier µ under the background-only hypothesis in the
lepton+jets channel are listed in Table 8 and displayed in Fig. 11 for the individual categories
and for the combined fit in all categories.
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Figure 11: Observed and expected upper limits at 95% CL on µ in the lepton+jets channel. The
limits are calculated with the asymptotic method.
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Table 6: Variables used in the BDT training in the lepton+jets channel.

Object and event kinematics
pT(jet i) Transverse momentum of i-th jet, jets ordered in pT
HT Scalar sum of transverse momenta for all jets with pT > 30 GeV/c
MET Missing transverse energy
∑ pT(jets, lepton,MET) Sum of the pT of all jets, leptons, and MET
M(jets, lepton,MET) Invariant mass of the 4-vector sum of all jets, leptons, and MET
avg. ∆R(tag, tag) Average ∆R between b-tagged jets
avg. ∆η(jet, jet) Average ∆η between jets
max ∆|η| (jet, avg. jet |η|) Maximal ∆|η| between any jet and the average |η| of all jets
max ∆|η| (tag, avg. jet |η|) Maximal ∆|η| between any b-tagged jet and the average |η| of all jets
max ∆|η| (tag, avg. tag |η|) Maximal ∆|η| between any b-tagged jet and the average |η| of all b-

tagged jets
min ∆R(tag, tag) ∆R between the two closest b-tagged jets
M3 Invariant mass of the 3-jet system with largest transverse momentum
min ∆R(lepton, jet) ∆R between the lepton and the closest jet
M2 of min ∆R(tag, tag) Invariant mass of the two b-tagged jets that are closest in ∆R
M2(tag, tag) closest to 125 Invariant mass of the two b-tagged jets with an invariant mass closest to

125 GeV/c2

best Higgs mass A minimum-chi-squared fit to event kinematics is used to select two b-
tagged jets as top-decay products. Of the remaining b-tagged jets, the
invariant mass of the two with highest ET is saved as this quantity.√

∆η(tlep, bb)× ∆η(thad, bb) Square root of the product of |∆η|(leptonic top, bb) and
|∆η|(hadronic top, bb), where the bb-system and the candidates
for the leptonically and hadronically decaying top quarks are found
with the best Higgs mass algorithm

(ΣpT(jet))/(ΣE(jet)) Ratio of the sum of the transverse momenta of all jets and the sum of the
energies of all jets

CSVv2 b-tag
1st- to 5th-highest CSVv2 First- to fifth-highest highest b-tag discriminant value of all jets
avg. CSVv2 of b-tagged jets Average b-tag discriminant value of all b-tagged jets
2nd moment of b-tagged jets’ CSVv2 Squared difference between the b-tag discriminant value of a given b-

tagged jet and the average CSVv2 discriminant value of all b-tagged jets,
summed over all b-tagged jets

b-tagging likelihood ratio Ratio of the likelihood that the event contains four b-jets to the likelihood
that it contains two b-jets. The likelihoods are constructed from the b-tag
discriminant, the pT and the η of the jets.

Event shape
sphericity The sphericity is defined as 3

2 (λ2 + λ3) where the λi are the eigenvalues
of the sphericity tensor as defined in [80]

aplanarity The aplanarity is defined as 3
2λ3 where the λi are the eigenvalues of the

sphericity tensor as defined in [80]
H1–H4 The first four Fox-Wolfram moments as defined in [81]
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Table 7: BDT input variable assignment per category in the lepton+jets channel.

4 jets, 4 tags 5 jets, ≥ 4 tags
∑ pT(jets, lepton,MET) avg. ∆η(jet, jet)

avg. CSVv2 of b-tagged jets HT
aplanarity avg. CSVv2 of b-tagged jets

H3 M2(tag, tag) closest to 125
(ΣpT(jet))/(ΣE(jet)) M3
M2 of min ∆R(tag, tag) ∑ pT(jets, lepton,MET)

M2 of min ∆R(tag, tag)
aplanarity

avg. ∆R(tag, tag)
≥ 6 jets, 3 tags ≥ 6 jets, ≥ 4 tags
aplanarity best Higgs mass√

∆η(tlep, bb)× ∆η(thad, bb) M2(tag, tag) closest to 125
(ΣpT(jet))/(ΣE(jet)) M(jets, lepton,MET)
min ∆R(tag, tag) 4th highest CSVv2

2nd moment of b-tagged jets’ CSVv2 ∑ pT(jets, lepton,MET)
∑ pT(jets, lepton,MET) 5th highest CSVv2

b-tagging likelihood ratio

Table 8: Observed and median expected 95% CLs upper limits on µ in the lepton+jets chan-
nel, calculated with the asymptotic method. The upper and lower range of the 1σ confidence
interval is also quoted.

Category Observed Expected

4 jets, 4 b-tags (low BDT) 46.9 53.0+26.0
−17.0

4 jets, 4 b-tags (high BDT) 12.8 13.9+6.6
−4.1

5 jets, ≥ 4 b-tags (low BDT) 20.0 17.2+8.3
−5.3

5 jets, ≥ 4 b-tags (high BDT) 6.0 6.1+3.0
−1.8

≥ 6 jets, 3 b-tags (low BDT) 12.1 18.1+8.0
−5.2

≥ 6 jets, 3 b-tags (high BDT) 5.8 7.7+3.5
−2.3

≥ 6 jets, ≥ 4 b-tags (low BDT) 9.6 9.4+4.5
−2.9

≥ 6 jets, ≥ 4 b-tags (high BDT) 6.1 4.3+2.1
−1.3

lepton+jets combined 1.8 2.1+1.0
−0.6
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24 B Dilepton Additional Material

B Dilepton Additional Material
In the following, the input variables used to train the BDTs in each category of the dilepton
channel are presented. In Table 9, all variables used in any of the categories are described,
and in Table 10, the variables used per category are listed. The observed and expected upper
limits at 95% CL on the signal strength modifier µ under the background-only hypothesis in
the dilepton channel are listed in Table 11 and displayed in Fig. 12 for the individual categories
and for the combined fit in all categories.
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Figure 12: Observed and expected and upper limits at 95% CL on µ in the dilepton channel.
The limits are calculated with the asymptotic method.
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Table 9: Variables used in the BDT training in the dilepton channel.

Event variable Description

Object and event kinematics

〈∆Rtag,tag〉 Average ∆R between b-tagged jets

∑ pT jets,leptons Sum of the pT of all jets and leptons

τmax mass
jet,jet Twist angle between jet pair

min ∆Rtag,tag ∆R between the two closest b-tagged jets

max ∆ηtag,tag ∆η between the two furthest b-tagged jets

Mmin∆R
jet,jet Invariant mass of jet pair with minimum ∆R

Mjj
higgs-like Invariant mass of a jet pair ordered in closeness to the Higgs mass

Mmin∆R
tag,tag Mass of b-tagged jet pair with minimum ∆R

pmin∆R
T tag,tag Sum of the pT of b-tagged jet pair with minimum ∆R

Centrality (tags) Ratio of the sum of the transverse momentum of all b-tagged jets and
the sum of the energy of all b-tagged jets

Centrality (jets, leptons) Ratio of the sum of the transverse momentum of all jets and leptons, and
the sum of the energy of all jets and leptons

HT Scalar sum of transverse momentum for all jets

min ∆Rjet,jet ∆R between the two closest jets

median Mjet,jet Median invariant mass of all combinations of jet pairs

Mmax mass
tag,tag Mass for b-tagged jet pair with maximum invariant mass combination

〈∆Rjet,tag〉 Average ∆R between jets (with at least one b-tagged jet)

pmin∆R
T jet,tag Sum of the pT of jet pair with minimum ∆R (with at least one b-tagged

jet)

τmax mass
jet,tag Twist angle between jet pair (with at least one b-tagged jet)

mmax pT
jet,jet,jet Invariant mass of the 3-jet system with the largest transverse momen-

tum.

Mbj
higgs-like Invariant mass of a jet pair (with at least one b-tagged jet) ordered in

closeness to the Higgs mass

CSVv2 b-tag

〈d〉tagged/untagged Average CSVv2 b-tag discriminant value for b-tagged/un-b-tagged jets

Event shape

H0, H1, H2, H3, H4 Fox-Wolfram moments [81]

C(jets) 3 (λ1λ2 + λ1λ3 + λ2λ3) [80]
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Table 10: BDT input variable assignment per category in the dilepton channel.

3 jets, 3 tags ≥4 jets, 3 tags ≥4 jets, ≥4 tags

〈d〉tagged Centrality(jets & leptons) Centrality(jets & leptons)

H1(jets) C(jets) Centrality(tags)

Mbj
higgs-like H2(tags) Htags

T

Mmax mass
tag,tag Mjj

higgs-like Mjj
higgs-like

min ∆Rtag,tag MmaxpT
jet,jet,jet min ∆Rjet,jet

max ∆ηjet,jet Mmin∆R
tag,tag Mmin∆R

jet,tag

min ∆Rjet,jet min ∆Rtag,tag Mmax mass
tag,tag

∑ pT jets,leptons max ∆ηtag,tag Mmin∆R
tag,tag

H4/H0(tags) τmax mass
tag,tag max ∆ηjet,jet

max ∆ηtag,tag

median Mjet,jet

Table 11: Observed and median expected and 95% CLs upper limits on µ in the dilepton chan-
nel, calculated with the asymptotic method. The upper and lower range of the 1σ confidence
interval is also quoted.

Category Observed Expected

3 jets, 3 b-tags 22.2 25.9+12.9
−8.2

≥ 4 jets, 3 b-tags (low BDT) 12.6 11.7+5.4
−3.5

≥ 4 jets, 3 b-tags (high BDT) 5.2 9.0+4.2
−2.7

≥ 4 jets, ≥ 4 b-tags (low BDT) 10.6 10.3+5.6
−3.4

≥ 4 jets, ≥ 4 b-tags (high BDT) 9.6 5.8+3.2
−1.9

dilepton combined 3.2 3.4+1.5
−1.0

380



References 27

References
[1] ATLAS Collaboration, “Observation of a new particle in the search for the Standard

Model Higgs boson with the ATLAS detector at the LHC”, Phys. Lett. B 716 (2012), no. 1,
1–29, doi:10.1016/j.physletb.2012.08.020, arXiv:1207.7214.

[2] CMS Collaboration, “Observation of a new boson at a mass of 125 GeV with the CMS
experiment at the LHC”, Phys. Lett. B 716 (2012), no. 1, 30–61,
doi:10.1016/j.physletb.2012.08.021, arXiv:1207.7235.

[3] CMS Collaboration, “Evidence for the direct decay of the 125 GeV Higgs boson to
fermions”, Nature Phys. 10 (2014), no. 5, 557–560, doi:10.1038/nphys3005,
arXiv:1401.6527.

[4] ATLAS Collaboration, “Evidence for the Higgs-boson Yukawa coupling to tau leptons
with the ATLAS detector”, JHEP 04 (2015) 117, doi:10.1007/JHEP04(2015)117,
arXiv:1501.04943.

[5] ATLAS Collaboration, “Measurements of Higgs boson production and couplings in
diboson final states with the ATLAS detector at the LHC”, Phys. Lett. B 726 (2013),
no. 1-3, 88–119,
doi:10.1016/j.physletb.2014.05.011,10.1016/j.physletb.2013.08.010,
arXiv:1307.1427. [Erratum: Phys. Lett.B734,406(2014)].

[6] CMS Collaboration, “Precise determination of the mass of the Higgs boson and tests of
compatibility of its couplings with the standard model predictions using proton
collisions at 7 and 8 TeV”, Eur. Phys. J. C. 75 (2015), no. 5, 212,
doi:10.1140/epjc/s10052-015-3351-7, arXiv:1412.8662.

[7] ATLAS Collaboration, “Evidence for the spin-0 nature of the Higgs boson using ATLAS
data”, Phys. Lett. B 726 (2013), no. 1-3, 120–144,
doi:10.1016/j.physletb.2013.08.026, arXiv:1307.1432.

[8] CMS Collaboration, “Constraints on the spin-parity and anomalous HVV couplings of
the Higgs boson in proton collisions at 7 and 8 TeV”, Phys. Rev. D 92 (2015), no. 1,
012004, doi:10.1103/PhysRevD.92.012004, arXiv:1411.3441.

[9] LHC Higgs Cross Section Working Group Collaboration, “Handbook of LHC Higgs
Cross Sections: 4. Deciphering the Nature of the Higgs Sector”, arXiv:1610.07922.

[10] G. Burdman, M. Perelstein, and A. Pierce, “Large Hadron Collider tests of a little Higgs
model”, Phys. Rev. Lett. 90 (2003), no. 24, 241802,
doi:10.1103/PhysRevLett.90.241802, arXiv:hep-ph/0212228. [Erratum:
Phys. Rev. Lett.92,049903(2004)].

[11] T. Han, H. E. Logan, B. McElrath, and L.-T. Wang, “Phenomenology of the little Higgs
model”, Phys. Rev. D 67 (2003), no. 9, 095004, doi:10.1103/PhysRevD.67.095004,
arXiv:hep-ph/0301040.

[12] M. Perelstein, M. E. Peskin, and A. Pierce, “Top quarks and electroweak symmetry
breaking in little Higgs models”, Phys. Rev. D 69 (2004), no. 7, 075002,
doi:10.1103/PhysRevD.69.075002, arXiv:hep-ph/0310039.

381



28 References

[13] H.-C. Cheng, I. Low, and L.-T. Wang, “Top partners in little Higgs theories with T-parity”,
Phys. Rev. D 74 (2006), no. 5, 055001, doi:10.1103/PhysRevD.74.055001,
arXiv:hep-ph/0510225.

[14] H.-C. Cheng, B. A. Dobrescu, and C. T. Hill, “Electroweak symmetry breaking and extra
dimensions”, Nucl. Phys. B. 589 (2000), no. 1-3, 249–268,
doi:10.1016/S0550-3213(00)00401-6, arXiv:hep-ph/9912343.

[15] M. Carena, E. Ponton, J. Santiago, and C. E. M. Wagner, “Light Kaluza Klein States in
Randall-Sundrum Models with Custodial SU(2)”, Nucl. Phys. B. 759 (2006), no. 1-2,
202–227, doi:10.1016/j.nuclphysb.2006.10.012, arXiv:hep-ph/0607106.

[16] R. Contino, L. Da Rold, and A. Pomarol, “Light custodians in natural composite Higgs
models”, Phys. Rev. D 75 (2007), no. 5, 055014, doi:10.1103/PhysRevD.75.055014,
arXiv:hep-ph/0612048.

[17] G. Burdman and L. Da Rold, “Electroweak Symmetry Breaking from a Holographic
Fourth Generation”, JHEP 12 (2007) 086, doi:10.1088/1126-6708/2007/12/086,
arXiv:0710.0623.

[18] C. T. Hill, “Topcolor: Top quark condensation in a gauge extension of the standard
model”, Phys. Lett. B 266 (1991), no. 3, 419–424,
doi:10.1016/0370-2693(91)91061-Y.

[19] A. Carmona, M. Chala, and J. Santiago, “New Higgs Production Mechanism in
Composite Higgs Models”, JHEP 07 (2012) 049, doi:10.1007/JHEP07(2012)049,
arXiv:1205.2378.

[20] CMS Collaboration, “Search for the associated production of the Higgs boson with a
top-quark pair”, JHEP 09 (2014) 087,
doi:10.1007/JHEP09(2014)087,10.1007/JHEP10(2014)106,
arXiv:1408.1682. [Erratum: JHEP10,106(2014)].

[21] ATLAS Collaboration, “Search for the associated production of the Higgs boson with a
top quark pair in multilepton final states with the ATLAS detector”, Phys. Lett. B 749
(2015) 519–541, doi:10.1016/j.physletb.2015.07.079, arXiv:1506.05988.

[22] J. M. Campbell et al., “The Matrix Element Method at Next-to-Leading Order”, JHEP 11
(2012) 043.

[23] CMS Collaboration, “Search for a standard model Higgs boson produced in association
with a top-quark pair and decaying to bottom quarks using a matrix element method”,
Eur. Phys. J. C. 75 (2015), no. 6, 251, doi:10.1140/epjc/s10052-015-3454-1,
arXiv:1502.02485.

[24] ATLAS Collaboration, “Search for the Standard Model Higgs boson produced in
association with top quarks and decaying into bb̄ in pp collisions at

√
s = 8 TeV with the

ATLAS detector”, Eur. Phys. J. C. 75 (2015), no. 7, 349,
doi:10.1140/epjc/s10052-015-3543-1, arXiv:1503.05066.

[25] LHC Higgs Cross Section Working Group Collaboration, “Handbook of LHC Higgs
Cross Sections: 1. Inclusive Observables”, doi:10.5170/CERN-2011-002,
arXiv:1101.0593.

382



References 29

[26] CMS Collaboration, “Updated measurements of Higgs boson production in the diphoton
decay channel at

√
s = 13 TeV in pp collisions at CMS.”, CMS Physics Analysis Summary

CMS-PAS-HIG-16-020, 2016.

[27] CMS Collaboration, “Search for associated production of Higgs bosons and top quarks in
multilepton final states at

√
s = 13 TeV”, CMS Physics Analysis Summary

CMS-PAS-HIG-16-022, 2016.

[28] ATLAS Collaboration, “Measurement of fiducial, differential and production cross
sections in the H → γγ decay channel with 13.3 fb−1 of 13 TeV proton-proton collision
data with the ATLAS detector”, Technical Report ATLAS-CONF-2016-067, 2016.

[29] ATLAS Collaboration, “Search for the Associated Production of a Higgs Boson and a Top
Quark Pair in Multilepton Final States with the ATLAS Detector”, Technical Report
ATLAS-CONF-2016-058, 2016.

[30] CMS Collaboration, “Search for ttH production in the H → bb decay channel with√
s = 13 TeV pp collisions at the CMS experiment”, CMS Physics Analysis Summary

CMS-PAS-HIG-16-004, 2016.

[31] T. J. Hastie, R. J. Tibshirani, and J. H. Friedman, “The elements of statistical learning :
data mining, inference, and prediction”. Springer series in statistics. Springer, New York,
NY, 2. ed., corr. at 10. print. edition, 2013. ISBN 978-0-387-84857-0.

[32] P. C. Bhat, “Multivariate Analysis Methods in Particle Physics”, Annual Review of Nuclear
and Particle Science 61 (2011), no. 1, 281,
doi:10.1146/annurev.nucl.012809.104427.
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Abstract

A measurement of the top quark mass from top quark pair (tt̄) events produced in
association with additional hard jets is performed in pp collisions at

√
s = 8 TeV

with the CMS detector using data recorded in 2012, corresponding to an integrated
luminosity of 19.7 fb−1. The mass is extracted from the normalised invariant mass
distribution of the tt̄+jet system at reconstruction level as well as from the related
normalised differential cross section. Both measurements are performed in the dilep-
tonic decay channels (e+e−, µ+µ− and e±µ±) of the tt̄ quark pairs.
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1 Introduction
The mass of the top quark (mt) is an important parameter for precision tests of the standard
model and is either measured directly, based on the kinematic reconstruction of the decay prod-
ucts of the quark, or based on the mass dependency of the inclusive tt production cross section.
Direct determinations of the top quark mass have been performed at the Tevatron and LHC
colliders and the current world average of direct measurements is mt = 173.34± 0.27 (stat)±
0.71 (syst) GeV [1], while the most precise combination of direct measurements by CMS yields
mt = 172.44± 0.13 (stat)± 0.41 (syst) GeV [2].

In this note an alternative approach to measure the mass is presented, following a method
proposed in [3] using the normalised differential cross section as a function of the invariant
mass of the tt system and the leading additional jet in the event, which does not stem from the
top quark decays. The observable is defined as

ρs =
2 ·m0√stt+jet

,

where m0 is a scale of the order of the top quark mass and √stt+jet denotes the invariant mass
of the two top quark candidates and the additional leading jet.

First the measurement of the reconstructed ρs distribution is described and the extraction of
the top quark mass using a traditional template technique is presented. For this, the observed
ρs distribution is compared to simulations at reconstruction level generated with different top
quark masses. Then the normalised differential cross section is derived by unfolding the dis-
tribution of ρs in order to correct for detector effects. Finally, the extraction of the top quark
mass from the measured differential cross section is performed using theoretical predictions
assuming different top quark masses. The extraction of the top quark mass from this differen-
tial cross section has been previously measured by the ATLAS Collaboration in the lepton+jets
decay channel [4].

The measurements are performed using tt events in pp collisions recorded at
√
s = 8 TeV with

the CMS detector [5], corresponding to an integrated luminosity of 19.7 fb−1. The events are se-
lected in the dileptonic decay channel with two oppositely charged isolated leptons (electrons
or muons) and at least two jets and one b-tagged jet. The analysis presented in this document
follows the strategy of other CMS measurements of differential tt cross sections and the tt+jet
studies in the same decay channel [6, 7]. This note focuses on the sensitivity of the method
proposed, studying in detail the experimental and model uncertainties associated to the mea-
surements.

The document is organized as follows. In Section 2 the process of event simulation and the
employed MC simulations are described, the event selection is outlined in Section 3, and the
sources of systematic uncertainties are discussed in Section 4. The extraction of the top quark
mass from the ρs distribution is presented in Section 5. In Section 6, the calculation of the
normalised differential cross section as function of ρs is described, and Section 7 details the
top quark mass extraction from the cross section. A summary of the measurements is given in
Section 8.

2 Event Simulation
In this analysis, the reference tt sample is simulated using the MADGRAPH event generator
(v. 5.1.5.11) with the MADSPIN [8] package to account for spin correlation effects. The tt signal
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2 3 Event Selection

was generated with up to three additional partons. The value of the top quark mass in the
reference sample is chosen to be mt = 172.5 GeV and the proton structure is described by the
CTEQ6L1 [9] set of parton density functions (PDFs). The generated events are subsequently
processed with PYTHIA (v. 6.424) [10] for fragmentation and hadronization using the MLM
prescription for the matching of jets with parton showers [11]. The PYTHIA Z2∗ tune [12] is
used to describe the underlying event. The CMS detector response is simulated using GEANT4
(v. 9.4) [13]. In addition to the reference sample, MADGRAPH+PYTHIA samples generated with
mt values of 166.5, 169.5, 171.5, 173.5, 175.5, and 178.5GeV are used to evaluate the dependence
of the measurement on the top quark mass and to extract the result.

Standardmodel backgrounds are simulatedwith MADGRAPH, POWHEG or PYTHIA, depending
on the process. The main background contributions stem from Z/γ∗ (referred to as Drell–Yan,
DY in the following), single top quark (tW-channel) and W-boson production with additional
jets (W+jets in the following). Smaller background contributions arise from diboson (WW, WZ
and ZZ), tt production in association with a Z, W, or γ boson (referred to as tt+Z/W/γ in
the following), and QCD multijet events. For comparison with the measured distributions,
the events in the simulated samples are normalised to an integrated luminosity of 19.7 fb−1

according to their cross section predictions. They are taken from NNLO (W+jets and DY),
NLO+NNLL (single top quark tW-channel [14]), NLO (diboson [15], tt+W [16]) and LO (QCD
multijet [10]) calculations. The predicted cross section for the tt+γ sample is obtained by scal-
ing the LO cross section as obtained with the WHIZARD event generator [17] with an NLO
k-factor [18].

The top quark mass is extracted through a fit to the data using the predicted normalised dif-
ferential tt+jet cross section from a NLO calculation combined with parton showering. The
samples are generated using POWHEG (POWHEGBOX ttJ) with the PYTHIA (v. 8.205) 4C tune [19]
for hadronization, and the proton structure is described by the CT10 PDF set. The values of
the top quark mass for the different samples are mt = 172.5GeV and ±1GeV, ±3GeV, ±6GeV,
and an additional sample is provided at mt = 163.5GeV.

3 Event Selection
The events are reconstructed using a particle-flow technique in which signals from all sub-
detectors are combined [20]. Charged hadron candidates from pileup events, i.e. originating
from a vertex other than the one of the hard interaction, are removed before jet clustering on
an event by event basis. Subsequently, the remaining component of neutral particle candidates
from pileup events is evaluated [21]. Electron candidates are reconstructed from a combination
of their charged track and their energy deposition in the ECAL, while electrons from identified
photon conversions are rejected. Muon candidates are reconstructed from tracks which can be
linked to both the silicon tracker and the muon system. The leptons, both electrons and muons,
are required to have a transverse momentum of pT > 20GeV within the pseudorapidity region
|η| < 2.4, and to be isolated with Irel < 0.15. Irel is defined as the sum of the transverse mo-
menta of all neutral and charged reconstructed particle candidates, excluding the lepton itself,
inside a cone of ∆R ≡

√
(∆η)2 + (∆φ)2 < 0.3 in the η − φ space, divided by the transverse

momentum of the lepton under consideration. Jets are reconstructed by clustering the particle-
flow candidates [22] using the anti-kT clustering algorithm with size parameter R = 0.5 [23].
Muons and electrons passing less stringent selection criteria compared to the ones mentioned
above have been identified and are excluded from the clustering process. Jets are selected in
the pseudorapidity interval |η| < 2.4 and with a requirement of pT > 30GeV. Jets originating
from bottom quarks are identified using combined secondary vertex and track-based lifetime
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information. The b-tagging efficiency for the working point chosen for this analysis is about
80–85% and the mis-tag rate around 10% [24]. The missing transverse energy Emiss

T is defined
as the magnitude of the imbalance of the transverse momentum of all reconstructed particle
candidates [25].

Events are selected if they contain at least two isolated leptons (electrons or muons) of opposite
charge and two jets of which at least one is identified as b jet. These events are triggered using
combinations of two leptons fulfiling transverse momentum thresholds and isolation criteria.
Events with a lepton pair invariant mass smaller than 20GeV are removed in order to suppress
events from heavy flavour resonance decays and DY processes. In the µµ and ee channels, the
dilepton invariant mass is required to be outside a Z-boson mass window of 91± 15GeV and
Emiss
T is required to be larger than 40GeV.

A kinematic reconstruction method [26] is used to determine the tt kinematic properties and
to identify the two b jets originating from the decays of the top quarks. This allows to un-
ambigously assign the additional jets in the event. This method has previously been used
in [27, 28]. In the kinematic reconstruction the following constraints are imposed: the balance
of the transverse momentum of the two neutrinos; the W-boson invariant mass of 80.4GeV;
and the equality of the top and antitop quark masses. The remaining ambiguities are resolved
by prioritising those event solutions with two or one b-tagged jets over solutions using jets
without b tags. The top quark mass can be experimentally reconstructed in a broad range due
to resolution effects. In order to account for this in the reconstruction, the assumed top quark
mass for each lepton-jet combination is varied between 100GeV and 300GeV in steps of 1GeV.
Among the physical solutions, the solution of highest priority according to the aforementioned
criteria and with the most probable neutrino energies according to a simulated neutrino en-
ergy spectrum is chosen. The efficiency of the method is about 90% and only events with a
valid solution for the kinematic reconstruction are used for the subsequent analysis.

Events are finally selected if they contain at least one additional jet which has not been selected
by the kinematic reconstruction and features a pT > 50GeV within |η| < 2.4, following the
criteria described in [3].

Dominant backgrounds to the e+e− and µ+µ− channels originate from DY+jets processes.
Their contribution is estimated from data following the procedure described in [27, 29] us-
ing events rejected by the Z-boson veto. The contributions are scaled by the ratio of events
failing and passing the selection criteria as estimated from simulation (Rout/in) [29]. The re-
maining backgrounds, including tW, W+jets, diboson, and QCD multijet events, are estimated
from simulation.

Figure 1 shows the invariant mass of the tt system, the transverse momentum of the leading
additional jet, and the ρs observable with m0 = 170GeV [3] for the dilepton event sample. The
distributions are compared to the standard model predictions. Only tt events with two leptons
(electron or muon) in the final state are considered as signal. All other tt events, specifically the
dominant contribution originating from decays via τ leptons, are considered as background.

4 Systematic Uncertainties
Systematic uncertainties in the measurement arise from detector effects, background mod-
elling, and theoretical assumptions. Each systematic uncertainty is investigated separately and
estimated for each bin of the measurement by varying the corresponding efficiency, resolution,
or scale within its uncertainty. The different sources of systematic uncertainty described in the
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Figure 1: Invariant mass of the tt system (top left), transverse momentum of the leading addi-
tional jet (top right) and ρs (bottom) at reconstruction level for the combined dilepton channel.
The tt sample is simulated using MADGRAPH and is assuming a top mass of mt = 172.5GeV.
The label “tt signal” refers to the events decaying dileptonically, while “tt other” refers to the
other decay modes including tt decays into prompt τ-leptons. The hatched regions correspond
to all shape uncertainties of the simulation (cf. Section 5).
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following are assumed to be uncorrelated.

Experimental Uncertainties

The experimental sources considered are jet energy scale (JES) and jet energy resolution (JER),
background normalisation, b-tag efficiency, pileup modeling and the kinematic reconstruction.
The experimental uncertainty on the JES [30] is determined by varying the reconstructed energy
scale as a function of the transverse momentum and the pseudorapidity of the jet, typically by
a few percent. The uncertainty on the JER [31] is estimated by varying the simulated JERwithin
its uncertainty for different pseudorapidity regions.

The impact of the background normalisation is obtained by scaling the background contribu-
tions by ±30% [29, 32].

The shape uncertainty on the b-tag efficiency is determined by dividing the b jet distributions
for transverse momentum and pseudorapidity into two bins at their respective median value.
The b-tag scale factors for the b jets in the first bin are scaled up by half of the assigned un-
certainties [24], while those in the second bin are scaled down and vice versa. The difference
between the scale factors in the two bins amounts to the full uncertainty.

The effect of pileup events is evaluated by weighting the simulation to the minimum bias cross
section determined from data. The pileup model estimates the mean number of additional pp
interactions to be about 20 events for the data analysed, based on the total inelastic proton-
proton cross section which is determined to be 69.4mb [33]. The systematic uncertainty is
evaluated by varying this cross section within its uncertainty of ±5%.

Other uncertainties taken into account stem from lepton trigger and identification efficiencies
and the kinematic reconstruction efficiency, which have a negligible impact on the normalised
measurements presented. The dependence of the result on the MC top quark mass used as
reference for the measurement is found to be negligible.

Modelling Uncertainties

Modelling uncertainties originating from theoretical assumptions on the renormalisation and
factorization scales, the jet-parton matching threshold, the hadronization model, the colour
reconnection [34] and the underlying event (UE) modelling are determined by repeating the
analysis, replacing the reference MADGRAPH signal simulation by dedicated simulation sam-
ples.

In particular, the impact of the first source is assessed with MADGRAPH samples with the
renormalisation and factorisation scales simultaneously varied from the nominal values of µR
and µF, which are defined by the Q2 scale in the event as µ2

R = µ2
F = Q2 = m2

t + ∑ p2T(jet),
where the sum runs over all the additional jets in the event not stemming from the tt decay.
The samples with varied scales use µR = µF = 4Q2 and Q2/4, respectively. For the nominal
MADGRAPH sample, a jet-parton matching threshold of 20 GeV is chosen, while for the varied
samples, values of 40 and 10 GeV are employed, respectively.

The UE modeling is evaluated by comparing the two different Perugia 11 (P11) PYTHIA tunes
mpHi and TeV to the standard P11 tune.

The uncertainties from ambiguities in modeling colour reconnection effects are estimated by
comparing simulations of an underlying event tune including colour reconnection to a tune
without the effect (the P11 and P11 noCR tunes described in [35]).

The hadronisationmodel uncertainty is estimated by comparing samples simulatedwith POWHEG
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6 5 Extraction of mt from ρs using a Template Technique

and MC@NLO, using PYTHIA and HERWIG, respectively, for hadronisation.

The uncertainty arising from the PDFs is assessed by reweighting the tt signal sample according
to the CT10 error PDF sets at 68% confidence level. The effects of these variations are added in
quadrature.

5 Extraction of mt from ρs using a Template Technique
The top quark mass value is determined by comparison of the experimentally observed yields
in individual bins of the normalized ρs distribution as presented in Fig. 1 with the predicted
yields for different values of mt. Each of the tt samples employed for the comparison are nor-
malized such that the total number of expected events including backgrounds corresponds to
the events selected in data.

The most probable value of top quark mass is extracted by means of a χ2
i distribution for each

bin i. For each of them, the predicted yields for the different top quark masses are fitted using
a second order polynomial function, f (mt), in order to obtain a continuous distribution as a
function of mt. The χ2

i distributions are then calculated as

χ2
i (mt) =

(Ndata
i − f simi (mt))2

(δNdata
i )2 + (δ f simi (mt))2

, (1)

where f simi (mt) represents the polynomial fit to the simulation distributions, δ f simi corresponds
to the statistical errors on the simulation obtained from the confidence interval of the fit, and
Ndata

i is the number of selected events in each binwith δNdata
i being the corresponding statistical

uncertainty. The χ2
i does not include the systematic uncertainties, which are treated as external

variations as described below. The binning chosen corresponds to the one in Fig. 1 except for
the regions ρs < 0.2 and ρs > 0.85 which are integrated into two bins in order to increase
statistics.

The global χ2 is calculated by summing all bins to χ2 = ∑i χ
2
i (mt) since the individual bins

are statistically uncorrelated. The number of degrees of freedom is reduced by one owing to
the normalisation of the utilized distributions. In order to accommodate for this in the global
χ2, the bin with the lowest statistical significance is removed from the calculation, i.e., the first
bin of the ρs distribution. The resulting χ2 distribution is presented in Fig. 2. The minimum
of the distribution is taken as the measured top quark mass value, the statistical uncertainty is
calculated as the ±1σ deviation from the minimum by applying a χ2 + 1 variation.

The systematic uncertainties described in Section 4 are propagated to themassmeasurement by
repeating the extraction with each varied input distributions, either by replacing the reference
simulation with the dedicated samples, or by varying the corresponding efficiency, resolution,
or scale within the respective uncertainties. For each source of uncertainty, the altered simu-
lation is used as input for the χ2 distribution from which the top quark mass is obtained. The
difference between the mass extracted for each source and the nominal measurement is taken
as the systematic uncertainty. In the case of the model uncertainties, the reference MADGRAPH

tt sample with nominal top quark mass is replaced by the corresponding systematic samples,
for instance P11 or varied jet-parton matching sample. The same model uncertainty is then
assigned to all varied mass MADGRAPH samples.

The breakdown of the systematic uncertainties for the top quark mass is presented in Table 1.
All systematic uncertainties quoted are statistically significant, the statistical uncertainties are
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Figure 2: Global χ2 distribution obtained as the sum of the χ2
i distributions of the individual

bins for the dilepton combined channel. The most probable top quark mass is extracted from
the minimum, the statistical uncertainty from a χ2 + 1 variation around the minimum.

found to be below 0.1GeV. The size of the uncertainties is in agreement with the expected
values from the blinded analysis, performed using simulated samples as pseudo-data.

The total uncertainty amounts to 2.2GeV and is calculated as the quadratic sum of all individ-
ual contributions. It is dominated by the renormalisation and factorization scales and jet-parton
matching uncertainties, while the most relevant experimental contribution arises from uncer-
tainties in the b-tagging. The top quark mass results to mt = 173.1± 1.0 (stat)+2.0

−2.3 (syst) GeV,
including both the statistical uncertainty of data and the MADGRAPH samples used to extract
the mass.

In order to calibrate the mass extraction technique, the measurement has been repeated with
pseudo data generated from the simulated samples with different top quark masses. The mea-
sured top quark masses are compared to the true mass used to generate the input samples as
shown in Fig. 3. The measured top quark mass agrees with the input mass within the statisti-
cal uncertainty, which indicates that the method does not favour certain values of the mass or
introduces a bias toward higher or lower mass values. Propagating the uncertainty of a linear
regression to the measured top quark mass would yield an effect of below 0.1GeV for a mass
shift of 1GeV and can thus be neglected.

6 Differential Cross Section Measurement
The normalized differential tt production cross section as a function of ρs is measured from
the event yields determined in Section 3. In order to avoid additional uncertainties due to the
extrapolation of the measurement outside of the phase space region probed experimentally, the
differential cross section is determined in a visible phase space defined at particle level by the
kinematic and geometrical acceptance of the final-state leptons and jets. The charged leptons
from the tt decay are selected with |η| < 2.4 and pT > 20GeV. A jet is defined at particle level
by applying the anti-kt clustering algorithm to all stable particles except leptons and neutrinos
stemming from the W boson decays. A jet is defined as b jet if it has at least one b hadron
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8 6 Differential Cross Section Measurement

Table 1: Breakdown of the systematic uncertainties for the top quark mass extracted from the
normalized event yield for the dilepton combined channels. All systematic uncertainties are
found to be statistically significant. For the asymmetric uncertainties due to scale variations,
the first reported value corresponds to an increase of the corresponding scale and the second
one to a decrease.

Source ∆mt [GeV]

Jet-Parton Matching −1.3
+0.1

Q2 Scale ±2.0

ME/Showering +0.2
−0.3

Color Reconnection < 0.1

Underlying Event ±0.1

PDF ±0.1

Background ±0.4

Jet Energy Scale ±0.1

Jet Energy Resolution ±0.1

Pile-Up ±0.1

Trigger Eff. < 0.1

Kinematic Reconstruction < 0.1

Lepton Eff. < 0.1

B-Tagging ±0.2

Total syst. +2.0
−2.3

Stat. ±1.0

Total unc. +2.2
−2.5
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Figure 3: Top quark mass obtained from pseudo data generated from each of the MADGRAPH

samples with varied mass values. Neither a favoured mass value nor a bias towards higher or
lower masses can be observed.

associated to it, which can be assigned to the corresponding original b quark. The two b jets
from the tt decay have to fulfill the kinematic requirements |η| < 2.4 and pT > 30GeV, while
the additional jet is required to have |η| < 2.4 and pT > 50GeV.

The differential cross section in each bin is defined as

1
σ

dσi

dρs
=

1
σ

∑j A
−1
ij (N j

data − N j
non−tt bkg) · f signal

∆i
xL

, (2)

where j indicates the bin index of the reconstructed variable x, while i denotes the index of the
corresponding generator-level bin. N j

data and N j
non−tt bkg represent the number of data events

and estimated background events from processes different than tt in bin j, respectively, while
L is the integrated luminosity and ∆i

x denotes the bin width. The contribution from non-signal
tt decays is taken into account by correcting Ndata − Nnon−tt bkg with the signal fraction, f signal,
defined as the ratio of selected tt signal events to the total number of selected tt events. This
avoids the dependence on the inclusive tt cross section used for normalisation. The distribution
is normalized by the sum of the differential cross section per bin σi over all bins, σ = ∑ σi.

Effects from detector efficiency and resolution in each bin i of the measurement are corrected
are corrected using a regularized unfolding method [27, 36, 37]. The generalized inverse of
the response matrix, denoted as A−1

ij , is used to obtain the unfolded values from the measured
distribution. In order to avoid nonphysical fluctuations, a smoothing prescription (regulariza-
tion) is applied. The regularization level is determined using the averaged global correlation
method [38].

The binning was chosen such that the purity and stability are above 40% and the sensitivity of
the distribution on the top quark mass is enhanced. The purity pi denotes the number of events
generated and correctly reconstructed in a given bin i relative to the number of events that are
reconstructed in bin i but generated anywhere. The stability si represents the number of events
which are generated and correctly reconstructed in a given bin i relative to the number of events
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10 7 Extraction of mt from the Differential Cross Section

that are generated in bin i but reconstructed anywhere. In particular for this observable, pi is
between 40% and 60% for all bins, while si ranges between 60% to 80%.

All systematic sources described in Section 4 are propagated to the measured differential cross
section by replacing the nominal simulation samples used for the unfolding matrix, determina-
tion of the background etc. by the samples with the systematic effect applied. For each system-
atic variation the differential cross section is evaluated. In each bin, the systematic variations
are added in quadrature. Due to the normalisation, systematic uncertainties which are corre-
lated across all bins of the measurement, such as the uncertainty on the integrated luminosity
as well as all other normalisation uncertainties, cancel out. The final result is obtained as the
weighted average of the normalized differential cross sections measured in each of the individ-
ual dileptionic channels.

The simulation used to extract the cross sections is the reference sample with a top quark mass
of 172.5GeV. Figure 4 shows the unfolded distribution together with the predicted values for
different top quark masses (±1, 3 and 6GeV from the nominal value). The total systematic
uncertainty is displayed as yellow band, while the statistical uncertainty is represented as grey
band. The distribution shows a discriminating power between the different top quark masses,
except for the region ρs = 0.5 where the curves intersect due to the normalisation. The dis-
tribution is most sensitive to mass variations in the regions around ρs = 0.4 and ρs ≥ 0.6 as
expected according to the reference [3].
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Figure 4: Normalized differential tt cross section in the visible phase space after unfolding
as a function of the observable ρs in the dilepton channels, compared to the predictions from
POWHEG tt+jet simulatedwith a top quarkmass of 172.5GeV aswell as±3 and 6GeV variations
with respect to the central value. The grey band represents the statistical uncertainty, the yellow
band corresponds to the total systematic uncertainty.

7 Extraction of mt from the Differential Cross Section
The unfolded differential cross section obtained in Section 6 is used to measure the top quark
mass by comparing it to theoretical predictions of the ρs distribution. Following the approach
described in Section 5, the measured differential cross section is compared to the predicted
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cross sections for each bin of the ρs distribution using different top quark masses as shown in
Fig. 5, and the most probable top quark mass is extracted from a global χ2 estimator.
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Figure 5: Distributions of the differential cross section for simulation and data for all mass
samples in the different bins of the ρs distribution, shown for the three dilepton final states
combined. The error bands correspond to the statistical error on data and the confidence inter-
val of the second order polynomial for the simulation.

However, owing to the unfolding procedure the individual bins of the ρs cross section distribu-
tion are correlated and these bin-to-bin correlations need to be taken into account in the global
χ2 distribution via the covariance matrices obtained from the unfolding procedure. Since the
individual bins of the simulation samples are uncorrelated, the corresponding statistical un-
certainties only contribute to the diagonal elements of the covariance matrix. The global χ2

estimator is thus obtained as

χ2(mt) = VT(mt)× COV(mt)
−1 ×V(mt), (3)
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12 7 Extraction of mt from the Differential Cross Section

where COV−1 denotes the inverted and normalized unfolding covariance matrix including the
statistical uncertainties from simulation. The vector Vi(mt) = f datai (mt)− f simi (mt) represents
the difference between the measured cross section and the cross section function obtained by a
second order polynomial fit to the simulations with different top quark masses.

The first bin (0 < ρs < 0.2) is excluded from the global χ2 in order to satisfy the reduced number
of degrees of freedom from the normalisation of the differential cross section. The resulting
global χ2 distribution is presented in Fig. 6. The minimum of the global χ2 corresponds to the
most probable top quark mass with the statistical uncertainty taken as the ±1 σ deviation from
the minimum by applying a χ2 + 1 variation.
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Figure 6: Global χ2 distribution for the normalized differential cross section as a function of ρs
in the dilepton combined channel.

Possible biases of the mass extraction have been studied by repeating the measurement using
each of the available MADGRAPH samples with different top quark masses as pseudo data,
and by confronting the measurement with the MC truth, following the approach presented in
Section 5. The values of the top quark mass obtained from the global χ2 distribution are com-
pared to the mass of the sample used as input as shown Fig. 7. A good agreement within the
statistical uncertainty can be observed, indicating that the method is unbiased. Considering a
variation of the top quark mass of 1GeV, the effect would correspond to a ±0.05GeV deviation
in the final result, which is well below the statistical uncertainty of the measurement. The de-
pendence of the result on theMC top quarkmass used to evaluate the background contribution
and to unfold the distribution is found to be negligible.

The systematic uncertainties are propagated to the mass measurement as follows. For each un-
certainty source the normalized differential cross section is evaluated replacing the simulated
samples by the corresponding variations as well as changing the correlation matrix for unfold-
ing accordingly. For each of the obtained cross sections, the χ2 distribution is calculated and
the top quark mass is extracted. The difference between the mass obtained for each source of
uncertainty and the nominal mass value is taken as systematic uncertainty. This difference is
found to be statistically significant for each source of systematic uncertainty considered.

Additionally, the uncertainty in modelling of the hard-production process is assessed through
a simultaneous variation of the renormalisation and factorisation scales in the POWHEG tt+jet
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Figure 7: Top quark mass obtained by using each of the MADGRAPH samples with varied mass
values as pseudo data, for the dilepton combined channel.

simulation (“POWHEG tt+jet modelling”) with respect to their common nominal value, which is
set to mt. For each top quark mass value considered in the mass measurement, two dedicated
samples have been produced with µR = µF varied coherently by factors of 2 and 0.5. The sys-
tematic uncertainty is then evaluated by repeating the mass measurement using the dedicated
samples as theoretical prediction.

The breakdown of systematic uncertainties for the top quark mass is shown in Table 2. The
first row represents the POWHEG tt+jet modelling uncertainty while the other uncertainties are
related to the measurement of the cross section. The total systematic uncertainty is dominated
by model uncertainty sources, in particular, jet-parton matching and Q2 and theoretical uncer-
tainties in the POWHEG tt+jet simulation. The most relevant experimental uncertainties arise
from the background and JES sources.

The top quark mass obtained is 169.9± 1.1 (stat)+2.5
−3.1 (syst)

+3.6
−1.6 (theo) GeV, where the system-

atic uncertainty is calculated as the quadratic sum of all sources. The systematic uncertainty
corresponds to +1.5

−1.8%, while the theoretical uncertainty on the modelling assumptions arising
from the POWHEG tt+jet simulations yields an additional +2.1

−0.9%.

8 Summary
The top quark mass is measured from the inverse of the invariant mass of the tt+jet system, an
observable proposed in [3]. The mass extraction has been performed with a global template
fit using the shape of the distribution at reconstruction level as well as using the normalised
differential cross section in the visible phase space. The first approach avoids statistical correla-
tions and uncertainties arising from the unfolding procedure, however it cannot be compared
to predictions given at generator level, while the second eases the comparisons with theory
models.

The top quarkmass obtained from the normalized differential tt+jet cross section using anNLO
calculation interfacedwith parton shower yields 169.9± 1.1 (stat)+2.5

−3.1 (syst)
+3.6
−1.6 (theo) GeV. The
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14 8 Summary

Table 2: Breakdown of the systematic uncertainties for the top quark mass measured from the
dileptonic channel. All systematic uncertainties are found to be statistically significant. For
the asymmetric uncertainties due to scale variations, the first reported value corresponds to an
increase of the corresponding scale and the second one to a decrease.

Source ∆mt [GeV]

POWHEG tt+jet modelling −1.6
+3.6

Jet-Parton Matching −0.1
+1.6

Q2 Scale +1.0
−2.8

ME/Showering ±0.4

Color Reconnection ±0.7

Underlying Event ±0.3

PDF +0.9
−0.1

Background ±1.0

Jet Energy Scale ±0.1

Jet Energy Resolution ±0.1

Pile-Up ±0.3

Trigger Eff. < 0.1

Kinematic Reconstruction < 0.1

Lepton Eff. ±0.1

B-Tagging ±0.3

Syst. uncertainty +2.5
−3.1

Stat. untertainty ±1.1
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precision is mostly limited by the systematic uncertainties arising from modelling sources and
the theory uncertainties in the POWHEG tt+jet simulation. The result is in agreement within the
uncertainties with other measurements performed following the same approach [4] as well as
complementary measurements of the mass from the inclusive tt production cross section [39–
41].
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[10] T. Sjöstrand, S. Mrenna, and P. Skands, “PYTHIA 6.4 physics and manual”, JHEP 05
(2006) 026, doi:10.1088/1126-6708/2006/05/026, arXiv:hep-ph/0603175.

[11] M. L. Mangano, M. Moretti, F. Piccinini, and M. Treccani, “Matching matrix elements and
shower evolution for top-quark production in hadronic collisions”, JHEP 0701 (2007)
013, doi:10.1088/1126-6708/2007/01/013, arXiv:hep-ph/0611129.

[12] CMS Collaboration, “Measurement of the underlying event activity at the LHC with
√
s

=7 TeV and comparison with
√
s =0.9 TeV”, JHEP 09 (2011) 109,

doi:10.1007/JHEP09(2011)109, arXiv:1107.0330.

[13] S. Agostinelli et al., “GEANT4– a simulation toolkit”, Nucl. Instrum. Meth. A 506 (2003)
250, doi:10.1016/S0168-9002(03)01368-8.

[14] N. Kidonakis, “Two-loop soft anomalous dimensions for single top quark associated
production with W- or H-”, Phys. Rev. D82 (2010) 054018,
doi:10.1103/PhysRevD.82.054018, arXiv:hep-ph/1005.4451.

[15] J. M. Campbell, R. K. Ellis, and C. Williams, “Vector boson pair production at the LHC”,
JHEP 1107 (2011) 018, doi:10.1007/JHEP07(2011)018, arXiv:1105.0020.

[16] J. Campbell and R. Ellis, “tt̄W+− production and decay at NLO”, JHEP 07 (2012) 052,
doi:10.007/JHEP07(2012)052, arXiv:1204.5678.

403



References 17

[17] W. Kilian, T. Ohl, and J. Reuter, “WHIZARD: Simulating multi-particle processes at LHC
and ILC”, Eur. Phys. J. C 71 (2011) 1742, doi:10.1140/epjc/s10052-011-1742-y,
arXiv:hep-ph/9905386.

[18] K. Melnikov, M. Schulze, and A. Scharf, “QCD corrections to top quark pair production
in association with a photon at hadron colliders”, Phys. Rev. D 83 (2011) 074013,
doi:10.1103/epjc/PhysRevD.83.074013, arXiv:hep-ph/1102.1967.

[19] R. Corke and T. Sjostrand, “Interleaved Parton Showers and Tuning Prospects”, JHEP 03
(2011) 032, doi:10.1007/JHEP03(2011)032, arXiv:1011.1759.

[20] CMS Collaboration, “Commissioning of the Particle-Flow Reconstruction in
Minimum-Bias and Jet Events from pp Collisions at 7 TeV”, CMS Physics Analysis
Summary PFT-10-002 (2010).

[21] M. Cacciari, G. P. Salam, and G. Soyez, “The Catchment Area of Jets”, JHEP 04 (2008)
005, doi:10.1088/1126-6708/2008/04/005, arXiv:0802.1188.

[22] CMS Collaboration, “Determination of the jet energy scale in CMS with pp Collisions at√
s = 7TeV”, CMS Physics Analysis Summary JME-10-010 (2010).

[23] M. Cacciari, G. P. Salam, and G. Soyez, “The anti-kt jet clustering algorithm”, JHEP 04
(2008) 063, doi:10.1088/1126-6708/2008/04/063, arXiv:hep-ph/0802.1189.

[24] CMS Collaboration, “Identification of b-quark jets with the CMS experiment”, JINST 08
(2013) P04013, doi:10.1088/1748-0221/8/04/P04013,
arXiv:hep-ex/1211.4462.

[25] CMS Collaboration, “Missing transverse energy performance of the CMS detector”,
JINST 06 (2011) P09001, doi:10.1088/1748-0221/6/09/P09001,
arXiv:1106.5048.

[26] D0 Collaboration, “Measurement of the top quark mass using dilepton events”, Phys.
Rev. Lett. 80 (1998) 2063, doi:10.1103/PhysRevLett.80.2063,
arXiv:hep-ex/9706014.

[27] CMS Collaboration, “Measurement of differential top-quark pair production cross
sections in pp collisions at

√
s = 7 TeV”, Eur. Phys. J. C 73 (2013) 2339,

doi:10.1140/epjc/s10052-013-2339-4, arXiv:hep-ph/1211.2220.

[28] CMS Collaboration, “Measurement of jet multiplicity distributions in tt̄ production in pp
collisions at

√
s = 7 TeV”, Eur. Phys. J. C 74 (Apr, 2014) 3014,

doi:10.1140/epjc/s10052-014-3014-0, arXiv:1404.3171.

[29] CMS Collaboration, “Measurement of the tt̄ production cross section and the top quark
mass in the dilepton channel in pp collisions at

√
s = 7 TeV”, JHEP 07 (2011) 049,

doi:10.1007/JHEP07(2011)049, arXiv:hep-ex/1105.5661.

[30] CMS Collaboration, “Determination of jet energy calibration and transverse momentum
resolution in CMS”, JINST 06 (2011) P11002,
doi:10.1088/1748-0221/6/11/P11002, arXiv:1107.4277.

[31] CMS Collaboration, “Jet energy resolution in CMS at
√
s = 7 TeV”, CMS Physics Analysis

Summary JME-10-014 (2010).

404



18 References

[32] CMS Collaboration, “Measurement of the tt̄ production cross section in the dilepton
channel in pp collisions at

√
s = 7 TeV”, JHEP 1211 (2012) 067,

doi:10.1007/JHEP11(2012)067, arXiv:1208.2671.

[33] TOTEM Collaboration, “First measurement of the total proton-proton cross section at the
LHC energy of

√
s =7 TeV”, Europhys. Lett. 96 (2011) 21002,

doi:10.1209/0295-5075/96/21002, arXiv:hep-ex/1110.1395.

[34] P. Z. Skands and D. Wicke, “Non-perturbative QCD effects and the top mass at the
Tevatron”, Eur. Phys. J. C 52 (2007) 133, doi:10.1140/epjc/s10052-007-0352-1,
arXiv:hep-ph/0703081.

[35] P. Z. Skands, “Tuning Monte Carlo generators: The Perugia tunes”, Phys. Rev. D 82
(2010) 074018, doi:10.1103/PhysRevD.82.074018, arXiv:1005.3457.

[36] A. Hoecker and V. Kartvelishvili, “SVD approach to data unfolding”, Nucl. Instrum.
Meth. A 372 (1996) 469, doi:10.1016/0168-9002(95)01478-0,
arXiv:hep-ph/9509307.

[37] V. Blobel, “An unfolding method for high energy physics experiments”, (2002).
arXiv:hep-ex/0208022.

[38] F. James, “Statistical methods in experimental physics”. World Scientific, 2nd edition,
2006.

[39] CMS Collaboration Collaboration, “Measurement of the ttbar production cross section in
the emu channel in pp collisions at 7 and 8 TeV”, Technical Report CMS-PAS-TOP-13-004,
CERN, Geneva, 2015.

[40] R. Astalos et al., “Proceedings of the sixth international workshop on multiple partonic
interactions at the Large Hadron Collider”, (2015). arXiv:1506.05829.

[41] CMS Collaboration, “Determination of the top-quark pole mass and strong coupling
constant from the tbart production cross section in pp collisions at

√
s = 7 TeV”, Phys.

Lett. B 728 (2014) 496–517,
doi:10.1016/j.physletb.2014.08.040,10.1016/j.physletb.2013.12.009,
arXiv:1307.1907. [Erratum: Phys. Lett.B728,526(2014)].

405



Available on the CERN CDS information server CMS PAS HIG-16-004

CMS Physics Analysis Summary

Contact: cms-pag-conveners-higgs@cern.ch 2016/03/16

Search for ttH production in the H → bb decay channel
with

√
s = 13 TeV pp collisions at the CMS experiment

The CMS Collaboration

Abstract

First results of the search for the associated production of a Higgs boson with a top
quark-antiquark pair (ttH) in proton-proton collisions at a center-of-mass energy of√
s = 13 TeV are presented. The data correspond to an integrated luminosity of

2.7 fb−1 recordedwith the CMS experiment in 2015. Candidate ttH events are selected
with criteria enhancing the lepton+jets or dileptonic decay channels of the tt system
and the decay of the Higgs boson into a bottom quark-antiquark pair (H → bb). In
order to increase the sensitivity of the search, selected events are split into several cat-
egories with different expected signal and background rates. In each category signal
and background events are separated using a multivariate approach that combines a
physics-motivated method (matrix element method, MEM) with methods from ma-
chine learning (boosted decision trees, BDTs). The result is presented in terms of the
ttH signal strength modifier µ, the ratio of the observed ttH production cross section
relative to the value expected for a 125 GeV standard model Higgs boson. A com-
bined fit of multivariate discriminant templates in all categories to data results in an
observed (expected) upper limit of µ < 2.6 (3.6) at the 95% confidence level.
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1 Introduction
The observation of a Higgs boson with a mass of approximately 125GeV [1, 2] at the Large
Hadron Collider (LHC) marked the starting point of a broad experimental program to deter-
mine the properties of the newly discovered particle. To date, the results of all measurements
performed at the LHC are consistent with the expectations for a standard model (SM) Higgs
boson. Decays into γγ, ZZ and WW final states have been observed and there is evidence for
the direct decay of the particle to fermions from the ττ and bb decay channels [3, 4]. The mea-
sured rates of various production and decay channels agree with the SM expectations [5, 6] and
the hypothesis of a spin-0 particle is favored over other hypotheses [7, 8].

In the SM the coupling of the Higgs boson to fermions is of Yukawa type, with a coupling
strength proportional to the fermion mass. Probing the coupling of the Higgs boson to the
heaviest known fermion, the top quark, is hence very important for testing the SM and for
constraining models of physics beyond the SM (BSM). Indirect constraints on the top–Higgs
coupling are available from processes including top-quark loops, for example Higgs boson
production through gluon-gluon fusion [5, 6]. On the other hand, the associated production
of a Higgs boson and a top quark-antiquark pair (tt̄H production) is a direct probe of the top–
Higgs coupling, as illustrated by the Feynman diagrams in Fig. 1. If observed it would prove
the coupling of the Higgs boson to fermions with weak isospin +1/2 (“up-type”) in addition
to couplings to τ and b, which carry a weak isospin of −1/2 (“down-type”). The Higgs boson
decay into bottom quark-antiquark pairs (bb), also shown in Fig. 1, is attractive as a final state
because it features the largest branching fraction of 0.58± 0.02 for a 125 GeV Higgs boson [9].
In addition, both tt̄H production and the decay H → bb only involve third-generation quarks,
which facilitates the theoretical interpretation of the results.
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Figure 1: Exemplary leading-order Feynman diagrams for tt̄H production, including the subse-
quent decays of the top quark-antiquark pair in the lepton+jets channel (left) and the dilepton
channel (right) as well as the decay of the Higgs boson into a bottom quark-antiquark pair.

Several BSM physics models predict a significantly enhanced tt̄H production rate while not
modifying the branching fractions of Higgs boson decays by a measurable amount. For ex-
ample, a number of BSM physics models predict vector-like partners of the top-quark (T) that
decay into tH, bW and tZ final states [10–19]. The production and decay of TT̄ pairs would lead
to final states indistinguishable from those of tt̄H production. In this context, measurement of
the tt̄H production cross section has the potential to distinguish the SMHiggs mechanism from
alterative mechanisms to generate fermion masses.

Various dedicated searches for tt̄H production have been conducted during Run I of the LHC.
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2 1 Introduction

The CMS searches employ pp collision data corresponding to an integrated luminosity of 5 fb−1

at a center-of-mass energy of
√
s = 7 TeV and 19.5 fb−1 at

√
s = 8 TeV. These searches have been

performed studying Higgs boson decays to hadrons, photons, and leptons using multivariate
analysis (MVA) techniques, showing a mild excess of the observed tt̄H signal strength relative
to the SM expectation of µ = σ/σSM = 2.8± 1.0 [20]. A similar excess of µ = 2.1+1.4

−1.2 is observed
in a search for tt̄H production in multilepton final states with 20.3 fb−1 of ATLAS data at

√
s =

8 TeV [21].

The CMS search results have also entered a comprehensive test of the compatibility of theHiggs
boson couplings with SMpreditions [6]. The sensitivity for the tt̄H process in theH → bb decay
channel was further increased by employing the matrix element method (MEM) [22], resulting
in an observed (expected) upper limit of µ = 4.3 (3.3) at 95% confidence level. The current best
observed (expected) upper limit on tt̄H production in the H → bb decay channel amounts to
µ = 3.4 (2.2). It was obtained by the ATLAS collaboration using 20.3 fb−1 of pp collision data
at

√
s = 8 TeV [23].

The observation of tt̄H production is one of the major goals in Higgs boson physics for Run II.
The increased center-of-mass energy of

√
s = 13 TeV results in a tt̄H production cross section

3.9 times larger than at
√
s = 8 TeV, while the cross section for the most important background,

tt production, is only increased by a factor of 3.3 [24], resulting in a more favorable signal-to-
background ratio. In addition, a larger fraction of events contains top quarks or Higgs bosons
with transverse momenta above 200GeV, making “boosted” jet reconstruction techniques in-
creasingly attractive for tt̄H studies [25].

This document summarizes a search for tt̄H production performedwith 2.7 fb−1 of data recorded
with the CMS detector during the first data-taking period of LHC Run II in 2015. Analysis
methods established in Run I have been significantly improved, and novel methods have been
added. In particular, the strengths of two multivariate techniques, one physics-motivated (ma-
trix element method, MEM), and one from machine learning (boosted decision trees, BDT),
have been combined to obtain a more powerful discriminant.

The event selection is adapted to tt̄H events with the decay of the Higgs boson into a bb pair
and lepton+jets as well as dilepton decays of the tt pair, resulting in the final state ℓν qq′ bb
(ℓ+ν ℓ−ν bb) for lepton+jets (dilepton) tt decays, where ℓ = e, µ. Events are split into mutu-
ally exclusive categories according to the number of reconstructed jets and the number of jets
identified as coming from the hadronization of b quarks (b tagging). A further category is
added with events in which “boosted” jets are identified as coming from hadronic top quark
or H → bb decays. In each category signal and background processes are separated employing
BDTs which use the kinematic properties of jets and charged leptons, the b tagging probability,
invariant masses and angular correlations of combinations of jets and leptons, as well as ob-
servables characterizing the event shape as inputs. The MEM discriminants are either used as
input to the BDTs or the BDTs are employed to define categories in which the MEM output is
used as the final discriminant. From a combined profile-likelihood fit of discriminant templates
to data in all categories, an upper limit on the signal strength modifier µ is obtained.

This document is structured as follows: in Section 3, the data samples and simulated data sam-
ples are described. The basic selection of analysis objects and events is discussed in Section 4.
The general analysis strategy and background estimation methods are introduced in Section 5.
The influence of systematic uncertainties is studied in Section 6. Results of the studies are
presented and their statistical interpretation is given in Section 7, followed by conclusions in
Section 8.
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3

2 The CMS Detector
The central feature of the CMS apparatus is a superconducting solenoid of 6m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
sections. Forward calorimeters extend the pseudorapidity coverage provided by the barrel and
endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-
return yoke outside the solenoid. A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the relevant kinematic variables, can be
found in Ref. [26].

3 Data and Simulation Samples
This analysis is performed using samples of proton-proton (pp) collisions at

√
s = 13 TeV,

which are collected with the CMS detector in 2015 and correspond to a total integrated lumi-
nosity of 2.7 fb−1.

Monte Carlo (MC) event generators, interfaced with a detailed detector simulation, are used to
model experimental effects, such as reconstruction and selection efficiencies, as well as detector
resolutions. The CMS detector response is simulated using GEANT4 (v. 9.4) [27].

For the simulation of the reference tt̄H signal sample, the next-to-leading-order (NLO) event
generator POWHEG (v. 2) [28, 29] is used. The value of the Higgs boson mass is assumed to
be 125GeV, while the top quark mass value is set to 172.5GeV. The proton structure is de-
scribed by the parton distribution functions (PDF) NNPDF3.0 [30]. The generated events are
subsequently processed with PYTHIA (v. 8.2) [31] for parton showering and hadronization.

Standard model backgrounds are simulated using POWHEG, MG5 aMC@NLO (v. 2.2.2) [32],
or PYTHIA, depending on the process. The main background contribution originates from tt
production, the production of W and Z/γ∗ bosons with additional jets (referred to as W+jets
and Z+jets or commonly as V+jets in the following), single top quark production (tW channel),
and diboson (WW, WZ, and ZZ) processes, and tt production in association with a W or Z bo-
son (referred to as tt +W and tt +Z or commonly as tt +V in the following). Both the tt and the
single top quark samples are simulated with POWHEG. The V+jets and tt +V samples are sim-
ulated with the NLO generator MG5 aMC@NLO, where for the V+jets samples the matching
of matrix-element jets to parton showers is performed using the FxFx [33] prescription. In con-
trast, PYTHIA is used to simulate diboson events. Parton showering and hadronization are also
simulated with PYTHIA in all the background samples. The PYTHIA CUETP8M1 tune [34, 35] is
used to characterize the underlying event in both the tt̄H signal and the background samples.

For comparison with the measured distributions, the events in the simulated samples are nor-
malized to an integrated luminosity of 2.7 fb−1, according to their predicted cross sections.
These are taken from theoretical calculations at next-to-next-to-leading order (NNLO, for V+jets
production), approximate NNLO (single top quark tW channel [36]), and NLO (diboson pro-
duction [37] and tt +V production [38]). The tt̄H cross section [24, 39–42] and Higgs boson
branching fractions [43–46] used in the analysis also have NLO accuracy. The tt simulated sam-
ple is normalized to the full NNLO calculation with resummation to next-to-next-to-leading-
logarithic accuracy (NNLL) [47–53], assuming a top quark mass value of 172.5GeV and using
the NNPDF3.0 PDF set. This sample is further separated into the following processes based on
the flavor of additional jets that do not orginate from the top quark decays in the event: tt̄+bb̄,
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4 4 Object and Event Selection

defined at generator level as the events in which two additional b jets are generated within the
acceptance requirements (cf. Section 4) and originate from one or more overlapping B hadrons;
tt̄+b, for which only one additional b jet originates from a single B hadron; tt̄+2b, which corre-
sponds to events with two additional B hadrons that are close enough in direction to produce
a single b jet; tt̄+cc̄, for which events have at least one c jet within acceptance and no additional
b jets; tt +light flavor (lf), which correspond to events that do not belong to any of the above
processes. The separation is motivated by the fact that different sub-samples originate from
different physics processes and have different systematic uncertainties. A similar separation
strategy has been followed by the ATLAS collaboration [23].

Effects from additional pp interactions in the same bunch crossing (pileup) are modeled by
adding simulated minimum-bias events (generated with PYTHIA) to all simulated processes.
The pileup multiplicity distribution in simulation is reweighted to reflect the luminosity pro-
file of the observed pp collisions. Correction factors described in Section 4 are applied where
necessary to improve the description of the data by the simulation.

4 Object and Event Selection
The event selection is consistent with the production of a Higgs boson in association with a
top quark-antiquark pair. In this analysis, only the cases in which the Higgs boson decays into
a bottom quark-antiquark pair are considered. In the SM, the top quark is expected to decay
into a W boson and a b quark nearly 100% of the time. Hence different tt decay modes can
be identified according to the subsequent decays of the W bosons. Two tt decay modes are
considered: the lepton+jets mode (tt → ℓν qq′ bb), where one W boson decays into a charged
lepton and a neutrino, and the dilepton mode (tt → ℓ+ν ℓ−ν bb), where both W bosons decay
into a charged lepton and a neutrino. These signatures imply the presence of isolated leptons
(ℓ = e, µ), missing transverse momentum owing to the neutrinos from W boson decays, and
highly energetic jets originating from the final-state quarks. The heavy-quark content of the
jets is identified through b tagging techniques.

At trigger level, events in the lepton+jets channel are required to contain an electron (muon)
with transverse momentum (pT) threshold of pT > 27GeV (pT > 20GeV). For electrons a
pseudorapidity range of |η| < 2.1 is required. Events in the dilepton channel are required to
contain two leptons fulfilling pT thresholds between 8GeV and 17GeV and isolation criteria.
Events are reconstructed using a particle-flow (PF) technique [54, 55], which combines signals
from all sub-detectors to enhance the reconstruction performance by identifying individual
particle candidates in pp collisions. Charged hadrons from pileup events are subtracted event-
by-event. Subsequently, the remaining neutral-hadron pileup component is subtracted at the
level of jet energy corrections [56].

The electron and muon candidates are required to be sufficiently isolated from nearby jet activ-
ity as follows. For each electron (muon) candidate, a cone of ∆R = 0.3 (∆R = 0.4) is constructed
around the direction of the track at the event vertex, where ∆R is defined as

√
(∆η)2 + (∆φ)2,

and ∆η and ∆φ are the distances in pseudorapidity and azimuthal angle. Excluding the con-
tribution from the lepton candidate, the scalar sum of the pT of all particle candidates inside
∆R consistent with arising from the chosen primary event vertex is calculated to define a rela-
tive isolation discriminant, Irel, through the ratio of this sum to the pT of the lepton candidate.
Electron candidates are selected if they have values of Irel < 0.15, while muons are selected
if they fulfill Irel < 0.15 in the lepton+jets channel and Irel < 0.25 in the dilepton channel. In
addition, electrons from identified photon conversions are rejected. To further increase the pu-
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rity of muons originating from the primary interaction and to suppress misidentified muons
or muons from decay-in-flight processes, additional quality criteria, such as a minimal number
of hits associated with the muon track, are required in both the silicon tracker and the muon
system. The neutral component from pileup events is subtracted event-by-event based on the
average transverse energy deposited by neutral particles in the event, which is removed from
the transverse energy in the isolation cone.

For the lepton+jets channel, events are selected containing exactly one energetic, isolated lep-
ton (e or µ), which is required to have pT > 25GeV or pT > 30GeV in the case of the µ or
e, respectively, and |η| < 2.1 (but excluding electrons within a small region of |η| between
the barrel and endcap sections of the ECAL). For the dilepton channel, events are required to
have a pair of oppositely charged energetic leptons (e+e−, µ+µ−, µ±e∓). The leading lepton
is required to have pT > 20GeV and the subleading lepton pT > 15GeV, and both leptons
are required to fulfill |η| < 2.4. The invariant mass of the selected lepton pair is required to
be larger than 20 GeV to suppress events from heavy-flavor resonance decays and low-mass
Drell–Yan processes. In the same-flavor channels, events are rejected if the dilepton invariant
mass is within the region 76GeV < mℓℓ < 106GeV, thereby suppressing further contribution
from Z+jets processes.

Jets are reconstructed from the PF particle candidates using the anti-kT clustering algorithm [57]
with a distance parameter of 0.4, optimized for the running conditions at the higher center-of-
mass energy in LHC Run II. The jet energy is corrected for pileup in a manner similar to that
used to find the energy within the lepton isolation cone. Jet energy corrections are also applied
as a function of jet pT and η [58] to data and simulation. Events in the lepton+jets channel are
required to have at least four reconstructed jets with pT > 30GeV and |η| < 2.4. In the dilepton
channels, at least three jets with pT > 20GeV and |η| < 2.4 are required, from which the two
leading jets must satisfy pT > 30GeV.

Jets originating from the hadronization of b quarks are identified using a combined secondary
vertex algorithm (CSV) [59], which provides a b tagging discriminant by combining identified
secondary vertices and track-based lifetime information. A discriminant value is chosen such
that the efficiency for tagging jets from b (c) quarks is ≈70% (20%), while the probability of
tagging jets originating from light-flavor quarks (u, d, or s) or gluons is around 1%. The shape
of the CSV discriminant distribution in simulation is corrected by scale factors to better describe
the efficiency observed in the data [60]. This correction is derived separately for light-flavor
and b jets from a “tag-and-probe” approach using control samples enriched in events with a Z
boson and exactly two jets, and tt events in the eµ channel with no additional jets. At least two
b-tagged jets are required.

In the lepton+jets channel, a dedicated reconstruction of the hadronically decaying top quark
and the H boson is performed, targeting at the case of high pT where their decay products
are strongly collimated and potentially clustered within one jet (referred to as ‘boosted’ in the
following). The reconstruction is based on the HEP Top Tagger [61–63] and subjet-filterjet algo-
rithm [64] techniques, respectively. All PF particle candidates in the event except the one iden-
tified as lepton are clustered into large-radius jets with the Cambridge/Aachen algorithm [65]
with a cone-size parameter of 1.5. The presence of the t → bqq and H → bb decay products
within the jet is inferred by successively reverting the clustering sequence and searching for
a significant decrease of the invariant mass when splitting into two subjets, and the subjets
eventually obtained are assigned to the t and H → bb final state particles depending on their
CSV discriminant value and their pT. For the final selection, the boosted t and H candidates
are required to have pT > 200GeV and to fulfil a multivariate selection criterion constructed
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6 5 Analysis Strategy and Background Estimation

from kinematic and secondary-vertex information of the subjets, which assesses the agreement
of the candidate with the boosted object hypothesis.

The missing transverse momentum vector ~pmiss
T is defined as the projection on the plane per-

pendicular to the beams of the negative vector sum of the momenta of all reconstructed par-
ticles in an event. Its magnitude is referred to as Emiss

T . In the dilepton same-flavor channels,
events are required to fulfill Emiss

T > 40GeV.

Signal tt̄H events are generally characterized by having more jets and more b-tags than the
background processes. Events are then divided into categories based on the number of jets, the
number of b-tagged jets, and the presence of boosted objects to improve the sensitivity of the
analyses. For the lepton+jets channel, events are separated into the following seven categories:
if both a boosted t and H are selected, events are assigned to the ‘boosted category’, else events
are assigned to either of the ≥ 6 jets, 2 b-tags; 4 jets, 3 b-tags; 5 jets, 3 b-tags; ≥ 6 jets, 3 b-tags;
4 jets,≥ 4 b-tags; 5 jets,≥ 4 b-tags and ≥ 6 jets,≥ 4 b-tags categories. For the dilepton chan-
nel, events are divided into five categories: 3 jets, 2 b-tags; 3 jets, 3 b-tags; ≥ 4 jets, 2 b-tags;
≥ 4 jets, 3 b-tags and ≥ 4 jets,≥ 4 b-tags.

Tables 1 and 2 show the predicted and observed event yields after the event selection in the
lepton+jets and dilepton channels, respectively. The tables are sub-divided into the different jet
and b-tag categories used in each channel. The expected and observed yields agree well in all
final states across the different categories of jets and b-tags.

5 Analysis Strategy and Background Estimation
Boosted decision trees and a matrix element method are used to further improve the signal-to-
background separation in all channels of the analysis. Both techniques are combined into one
single discriminant, which exploits the strenghts of both methods. This is a new feature of this
analysis compared to previous CMS results [20, 22].

The BDTs utilize information related to object kinematics, event shape, the CSV b-tag discrimi-
nant, variables specific to the boosted object reconstruction, and in some cases also the output of
the MEM described below. A separate BDT is trained for each category, resulting in eight BDTs
in the lepton+jets and five in the dilepton channel. The training is performed using simulated
tt̄H and tt̄+jets events as signal and background, respectively, which are weighted to achieve
equal yields of signal and background events in each category. In order to avoid overopti-
mization, the signal and background events are split in half: one half is used to perform the
training, and the other half is used in the final analysis to monitor the performance and derive
the expected limits. The specific BDTmethod used is the stochastic Gradient Boost, available as
part of the TMVA package in ROOT [66]. The choice of BDT input variables as well as the tree
architecture is optimized separately in each category with a procedure based on the particle
swarm algorithm [67]. A description of the input variables is provided in Appendices A and B
for each category of the lepton+jets and the dilepton channel, respectively.

Within the MEM, each event is assigned a probability density value computed from the four-
momenta of the reconstructed particles, which is based on the differential cross section of the
signal or background process. The MEM discriminant is constructed as ratio of the probabil-
ity density values of the signal and background hypothesis. The deployed algorithm is an
improved version of the method described in [22]. The probability density functions are con-
structed at LO, assuming gluon-gluon fusion production both for signal and background pro-
cesses. The tt̄+ bb̄ matrix elements have been found to provide similar discrimination power
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Table 1: tt̄H and background event yields for the lepton+jets categories. The processes and the
separation of the tt +jets sample are described in Section 3.

Process ≥ 6 jets, 2 b-tags 4 jets, 3 b-tags 5 jets, 3 b-tags ≥ 6 jets, 3 b-tags
tt+lf 5359.3 ± 1226.3 2026.1 ± 651.4 1000.2 ± 352.9 589.5 ± 199.7
tt+ cc 1722.2 ± 849.5 363.2 ± 190.9 368.1 ± 191.3 396.6 ± 209.5
tt+b 393.7 ± 188.2 203.1 ± 92.5 199.6 ± 90.8 170.8 ± 81.4
tt+2b 165.2 ± 81.2 78.9 ± 38.0 87.2 ± 40.7 97.3 ± 46.8
tt+ bb 226.4 ± 113.2 75.8 ± 35.3 114.1 ± 52.3 183.7 ± 86.7
Single Top 283.0 ± 49.0 115.3 ± 30.8 76.2 ± 19.5 47.5 ± 12.7
V+jets 130.5 ± 35.2 38.6 ± 17.8 22.8 ± 10.4 13.6 ± 6.4
tt+V 43.5 ± 8.2 4.3 ± 1.2 6.4 ± 1.8 10.0 ± 2.7
Diboson 2.8 ± 1.3 2.1 ± 1.3 0.9 ± 0.5 0.2 ± 0.3
Total bkg 8326.7 ± 1788.6 2907.4 ± 836.5 1875.5 ± 534.7 1509.1 ± 423.7
tt̄H 29.6 ± 2.1 7.4 ± 1.0 10.9 ± 1.2 16.7 ± 2.1
Data 7185 2793 1914 1386
S/B 0.0036 0.0026 0.0059 0.011
Data/B 0.9 ± 0.2 1.0 ± 0.3 1.0 ± 0.3 0.9 ± 0.3

Process 4 jets,≥ 4 b-tags 5 jets,≥ 4 b-tags ≥ 6 jets,≥ 4 b-tags boosted
tt+lf 17.8 ± 10.8 17.7 ± 10.9 17.6 ± 11.3 45.1 ± 9.4
tt+ cc 11.6 ± 8.2 22.1 ± 15.4 35.9 ± 24.9 21.8 ± 12.0
tt+b 8.4 ± 4.4 14.8 ± 7.7 20.0 ± 10.9 10.3 ± 5.5
tt+2b 3.5 ± 1.9 6.9 ± 3.7 12.3 ± 6.9 12.3 ± 6.6
tt+ bb 10.1 ± 4.9 28.8 ± 13.9 73.4 ± 36.6 17.0 ± 8.4
Single Top 2.5 ± 1.1 4.3 ± 1.4 5.5 ± 2.0 7.0 ± 1.7
V+jets 1.0 ± 0.8 0.9 ± 0.8 1.4 ± 0.7 2.5 ± 0.8
tt+V 0.3 ± 0.1 0.7 ± 0.3 1.6 ± 0.6 0.9 ± 0.3
Diboson 0.0 ± 0.0 0.1 ± 0.1 0.0 ± 0.0 0.1 ± 0.1
Total bkg 55.2 ± 23.0 96.5 ± 37.6 167.6 ± 65.7 117.0 ± 24.9
tt̄H 0.9 ± 0.2 2.7 ± 0.6 5.9 ± 1.4 2.2 ± 0.3
Data 75 104 150 104
S/B 0.017 0.028 0.035 0.019
Data/B 1.4 ± 0.5 1.1 ± 0.4 0.9 ± 0.4 0.9 ± 0.2

Table 2: tt̄H and background event yields for dilepton categories. The processes and the sepa-
ration of the tt +jets sample are described in Section 3.

3 jets, 2 b-tags 3 jets, 3 b-tags ≥ 4 jets, 2 b-tags ≥ 4 jets, 3 b-tags ≥ 4 jets,≥ 4 b-tags
tt+lf 2558.6 ± 542.7 26.6 ± 10.5 2271.6 ± 505.0 60.3 ± 25.6 0.9 ± 0.8
tt+ cc 220.9 ± 103.4 22.7 ± 13.6 478.4 ± 234.4 78.4 ± 45.4 3.4 ± 2.9
tt+b 65.4 ± 28.5 21.4 ± 10.2 126.2 ± 57.7 52.2 ± 25.1 2.7 ± 1.6
tt+2b 16.9 ± 7.6 6.6 ± 3.1 42.9 ± 20.2 22.3 ± 10.7 1.2 ± 0.7
tt+ bb 8.6 ± 4.2 3.6 ± 1.8 48.9 ± 23.7 39.8 ± 18.8 13.4 ± 7.1
Single Top 93.2 ± 16.7 3.0 ± 1.0 87.6 ± 15.8 7.3 ± 2.5 0.4 ± 0.4
V+jets 14.5 ± 11.0 1.3 ± 0.8 16.0 ± 7.4 0.0 ± 0.0 0.0 ± 0.0
tt+V 3.6 ± 0.9 0.3 ± 0.2 16.4 ± 3.2 3.2 ± 0.9 0.5 ± 0.2
Diboson 1.7 ± 0.9 0.0 ± 0.0 1.2 ± 1.0 0.1 ± 0.0 0.0 ± 0.0
Total bkg 2983.4 ± 590.4 85.6 ± 25.6 3089.2 ± 650.6 263.6 ± 79.9 22.5 ± 9.8
tt̄H 1.4 ± 0.2 0.4 ± 0.1 8.1 ± 1.1 3.6 ± 0.6 1.0 ± 0.3
Data 3123 115 2943 319 27
S/B 0.00047 0.0051 0.0026 0.014 0.046
Data/B 1.0 ± 0.2 1.3 ± 0.4 1.0 ± 0.2 1.2 ± 0.3 1.2 ± 0.5
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8 6 Systematic Uncertainties

against all background subprocesses and are solely used to model the background. Hadroniza-
tion and detector effects are taken into account via transfer functions derived from simulation,
which map the measured four-momenta to the final-state particles in the matrix element. In
each event, only the four jets that most likely originate from b quarks are considered explicitly
when evaluating the probability densities; contributions from further jets are marginalized by
integration. The four jets are selected using the likelihood ratio between the hypotheses that
four or two jets in the event arose from b quarks and the rest from light quarks, based on the
expected b-tagging probability densities from simulation.

The BDT and MEM discriminants perform slightly differently in terms of signal and back-
ground separation. While the BDT achieves in a slightly better separation against the inclusive
tt background, the MEM is by construction especially powerful in separating against the chal-
lenging tt̄+ bb̄ background. The correlation between the BDT and MEM discriminants have
been studied in different control regions in data and found to be well-modeled by the simula-
tion. In the lepton+jets channel, the two discrinants are combined with the scheme described
below. This results in the best sensitivity, and it is robust against binning effects and overopti-
mization.

In the two and three b-tag categories, a BDT is used as final discriminant, which includes the
MEM as input variable (in the three b-tags categories). These categories contain a relatively
large number of events, which is favourable for training the BDT.

In the categories with four or more b-tags, events are further separated into two sub-categories,
one with low and one with high BDT output, defined by the median of the BDT output distri-
bution. In each sub-category, the MEM is used as final discriminant. The high BDT output sub-
category is expected to be enhanced with signal events, and the MEM discriminant achieves
additional separation against the residual tt̄+ bb̄ background contributions. The choice of the
median contributes to a robust result by ensuring a sufficient number of events in each sub-
category.

In the boosted category, which contains the events in which both a boosted top quark and a
boosted Higgs boson candidate are reconstructed and identified, a BDT is used as final discrim-
inant. Important input variables are derived from the reconstructed tt and H → bb system, for
example the invariant mass of the two b jets assigned to the Higgs boson decay. The sensitiv-
ity in the boosted category benefits from reduced combinatorics when assigning reconstructed
objects to the top quark and Higgs boson decay products.

The final discriminant outputs provide better discrimination between signal and background
than any of the input variables individually. The output distributions of the background and
signal processes are fit to the data simultaneously in all channels and categories to set limits on
the Higgs boson production cross section, as described in Section 7.

6 Systematic Uncertainties
In Table 3, all sources of systematic uncertainties considered in the analysis are listed. They
affect either the yields of the signal or background processes, or the discriminant shape, or
both. In the last case, the yield and shape effects are treated as entirely correlated and are
varied simultaneously. The uncertainties are taken into account via nuisance parameters in the
final fit procedure described in Section 7.

The effect of the uncertainties is evaluated individually in each category of each analysis chan-
nel, where the effects from the same source are treated as fully correlated. The impact of the sys-
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Table 3: Systematic uncertainties considered in the analysis.
Source Type Remarks
Luminosity rate Signal and all backgrounds
Lepton ID/trigger efficiency shape Signal and all backgrounds
Pileup shape Signal and all backgrounds
Jet energy scale shape Signal and all backgrounds
b-tag HF fraction shape Signal and all backgrounds
b-tag HF stats (linear) shape Signal and all backgrounds
b-tag HF stats (quadratic) shape Signal and all backgrounds
b-tag LF fraction shape Signal and all backgrounds
b-tag LF stats (linear) shape Signal and all backgrounds
b-tag LF stats (quadratic) shape Signal and all backgrounds
b-tag charm (linear) shape Signal and all backgrounds
b-tag charm (quadratic) shape Signal and all backgrounds
QCD scale (tt̄H) rate Scale uncertainty of NLO tt̄H prediction
QCD scale (tt) rate Scale uncertainty of NLO tt prediction
QCD scale (tt̄+hf) rate Additional scale uncertainty of NLO tt̄+hf predictions
QCD scale (t) rate Scale uncertainty of NLO single t prediction
QCD scale (V) rate Scale uncertainty of NNLO W and Z prediction
QCD scale (VV) rate Scale uncertainty of NLO diboson prediction
pdf (gg) rate Pdf uncertainty for gg initiated processes except tt̄H
pdf (gg tt̄H) rate Pdf uncertainty for tt̄H
pdf (qq̄) rate PDF uncertainty of qq̄ initiated processes (tt W, W, Z)
pdf (qg) rate PDF uncertainty of qg initiated processes (single t)
Q2 scale (tt) shape Renormalization and factorization scale uncertainties of

the tt ME generator, independent for additional jet fla-
vors

PS Scale (tt) shape Renormalization and factorization scale uncertainties of
the parton shower (for tt events), independent for addi-
tional jet flavors
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10 6 Systematic Uncertainties

tematic variations differ between the categories. As an example, the change in background and
signal event yield due to the different uncertainties is listed in Table 4 for the ≥ 6 jets, 3 b-tags
category of the lepton+jets channel, which shows high sensitivity and at the same time contains
a relatively large number of events such that the variations are statistically significant.

Table 4: Specific effect of systematic uncertainties that affect the discriminant shape on the
predicted background and signal yields for events in the ≥ 6 jets, 3 b-tags category of the lep-
ton+jets channel. Here, only the sum of the largest background processes, tt̄+lf, tt̄+b, tt̄+2b,
tt̄+bb̄, and tt̄+cc̄, are considered.

Process tt rate up/down [%] tt̄H rate up/down [%]
Jet energy Scale +11.3/− 10.1 +7.7/− 7.0
Jet energy Resolution −0.1/+ 0.1 −0.1/+ 0.1
Pile-Up −0.1/+ 0.0 +0.1/− 0.2
Electron Efficiency +1.6/− 1.6 +1.6/− 1.6
Muon Efficiency +1.2/− 1.2 +1.2/− 1.2
b-Tag HF contamination −3.5/+ 8.4 +0.2/+ 0.6
b-Tag HF stats (linear) −6.4/+ 6.2 −5.3/+ 4.9
b-Tag HF stats (quadratic) +4.2/− 4.4 +3.3/− 3.6
b-Tag LF contamination +7.1/− 5.1 +5.5/− 4.2
b-Tag LF stats (linear) −3.2/+ 6.5 −0.6/+ 1.1
b-Tag LF stats (quadratic) +0.5/+ 1.2 −0.8/+ 1.1
b-Tag charm Uncertainty (linear) −12.6/+ 16.9 −0.6/+ 0.7
b-Tag charm Uncertainty (quadratic) +1.4/− 1.4 +0.0/− 0.0
Q2 scale (tt̄+lf) −1.9/+ 2.8 −
Q2 scale (tt̄+b) −0.6/+ 0.9 −
Q2 scale (tt̄+2b) −0.5/+ 0.8 −
Q2 scale (tt̄+bb̄) −0.9/+ 1.3 −
Q2 scale (tt̄+cc̄) −1.6/+ 2.4 −
PS scale (tt̄+lf) 4.4/− 8.7 −
PS scale (tt̄+b) −1.3/+ 0.8 −
PS scale (tt̄+2b) −1.0/+ 0.4 −
PS scale (tt̄+bb̄) −2.0/+ 1.3 −
PS scale (tt̄+cc̄) −4.3/+ 2.3 −

The uncertainty in the luminosity estimate is 2.7% [68]. Electron and muon identification and
trigger efficiency uncertainties were estimated by comparing variations in measured efficiency
between data and MC simulation using a high-purity sample of Z-boson decays and are found
to be 2–4%. Effects of the uncertainty in the distribution of the number of pileup interactions
are evaluated by varying the cross section used to predict the number of pileup interactions
in MC by ±5% from its nominal value. The uncertainty of the jet energy scale [58] (resolu-
tion) are evaluated by varying the energy scale (resolution) correction of all jets in the signal
and background predictions by one standard deviation. The uncertainty of the CSV b-tagging
scale factors is evaluated by applying alternative scale factors based on varying the following
systematic effects by one standard deviation, separately for the different jet flavors: the con-
tamination of background processes in the control samples, the jet energy scale uncertainty —
which is correlated with the overall jet energy scale uncertainty — and the statistical uncer-
tainty in the scale factor evaluation. The impact of the latter one is parameterized as the sum
of two orthogonal contributions: a linear and a quadratic term, which allow an overall tilt and
a shift of the center of CSV distribution, respectively. Both for the jet energy scale and for the
b-tagging scale factor uncertainties, the event categorization and successive evaluation of the
discriminant is re-evaluated after applying the systematic variations to account for migration
effects.
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Theoretical uncertainties of the cross sections used to predict the rates of various processes
are propagated to the yield estimates. All rates are estimated using cross sections of at least
NLO accuracy, which have uncertainties arising primarily from PDFs and the choice of factor-
ization and renormalization scales (both in the matrix element and the parton shower). The
cross section uncertainties are each separated into their PDF and scale components and corre-
lated where appropriate between processes. For example, the PDF uncertainty for processes
originating primarily from gluon-gluon initial states, such as tt and tt̄H production, are treated
as 100% correlated. The tt̄+bb̄ process, and to lesser extent the tt̄+2b, tt̄+b, and tt̄+cc̄ produc-
tion, represent important sources of irreducible background. Neither control region studies nor
higher-order theoretical calculations can currently constrain the normalization of these contri-
butions to better than 50% accuracy; therefore a conservative extra 50% rate uncertainty is
assigned to the tt +heavy-flavor processes. This rate uncertainty has the largest impact on the
median expected limit; omitting it in the computation improves the limit by approximately
10%. The effect of the scale uncertainties on the discriminant output shape is also taken into
account for the tt̄+jets production using event weights obtained directly from theMC generator
in case of the matrix element and dedicated samples generated with different scale choices in
case of the parton shower. The factorization and renormalization scales of the matrix element
generator and also the scales of the initial-state radiation and the final-state radiation of the
parton shower of the general-purpose MC event generator are varied simultaneously by a fac-
tor of 0.5 and 2. These scale variations are treated as uncorrelated between the matrix element
generator and the general-purpose MC event generator. The rate and shape variation due to
the PDF uncertainty has been evaluated by comparing the results to those obtained when us-
ing the sub-PDFs of the NNPDF set and taking into account that the sub-PDFs should have
Gaussian-distributed deviations from the nominal PDF. Since the rate and shape uncertainties
due to the used NNPDF PDF set have been found to be negligible for the final discriminants
and output variables, these uncertainties have not been propagated into the final analysis.

The impact of statistical fluctuations in the signal and background prediction due to the limited
number of simulated events is accounted for using the approach described in [69, 70].

7 Results and Statistical Interpretation
The signal strength modifier µ = σ/σSM for the tt̄H production cross section is determined in
a simultaneous binned maximum-likelihood fit to data in all analysis categories. The distribu-
tions of the final discriminant in all analysis categories before the fit to data are displayed in
Figs. 2 to 4. The fit procedure takes into account sytematic uncertainties that modify the shape
and normalization of the distribution, as described in Section 6. The distributions of the final
discriminant after the fit are shown in Figs. 5 to 7. The value obtained for µ is both compatible
with the SM expectation and no signal, therefore an upper limit at 95% confidence level (CL) is
determined using a modified frequentist CLs method [71, 72].

The expected and observed upper limits at the 95% CL on µ under the background-only hy-
pothesis in each channel are listed in Table 5. A Higgs-boson mass of mH = 125GeV has been
assumed in the signal model. The limits in each individual category are listed in Appendices A
and B for the lepton+jets and the dilepton channel, respectively.

When combining all categories and channels, we obtain an observed (expected) upper limit of
µ < 2.6 (3.6) at the 95% confidence level. The best-fit value of µ is−2.0+1.8

−1.8, which is 1.7 standard
deviations from the standard model expectation of µ = 1. The upper limits and best-fit values
are illustrated in Fig. 8.
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Figure 2: Final discriminant shapes in the different analysis categories in the lepton+jets chan-
nel before the fit to data. The expected background contributions (filled histograms) are
stacked, and the expected signal distribution (line) for a Higgs-boson mass of mH = 125GeV
is superimposed. Each contribution is normalized to an integrated luminosity of 2.7 fb−1, and
the signal contribution is additionally scaled by a factor of 15 for better readability. The distri-
butions in data (markers) are also shown. In the top row the ≥ 6 jets 2 b-tag, the 4 jets 3 b-tag,
and the 5 jets 3 b-tag category are shown. Below are the ≥ 6 jets 3 b-tag category, the 4 jets 4
b-tag category with low BDT output, and the 4 jets 4 b-tag category with high BDT output.

Table 5: Best-fit value of the signal strength modifier µ and expected and observed 95% CL
upper limits (UL) in the lepton+jets and dilepton channels as well as the combined results. The
one standard deviation (±1σ) confidence intervals of the best-fit value and the expected limit
is also quoted. Expected limits are calculated with the asymptotic method [73].

Channel Best-fit µ Observed UL Expected UL

Lepton+jets −0.4+2.1
−2.1 4.0 4.1+1.8

−1.2

Dilepton −4.7+3.7
−3.8 5.2 7.7+3.6

−2.3

Combined −2.0+1.8
−1.8 2.6 3.6+1.6

−1.1
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Figure 3: Final discriminant shapes in the different analysis categories in the lepton+jets chan-
nel before the fit to data. The expected background contributions (filled histograms) are
stacked, and the expected signal distribution (line) for a Higgs-boson mass of mH = 125GeV is
superimposed. Each contribution is normalized to an integrated luminosity of 2.7 fb−1, and the
signal contribution is additionally scaled by a factor of 15 for better readability. The distribu-
tions in data (markers) are also shown. In the top row the 5 jets 4 b-tag with low BDT output,
the 5 jets 4 b-tag category with high BDT output, and the 6 jet category with low BDT output is
shown. Below are the 6 jets 4 b-tag category with high BDT output, and the boosted category.
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Figure 4: Final discriminant shapes in all analysis categories in the dilepton channel before the
fit to data. In the top row the 3 jets, 2 b-tags, 3 jets, 3 b-tags, and ≥ 4 jets, 2 b-tags are shown.
Below are the ≥ 4 jets, 3 b-tags and ≥ 4 jets,≥ 4 b-tags categories. The expected background
contributions (filled histograms) are stacked, and the expected signal distribution (line) for a
Higgs-boson mass of mH = 125GeV is superimposed. Each contribution is normalized to an
integrated luminosity of 2.7 fb−1, and the signal contribution is additionally scaled by a factor
of 15 for better readability. The distributions in data (markers) are also shown.
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Figure 5: Final discriminant shapes in the different analysis categories in the lepton+jets chan-
nel after the fit to data. The expected background contributions (filled histograms) are stacked,
and the expected signal distribution (line) for a Higgs-bosonmass ofmH = 125GeV is superim-
posed. Each contribution is normalized to an integrated luminosity of 2.7 fb−1, and the signal
contribution is additionally scaled by a factor of 15 for better readability. The distributions in
data (markers) are also shown. In the top row the 5 jets 4 b-tag with low BDT output, the 5 jets
4 b-tag category with high BDT output, and the 6 jet category with low BDT output is shown.
Below are the 6 jets 4 b-tag category with high BDT output, and the boosted category.
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Figure 6: Final discriminant shapes in the different analysis categories in the lepton+jets chan-
nel after the fit to data. The expected background contributions (filled histograms) are stacked,
and the expected signal distribution (line) for a Higgs-bosonmass ofmH = 125GeV is superim-
posed. Each contribution is normalized to an integrated luminosity of 2.7 fb−1, and the signal
contribution is additionally scaled by a factor of 15 for better readability. The distributions in
data (markers) are also shown. In the top row the 5 jets 4 b-tag with low BDT output, the 5 jets
4 b-tag category with high BDT output, and the 6 jet category with low BDT output is shown.
Below are the 6 jets 4 b-tag category with high BDT output, and the boosted category.
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Figure 7: Final discriminant shapes in all analysis categories in the dilepton channel after the
fit to data. In the top row the 3 jets, 2 b-tags, 3 jets, 3 b-tags, and ≥ 4 jets, 2 b-tags are shown.
Below are the ≥ 4 jets, 3 b-tags and ≥ 4 jets,≥ 4 b-tags categories. The expected background
contributions (filled histograms) are stacked, and the expected signal distribution (line) for a
Higgs-boson mass of mH = 125GeV is superimposed. Each contribution is normalized to an
integrated luminosity of 2.7 fb−1, and the signal contribution is additionally scaled by a factor
of 15 for better readability. The distributions in data (markers) are also shown.
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Figure 8: (left) Best-fit values of the signal strength modifiers µ with their ±1σ confidence
intervals. (right) Median expected and observed 95% CL upper limits on µ. The expected
limits are displayed together with ±1σ and ±2σ confidence intervals.

8 Conclusions
A search for the associated production of a Higgs boson and a top quark-antiquark pair (tt̄H)
is performed using the first data recorded with the CMS detector at a center-of-mass energy of
13 TeV in 2015. Candidate events are selected in final states compatible with the Higgs boson
decay H → bb and the lepton+jets or dilepton decay channel of the tt pair. Selected events
are split into mutually exclusive categories according to their tt decay channel and jet content,
including a category for “boosted” jets from hadronic decays of top quarks or H → bb decays
with large transverse momenta. In each category a powerful discriminant is constructed to
separate the tt̄H signal from the tt-dominated background, based on boosted decision trees
and the matrix element method. Using 2.7 fb−1 of pp collsion data an observed (expected)
upper limit on the tt̄H production cross section relative to the SM expectations of µ = 2.6 (3.6)
at the 95% confidence level is obtained.
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A Lepton+Jets Additional Material
In the following, the input variables used to train the BDTs in each category of the lepton+jets
channel are presented. In Tables 6 and 7, all variables used in any of the categories are de-
scribed, and in Table 8, the variables used per category are listed. The expected upper limits
at 95% CL on the signal strength modifier µ under the background-only hypothesis in the lep-
ton+jets channel are listed in Table 9 and displayed in Fig. 9 for the individual categories and
for the combined fit in all categories.

Table 6: Variables used in the BDT training in the lepton+jets channel (continued in Table 7).
Event variable Description
Object and event kinematics
jet 1, 2, 3, 4 pT Jet transverse momenta, jets ordered in pT
HT Scalar sum of transverse momentum for all jets with pT > 30 GeV/c
MET Missing transverse energy
∑ pT(jets,leptons,MET) Sum of the pT of all jets, leptons, and MET
mass(lepton,jet,MET) Invariant mass of the 4-vector sum of all jets, leptons, and MET
avg ∆R(tag,tag) Average ∆R between b-tagged jets
avg ∆η(jet,jet) Average ∆η between jets
max ∆|η| (jet, avg jet |η|) max difference between jet |η| and avg |η| of jets
max ∆|η| (tag, avg jet |η|) max difference between tag |η| and avg |η| of jets
max ∆|η| (tag, avg tag |η|) max difference between tag |η| and avg η of tags
min ∆R(tag,tag) ∆R between the two closest b-tagged jets
M3 Invariant mass of the 3-jet system with largest transverse momentum
min ∆R(lepton,jet) ∆R between the lepton and the closest jet (LJ channel)
mass(lepton,closest tag) Invariant mass of the lepton and the closest b-tagged jet in ∆R (LJ chan-

nel)
closest tagged dijet mass Invariant mass of the two b-tagged jets that are closest in ∆R
tagged dijet mass closest to 125 Invariant mass of the b-tagged pair closest to 125 GeV/c2

best Higgs mass A minimum-chi-squared fit to event kinematics is used to select two b-
tagged jets as top-decay products. Of the remaining b-tagged jets, the
invariant mass of the two with highest ET is saved.√

∆η(tlep, bb)× ∆η(thad, bb) Square root of the product of abs ∆η (leptonic top, bb) and abs ∆η
(hadronic top, bb), where the bb-system and the candidates for the lep-
tonic and hadronic tops are found with the best higgs mass algorithm

(Σ jet pT)/(Σ jet E) Ratio of the sum of the transverse momentum of all jets and the sum of
the energy of all jets

CSVv2IVF b-tag
first- to fifth-highest CSV First- to fifth-highest highest CSVv2IVF discriminator value of all jets
avg CSV (tags/all) Average b-tag discriminator value for b-tagged/all jets
dev from avg CSV (tags) Squared difference between the CSVv2IVF discriminator value of a

given b-tagged jet and the average CSVv2IVF discriminator value
among b-tagged jets, summed over all b-tagged jets

sphericity Sphericity: 3/2(λ2 + λ3) (λi: eigenvalues of momentum tensor)
aplanarity Aplanarity: 3/2λ1 (λi: eigenvalues of momentum tensor)
H1, H2, H3, H4 Fox-Wolfram moments [74]
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20 A Lepton+Jets Additional Material

Table 7: continued from Table 6.
Event variable Description
MEM discriminator
MEM discriminator MEM discriminator
Boosted object and event reconstruction
τ2/τ1 Higgs cand. 2-subjettiness to 1-subjettiness ratio of Higgs candidate fat jet [75]
m(Higgs, di-filterjet) Invariant mass of boosted Higgs candidate reconstructed from filtered

subjets B1 and B2
∆η(top,Higgs) Pseudo rapidity difference between boosted top candidate and boosted

Higgs candidate
MEM discriminator (using subjets) MEM discriminator using the subjets from the boosted top candidate

Table 8: BDT input variable assignment per category in the lepton+jets channel.
≥ 4 jets,≥ 2 b-tags boosted 4 jets, 3 b-tags 4 jets,≥ 4 b-tags

avg ∆R(tag,tag) H1 closest tagged dijet mass
τ2/τ1 of Higgs cand. b-tagging likelihood ratio b-tagging likelihood ratio
third-highest CSV ∑ pT(jets,leptons,MET) ∑ pT(jets,lepton,MET)
fourth-highest CSV MEM discriminator avg ∆R(tag,tag)

∆η(top,Higgs) avg CSV (tags) H3
aplanarity avg CSV (all) jet 1 pT

m(Higgs, di-filterjet) jet 2 pT
min ∆R(tag,tag) jet 4 pT
avg CSV (all)

MEM discriminator (using subjets)
b-tagging likelihood ratio

5 jets, 3 b-tags 5 jets,≥ 4 b-tags
MEM discriminator b-tagging likelihood ratio
avg ∆R(tag,tag) jet 3 pT

min ∆R(lepton,jet) tagged dijet mass closest to 125
b-tagging likelihood ratio avg ∆η(jet,jet)

fourth-highest CSV avg ∆R(tag,tag)
H1 H1

dev from avg CSV (tags) fifth-highest CSV
avg ∆η(jet,jet) (Σ jet pT)/(Σ jet E)
avg CSV (tags)
avg CSV (all)

max ∆|η| (tag, avg jet |η|)
≥ 6 jets, 2 b-tags ≥ 6 jets, 3 b-tags ≥ 6 jets,≥ 4 b-tags
avg ∆η(tag,tag) b-tagging likelihood ratio ∑ pT(jets,leptons,MET)

avg ∆R(tag,tag)
√

∆η(tlep, bb)× ∆η(thad, bb) H3

∆R(jet1, jet2) HT best Higgs mass
b-tagging likelihood ratio MEM discriminator b-tagging likelihood ratio
max ∆|η| (tag, avg tags |η|) ∑ pT(jets,lepton,MET) tagged dijet mass closest to 125

third-highest CSV H1 fifth-highest CSV
sphericity fourth-highest CSV (Σ jet pT)/(Σ jet E)

fourth-highest CSV avg CSV (tags) jet 4 pT
max ∆|η| (tag, avg jet |η|) max ∆|η| (tag, avg jet |η|) sphericity

min ∆R(tag,tag) max ∆|η| (tag, avg tag |η|)
second-highest CSV
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Table 9: Median expected 95% CLs upper limits on µ in the lepton+jets channel, calculated with
the asymptotic method. The upper and lower range of one standard deviation is also quoted.

Category Observed Expected

4 jets, 3 b-tags 14.5 18.6+8.2
−5.5

4 jets, ≥ 4 b-tags high BDT output 35.7 25.6+13.4
−8.1

4 jets, ≥ 4 b-tags low BDT output 86.6 84.2+41.3
−25.8

5 jets, 3 b-tags 16.0 12.3+5.5
−3.6

5 jets, ≥ 4 b-tags high BDT output 7.5 10.3+5.6
−3.4

5 jets, ≥ 4 b-tags low BDT output 35.2 31.9+16.1
−9.9

≥ 6 jets, 2 b-tags 25.4 41.1+21.1
−13.1

≥ 6 jets, 3 b-tags 9.6 7.6+3.3
−2.2

≥ 6 jets, ≥ 4 b-tags high BDT output 9.2 8.3+4.4
−2.7

≥ 6 jets, ≥ 4 b-tags low BDT output 15.4 18.3+9.6
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−1.2
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Figure 9: Visualisation of 95% CL upper limits on µ in the lepton+jets channel. The limits are
calculated with the asymptotic method and displayed as the median and the ±1σ and ±2σ
confidence intervals.
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B Dilepton Additional Material
In the following, the input variables used to train the BDTs in each category of the dilepton
channel are presented. In Table 10, all variables used in any of the categories are described,
and in Table 11, the variables used per category are listed. The expected upper limits at 95%
CL on the signal strength modifier µ under the background-only hypothesis in the dilepton
channel are listed in Table 12 and displayed in Fig. 10 for the individual categories and for the
combined fit in all categories.

Table 10: Variables used in the BDT training in the dilepton channel.
Event variable Description

Object and event kinematics

〈∆Rtag,tag〉 Average ∆R between b-tagged jets

∑ pT jets,leptons Sum of the pT of all jets and leptons

τmax mass
jet,jet Twist angle between jet pair

min ∆Rtag,tag ∆R between the two closest b-tagged jets

max ∆ηtag,tag ∆η between the two furthest b-tagged jets

mmin∆R
jet,jet Invariant mass of jet pair ∆R

Mjj
higgs−like Invariant mass of a jet pair ordered in closeness to a Higgs mass

mmin ∆R
tag,tag Invariant mass of b-tag jet pair with minimum ∆R

pmin ∆R
T tag,tag Sum pT of b-tag jet pair with minimum ∆R

Centrality (tags) Ratio of the sum of the transverse momentum of all b-tagged jets and the sum
of the energy of all b-tagged jets

HT Scalar sum of transverse momentum for all jets

min ∆Rjet,jet ∆R between the two closest jets

median mjet,jet Median invariant mass of all combinations of jet pairs

mmax mass
tag,tag Invariant mass of b-tagged jet pair with maximum invariant mass combination

〈∆Rjet,tag〉 Average ∆R between jets (with at least one b-tagged)

pmin ∆R
T jet,tag Sum pT of jet pair with minimum ∆R between them (with at least one b-tag jet)

τmax mass
jet,tag Twist angle between jet pair (with at least one b-tagged)

mmax pT
jet,tag,tag Invariant mass of the 3-jet systemwith the largest transverse momentumwhere

at least two jets are b-tagged.

Mbj
higgs−like Invariant mass of a jet pair (with at least one b-tagged) ordered in closeness to

a Higgs mass.

CSVv2IVF b-tag

〈d〉tagged/untagged Average CSV b-tag discriminant value for b-tagged/un-b-tagged jets

Event shape

H0, H1, H2, H3, H4 Fox-Wolfram moments [74]
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Table 11: BDT input variable assignment per category in the dilepton channel.

3 jets, 2 b-tags 3 jets, 3 b-tags ≥ 4 jets, 2 b-tags ≥ 4 jets, 3 b-tags ≥ 4 jets,≥ 4 b-tags

〈d〉untagged 〈d〉tagged median mjet,jet min ∆Rtag,tag min ∆Rtag,tag

∑ pT jets,leptons mmin∆R
tag,tag H1/H0(tags) 〈d〉untagged median mjet,jet

τmax mass
jet,jet mmax mass

tag,tag mmin∆R
jet,jet 〈d〉tagged max ∆ηtag,tag

min ∆Rtag,tag max ∆η jet,jet 〈d〉untagged mmin∆R
tag,tag Mjj

higgs−like

max ∆ηtag,tag H4/H0(tags) H2(jets) Mjj
higgs−like Htags

T

mmin∆R
jet,jet H1(jets) ∑ pT jets,leptons max ∆ηtag,tag 〈d〉tagged

Mjj
higgs−like τmax mass

jet,jet 〈∆Rjet,tag〉 〈∆Rjet,tag〉 mmin∆R
jet,tag

mmin∆R
tag,tag ∑ pT jets,leptons Hjets

T H2(tags) mmin∆R
jet,jet

min ∆Rjet,jet mmin∆R
tag,tag ∑ pT jets,leptons mmax mass

tag,tag

Mbj
higgs−like pmin ∆R

T jet,tag τmax mass
tag,tag max ∆η jet,jet

Centrality(jets & leptons) Centrality(jets & leptons)

mmax pT
jet,jet,jet Centrality(tags)

Table 12: Median expected 95% CLs upper limits on µ in the dilepton channel, calculated with
the asymptotic method. The upper and lower range of one standard deviation is also quoted.

Category Observed Expected

3 jets, 2 b-tags 186.0 114.8+52.6
−34.1

≥ 3 jets, 3 b-tags 104.9 48.6+26.2
−15.9

≥ 4 jets, 2 b-tags 32.4 40.1+16.8
−11.3

≥ 4 jets, 3 b-tags 7.4 10.8+5.2
−3.3

≥ 4 jets, ≥ 4 b-tags 9.1 12.2+7.5
−4.3

dilepton combined 5.2 7.7+3.6
−2.3
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Figure 10: Visualisation of 95% CL upper limits on µ in the dilepton channel. The limits are
calculated with the asymptotic method and displayed as the median and the ±1σ and ±2σ
confidence intervals.
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Abstract

Normalized differential top quark pair (tt̄) production cross sections are measured in
proton-proton collisions at a centre-of-mass energy of 13 TeV at the CERN LHC. The
data were recorded in 2015 with the CMS detector and correspond to an integrated
luminosity of 42 pb−1. The measurements are performed in the dilepton decay chan-
nels (e+e−, µ+µ−, and µ±e∓). The tt̄ production cross section is measured as a func-
tion of kinematic properties of the top quarks and the tt̄ system, as well as of the jet
multiplicity in the event. Several predictions from perturbative QCD calculations are
confronted with the data and are found to describe them well within large statistical
uncertainties.
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1

1 Introduction
Differential top quark pair (tt̄) production cross sections have been measured at the LHC at
proton-proton (pp) centre-of-mass energies of 7 and 8TeV [1–4]. Here, a measurement is pre-
sented of the normalized differential tt̄ production cross section in pp collisions at a centre-of-
mass energy

√
s of 13 TeV. The analysis follows to a large extent the previous measurement at√

s = 8 TeV, making use of a data sample recorded in 2015 corresponding to an integrated lu-
minosity of 42 pb−1. This result complements the recent CMS measurement of the tt̄ inclusive
production cross section [5], and it is based on the same set of data.

The measurement is performed in the dilepton channels, with two oppositely charged leptons
(e+e−, µ+µ−, µ±e∓) and at least two jets. The tt̄ cross section is determined as a function of
the jet multiplicity in the event, as well as of the kinematic properties of the top quarks and
the tt̄ system. The kinematic properties of top quarks are obtained through a kinematic recon-
struction algorithm [3]. The normalized differential tt̄ production cross section is determined
by counting the number of tt̄ signal events in each bin of the measurement, correcting for the
detector effects and dividing by the total cross section measured in the corresponding phase
space. The latter is obtained by integrating over all bins in each observable. Correlations be-
tween the bins of the measurement are taken into account by the use of regularized unfolding
techniques.

The jet multiplicity, which is a directly measured observable, is presented in a fiducial phase
space defined by the kinematic and geometric acceptance of all selected final-state objects. This
avoids extrapolating the measured cross section into regions that are not experimentally acces-
sible. The top quark and tt̄ distributions are determined in the full phase space, in order to
facilitate the comparison with higher-order perturbative QCD calculations.

The results are compared to several predictions obtainedwith the generatorsMG5 aMC@NLO [6]
and MADGRAPH [7] interfaced with PYTHIA [8] for parton evolution and hadronization, and
the POWHEG [9–12] generator, interfaced to both PYTHIA and HERWIG++ [13].

2 Event simulation
Event generators, interfaced with a detailed detector simulation, are used to model experimen-
tal effects, such as reconstruction and selection efficiencies, as well as detector resolutions. The
CMS detector response is simulated using GEANT4 (v. 9.4) [14].

For the simulation of the reference tt̄ signal sample, the next-to-leading-order (NLO) POWHEG

(v. 2) [9, 12] event generator is used. The proton structure is described by the parton distribu-
tion functions (PDF) NNPDF3.0 [15]. The generated events are subsequently processed with
PYTHIA (v. 8.2) [8] (referred to as PYTHIA8 in the following) for parton showering and hadron-
ization.

In addition to the POWHEG + PYTHIA8 simulation, alternative samples of tt̄ events obtained
with the NLO MG5 aMC@NLO (v. 2.2.2) [6] generator including MADSPIN [16], and the LO
multileg generator MADGRAPH (v. 5.1.5.11) [7] are compared, when available, to the final re-
sults presented in Section 5. These samples are interfaced with PYTHIA8 for parton showering
and hadronization. The matching of matrix-element jets to parton showers is performed using
the FxFx [17] and MLM [18] prescriptions in the MG5 aMC@NLO and MADGRAPH samples,
respectively. The proton structure is described by the PDF sets NNPDF3.0 forMG5 aMC@NLO,
while the PDF set NNPDF2.3 [15] is used for MADGRAPH. A sample of tt̄ events generatedwith
POWHEG and interfaced with HERWIG++ (v. 2.7.1) [13] is also used to determine determine the
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2 3 Event selection

uncertainty on the modelling of the hadronization and parton fragmentation (cf. Section 4).

In all tt̄ simulated samples, the value of the top quark mass is assumed to be mt = 172.5GeV.

Standard model background samples are simulated using MG5 aMC@NLO, POWHEG, or
PYTHIA8, depending on the process. The main background contributions originate from Z/γ∗

bosons produced with additional jets (refered to as Z+jets in the following), single top quark
(tW channel), W boson production with additional jets (W+jets in the following), diboson (WW,
WZ, and ZZ), and QCD multijet events. The W+jets and Z+jets samples are simulated with
MG5 aMC@NLO. POWHEG [10, 12] is used for single top quark production, while PYTHIA8
is used to simulate diboson and QCD multijet events. Parton showering and hadronization
are also simulated with PYTHIA8 in all the background samples. The PYTHIA8 CUETP8M1
tune [19, 20] is used to characterize the underlying event in both the tt̄ signal and the back-
ground samples, except for the tt̄ POWHEG + HERWIG++sample, where the EE5C tune [21]
was used.

For comparison with the measured distributions, the events in the simulated samples are nor-
malized to an integrated luminosity of 42 pb−1, according to their predicted cross sections.
These are taken from NNLO (W+jets and Z+jets), approximate NNLO (single top quark tW
channel [22]), NLO (diboson [23]) and leading-order (LO) (QCD multijet [8]) calculations. Cor-
rection factors described in Sections 3 and 4 are applied where necessary to improve the de-
scription of the data by the simulation. The tt̄ simulated sample is normalized to the full
NNLO+NNLL calculation [24–29], which is performed with the TOP++2.0 program [30]. The
PDF and αS uncertainties are estimated using the PDF4LHC prescription [31, 32] with the
MSTW2008nnlo68cl [33], CT10 NNLO [34, 35], and NNPDF2.3 [36] PDF sets, and added in
quadrature to the scale uncertainty to obtain a tt̄ production cross section of 831.8±19.8

29.2 (scale)±
35.1(PDF+ αs)pb assuming a top quark mass value of 172.5GeV. Since normalized differen-
tial tt̄ cross sections are measured in this analysis, the normalization of the tt̄ sample is only
relevant to present the expected rates in figures in Section 3.

3 Event selection
The event selection is based on the decay topology of the top quark and antiquark, where both
decay into a W boson and a b quark, and each of the two W bosons decays into a muon or
an electron. At trigger level, events are required to contain two leptons fulfilling transverse
momentum (pT) thresholds and isolation criteria, and are further selected if they contain at
least two isolated leptons of opposite electric charge and at least two jets. At least one of
the jets is required to be b-tagged. The events are reconstructed using a particle-flow tech-
nique [37, 38], which combines signals from all sub-detectors to enhance the reconstruction
performance by identifying individual particle candidates in pp collisions. Charged hadrons
from pileup events, i.e. those originating from a vertex other than the one of the hard interac-
tion, are subtracted event-by-event. Subsequently, the remaining neutral-hadron pileup com-
ponent is subtracted at the level of jet energy corrections [39].

The electron candidates are required to have pT > 20GeV and pseudorapidity |η| < 2.4, as
reconstructed from a combination of the track momentum at the main interaction vertex and
the corresponding energy deposition in the ECAL. A relative isolation criterion Irel < 0.11 is re-
quired, where Irel is defined as the sum of the pT of all neutral and charged reconstructed parti-
cle candidates inside a cone around the electron in η− φ space of ∆R ≡

√
(∆η)2 + (∆φ)2 < 0.3,

divided by the pT of the electron. In addition, electrons from identified photon conversions
are rejected. Muon candidates are reconstructed using the track information from the silicon
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tracker and the muon system. They are required to have pT > 20GeV and |η| < 2.4. Isolated
muon candidates are selected if they fulfill Irel < 0.12 within a cone of ∆R < 0.4 around the
muon. To further increase the purity of muons originating from the primary interaction and
to suppress misidentified muons or muons from decay-in-flight processes, additional quality
criteria, such as a minimal number of hits associated with the muon track, are required in both
the silicon tracker and the muon system. The neutral component from pileup events is sub-
tracted event-by-event based on the average transverse energy deposited by neutral particles
in the event, which is removed from the transverse energy in the isolation cone.

Jets are reconstructed by clustering the particle-flow candidates using the anti-kt clustering al-
gorithm with a distance parameter of 0.4 [40]. Jets are selected if they have pT > 30GeV and
|η| < 2.4. A jet-lepton cleaning procedure is applied, which excludes jets overlapping with
fully selected leptons if ∆R(jet, lepton) < 0.4. Jets originating from b quarks are identified by a
combined secondary-vertex algorithm [41], which provides a b-tagging discriminant by com-
bining secondary vertices and track-based lifetime information. The working point is chosen
to provide b-tagging efficiency of ≈ 80–85% and a probability to misidentify light-flavour jets
as b jets (mistag rate) of ≈ 10%.

The missing transverse momentum vector ~pmiss
T is defined as the projection on the plane per-

pendicular to the beams of the negative vector sum of the momenta of all reconstructed parti-
cles in an event. Its magnitude is referred to as Emiss

T , and is required to have |η| < 3.

In events with more than two leptons, only the lepton pair with the highest scalar pT sum
is considered. Events with an invariant mass of the lepton pair smaller than 20GeV are re-
moved in order to suppress events from heavy-flavour resonance decays and low-mass Drell–
Yan processes. Backgrounds from Z+jets processes in the µ+µ− and e+e− channels are further
suppressed by requiring the dilepton invariant mass to be outside a Z boson mass window of
91± 15GeV and Emiss

T to be larger than 40GeV.

Only tt̄ events with two leptons (electrons or muons) in the final state are considered as signal.
All other tt̄ events, specifically those originating from decays via τ leptons, are considered as
background. The background contribution from Z+jets events, which is dominant in the e+e−

and µ+µ− channels, is determined from data following the procedure described in Refs. [5, 42].
The background normalization is determined using the number of events inside the Z-peak
region, and a correction needed for non-Z+jets backgrounds in this control region is derived
from the µ±e∓ channel. Other sources of background, including single top quark production,
diboson events, or the contribution arising from misidentified or genuine leptons within jets,
are estimated from simulation.

Basic distributions of the event sample are shown in Fig. 1 for the leptons, jets, and b jets. The
data are generally well described by the simulation, also for the individual channels separately.
The QCD multijet background is negligible and not shown.

The kinematic properties of the top quarks and antiquarks are determined from the four-
momenta of all final-state objects bymeans of an algebraic kinematic reconstructionmethod [3].
The following constraints are imposed: the balance of pT of the two neutrinos; the W boson in-
variant mass of 80.4 GeV; and the equality of the top quark and antiquark masses, which are
fixed to a value of 172.5GeV. Each suitable pair of jets and lepton-jet assignment is considered
in the kinematic reconstruction. Effects of detector resolution are accounted for by randomly
smearing the measured energies and directions of the reconstructed lepton and b jet candidates
by their resolutions. For a given smearing, the solution of equations for the neutrino momenta
yielding the smallest invariant mass of the tt̄ system is chosen. For each solution, a weight is
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Figure 1: Kinematic distributions after event selection and before the kinematic reconstruc-
tion of the tt̄ system: the multiplicity in the reconstructed number of b-tagged jets (top left),
the multiplicity in the number of reconstructed jets (top right), the pT of the selected isolated
leptons (bottom left), and the pT of the reconstructed jets (bottom right). The hatched regions
correspond to the shape uncertainties for the signal and backgrounds (cf. Section 4). The lower
part of each plot shows the ratio of data to the predictions.
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calculated based on the expected true invariant mass spectrum of the lepton and b jet from top
quark decays. The weights are summed over 100 reconstruction attempts, and the kinematics
of the top quark and antiquark are calculated as a weighted average. Finally, the two jet and
lepton-jet assignments that yield the maximum sum of weights are used. Combinations with
two b-tagged jets are preferred to using single b-tagged jets. The efficiency of the kinematic
reconstruction, defined as the number of events with solution over the total number of selected
tt̄ events, is about 94%. Events with no valid solution are excluded from further analysis. The
performance in data and simulation is similar for all measured observables.

The distributions of the top quark or antiquark and tt̄ kinematic observables (ptT, |yt|, ptt̄T, and
|ytt̄|) are presented in Fig. 2. In general, the data are well described by the simulation within
the statistical uncertainties.

After applying the full event selection and the kinematic reconstruction of the tt̄ system, 179
events are found in the µ±e∓ channel, 83 events in the µ+µ− channel, and 44 events in the
e+e− channel. In all decay channels, the dilepton signal contribution to the final event sample
is about 80%. The remaining fraction of events contains around 13% tt̄ decays other than the
dilepton channels, including tt̄ decays into τ leptons originating from the primary interaction,
about 4% single top tW events, around 3% Z+jets events, and negligible fractions of W+jets,
diboson, and QCD multijet events.

4 Systematic uncertainties
Systematic uncertainties on the measurement arise from detector effects as well as from the-
oretical uncertainties. Each systematic uncertainty is investigated separately, and determined
individually in each bin of the measurement, by variation of the corresponding efficiency, reso-
lution, or scale within its uncertainty, using a prescription similar to the one followed in Ref. [3].
Correction factors, subsequently referred to as scale factors, are applied where necessary to
improve the description of the data by the simulation. For each variation, the measured nor-
malized differential cross section is recalculated, and the difference of the varied result to the
nominal one in each bin is taken as the systematic uncertainty. The overall uncertainty on the
measurement is derived by adding the individual contributions in quadrature.

Lepton trigger efficiencies are measured using triggers that are only weakly correlated to the
dilepton triggers used in the analysis [5]. A dependence on η of a few percent is observed and
scale factors are derived. The lepton identification and isolation uncertainties are determined
using the ’tag-and-probe” method [5, 43] with Z boson event samples, and are found to be
described very well by the simulation for both electrons and muons. The overall difference
between data and simulation in bins of η and pT is estimated to be less than 4% for electrons,
while scale factors for muons are found to be close to unity.

The uncertainty on the jet energy scale (JES) is determined by variation of the jet energy in
bins of pT and η [44]. The uncertainty on the jet energy resolution (JER) is determined by the
variation of the simulated JER by ±1σ in different η regions [44].

The uncertainty on the b-tagging efficiency is determined by dividing the b-jet distributions for
pT and η into two bins at the median of the respective distributions. The b-tagging scale factors
for the b jets in the first bin are scaled up by half of the uncertainties quoted in Ref. [41], while
those in the second bin are scaled down and vice versa, so that a maximum variation is as-
sumed and the difference between the scale factors in the two bins reflects the full uncertainty.
The variations are performed separately for the pT and η distributions, and independently for
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Figure 2: Distribution of top quark or antiquark (left) and tt̄ (right) observables as obtained
from the kinematic reconstruction: the pT (top row), the absolute rapidities (middle row), and
the invariant mass of the tt̄ system (bottom row). The hatched regions correspond to the shape
uncertainties for the signal and backgrounds (cf. Section 4). The lower part of each plot shows
the ratio of data to the predictions.
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heavy-flavour (b and c) and light (s, u, d, and gluon) jets, assuming that they are all uncorre-
lated.

The background from Z+jets processes as determined from the data is varied in normalization
by ±30%. In addition, variations of the background contributions from single top quark and
diboson events up and down by ±30% are performed [3].

The kinematic reconstruction of the top quarks is generally found to be well described by the
simulation within statistical uncertainties.The uncertainty on the modelling of the number of
pileup events is obtained by changing the inelastic cross section by ±5%.

The uncertainty on the modelling of the hard-production process is assessed by variation of the
renormalization and factorization scale in the POWHEG signal sample up and down by a factor
of two with respect to its nominal value, equal to the Q of the hard process. For the POWHEG

sample, Q is defined via Q2 = m2
t + p2T,t, where p2T,t denotes the pT of the top quark in the tt̄

zero-momentum frame.

The dependence of themeasurement on the top quarkmass is estimated fromdedicated POWHEG

simulated samples in which the top quark mass is varied with respect to the value used for the
default simulation.

The uncertainty due to the hadronization and parton showering model is estimated by com-
paring samples simulated with POWHEG using PYTHIA8 and HERWIG++ for hadronization.
In addition, the flavor-dependent hadronization uncertainty is part of the JES uncertainty and
comes from differences in the energy response for different jet flavours and flavour mixtures.
It originates in differences between the Lund fragmentation model (PYTHIA8) and cluster frag-
mentation (HERWIG++), and is evaluated for each jet flavour independently.

The uncertainty on the choice of the generator to model the tt̄ process is evaluated by compar-
ing samples generated with POWHEG and MG5 aMC@NLO, both interfaced to PYTHIA8.

The effect of the uncertainty from the choice of PDF is assessed by reweighting the sample of
simulated tt̄ signal events according to the NNPDF3.0 PDF sets [15].

The total systematic uncertainty on the normalized differential cross sections is typically around
8.5%. This value is calculated as themedian of the distribution of the total systematic uncertain-
ties over all bins of all measured observables. Typical values for the dominant contributions to
the systematic uncertainty for rapidity observables (all other observables) are: generator, with
3.4% (1.6%); hadronization and parton showering, with 2.3% (2.9%); PDF, with 1.5% (0.5%);
JES, with 1.2% (1.2%); JER, with 0.7% (0.8%); b-tagging, with 0.6% (0.9%).

The total uncertainty on the measurement is typically 19.2%, dominated by the statistical un-
certainty.

5 Normalized differential cross section
The normalized differential tt̄ cross section 1/σ · dσ/dX is determined as a function of the jet
multiplicity and of the kinematic properties of the the top quarks and the tt̄ system, through
the relation [3, 4]:

1
σ

dσi
dX

=
1
σ

xi
∆X
i

(1)
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8 5 Normalized differential cross section

where xi represents the number of signal events measured in data after background subtraction
and corrected for detector efficiencies, acceptances, and migrations, and ∆X

i is the bin width.
The normalized differential cross section is obtained by dividing this quantity by the measured
total cross section σ in the same phase space, which is evaluated by integrating over all bins
for each observable X. The contribution to the background from other tt̄ decays is taken into
account, after subtracting all other background components, by correcting the number of signal
events in data using the expected signal fraction. The expected signal fraction is defined as the
ratio of the number of selected tt̄ signal events to the total number of selected tt̄ events (i.e.
signal and all other tt̄ events) in simulation. This procedure avoids the dependence on the total
inclusive tt̄ cross section used in the normalization of the simulated signal sample.

Effects from trigger and detector efficiencies and resolutions leading to the migration of events
across bin boundaries, and therefore to statistical correlations among neighbouring bins, are
corrected by using a regularized unfolding method [3, 45, 46]. For each measured distribution,
a response matrix that accounts for migrations and efficiencies is calculated from the simu-
lated POWHEG tt̄ signal sample. The generalized inverse of the response matrix is used to
obtain the unfolded distribution from the measured distribution by applying a χ2 technique.
To avoid non-physical fluctuations, a regularization prescription is applied. The regularization
level is determined individually for each distribution using the averaged global correlation
method [47]. To keep the bin-to-bin migrations small, the width of the bins of the measurement
are chosen according to their purity (sensitive to migrations into the bin) and stability (sensitive
to migrations out of the bin). In this analysis, the purity and stability of the bins are typically
50% or larger.

The unfolding is performed separately for each decay channel, and the final result is obtained
by combination of the three channels. For every systematic variation the full analysis, including
the combination, is repeated, and the differencewith respect to the nominal value is taken as the
systematic uncertainty. This way, systematic correlations between the three decay channels are
taken into account. Due to the normalization, those systematic uncertainties that are correlated
across all bins of the measurement, and therefore only affect the normalization, cancel out.

The normalized differential cross section as a function of the jet multiplicity is determined
at the particle level, where the physics objects are defined as follows. Leptons from the W
boson decays are defined at the matrix element level. A jet is defined at the particle level by
applying the anti-kT clustering algorithm with distance parameter of R = 0.4 [40] to all stable
particles, excluding both neutrinos and prompt electrons and muons from W boson decays. A
jet is defined as a b jet if it has at least one B hadron associated to it, which is matched to the
corresponding original b quark. In order to avoid additional model uncertainties due to the
extrapolation of the measurement outside experimentally well-described phase space regions,
the cross section for the measured jet multiplicity is presented in a fiducial phase space where
the leptons have |ηℓ| < 2.4 and pℓT > 20GeV, and the jets (including both b jets from the top
quark decays) lie within the range |η| < 2.4 and pT > 30GeV.

In addition, the top quark and tt̄-system observables are defined with respect to the top quarks
or antiquarks before the decay (parton level) and after QCD radiation, and extrapolated to the
full phase space using the POWHEG + PYTHIA8 prediction. This allows for comparison with
recent QCD calculations.

Themeasurements are compared to the predictions from POWHEG + PYTHIA8, MG5 aMC@NLO
+ PYTHIA8, MADGRAPH + PYTHIA8, and POWHEG + HERWIG++.

The multiplicity distribution of jets with pT thresholds above 30GeV, Njets, is shown in Fig. 3.
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Within uncertainties, data and theoretical predictions agree, also for the individual channels.
The measurement is dominated by statistical uncertainties.

jets
N

2 3 4 5≥

je
ts

d
N

σ
d

 
σ1

­210

­110

1

10

 (13 TeV)­142 pbCMS Preliminary

Dilepton | < 2.4jet
η> 30 GeV, |

jet

T
p

Data
Powheg+Pythia8
Powheg+Herwig++
aMC@NLO+Pythia8
MadGraph+Pythia8

jetsN
2 3 4 5≥

D
a
ta

T
h
e
o
ry

0.5

1

1.5
 Syst.⊕Stat. 

Stat.

Figure 3: Normalized differential tt̄ production cross section as a function of the jet multiplic-
ity Njets. The inner (outer) error bars indicate the statistical (combined statistical and system-
atic) uncertainty. The measurements are compared to predictions from POWHEG + PYTHIA8,
MG5 aMC@NLO + PYTHIA8, MADGRAPH + PYTHIA8, and POWHEG + HERWIG++.

The normalized differential tt̄ cross section as a function of the kinematic properties of the top
quarks and the tt̄ system is presented at parton level and extrapolated to the full phase space
using the POWHEG + PYTHIA8 prediction. In Figs. 4 and 5 the distributions for the top quark
and the tt̄ observables are presented. Those are the transverse momentum ptT and the absolute
rapidity |yt| of the top quarks and antiquarks, and the transverse momentum ptt̄T, the absolute
rapidity |ytt̄|, and the invariant mass mtt̄ of the tt̄ system.

Also shown are predictions from MG5 aMC@NLO, and MADGRAPH, interfaced to PYTHIA8,
and from POWHEG interfaced to both PYTHIA8 and HERWIG++. Good agreement is observed
between data and theoretical predictions within uncertainties, also for the individual channels.
The measurement is dominated by statistical uncertainties for all observables.

6 Summary
A first measurement of normalized differential top quark pair production cross sections in
pp collisions at

√
s = 13 TeV with the CMS detector is presented. The measurement is per-

formed in the dilepton (e+e−, µ+µ−, and µ±e∓) tt̄ decay channels. The normalized tt̄ cross
section is measured as a function of the jet multiplicity in the event in the fiducial phase space,
and of the transverse momentum, absolute rapidity, and invariant mass of the top quarks and
tt̄ system in the full phase space. The measurements are in agreement with standard model
predictions.
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Figure 4: Normalized differential tt̄ production cross section as a function of the ptT (left) and
|yt| (right) of the top quarks or antiquarks. The inner (outer) error bars indicate the statistical
(combined statistical and systematic) uncertainty. The measurements are compared to predic-
tions from POWHEG + PYTHIA8, MG5 aMC@NLO + PYTHIA8, MADGRAPH + PYTHIA8, and
POWHEG + HERWIG++.
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Figure 5: Normalized differential tt̄ production cross section as a function of the ptt̄T (top left),
|ytt̄| (top right), and mtt̄ (bottom) of the top quark pairs. The inner (outer) error bars indicate
the statistical (combined statistical and systematic) uncertainty. The measurements are com-
pared to predictions from POWHEG + PYTHIA8, MG5 aMC@NLO + PYTHIA8, MADGRAPH +
PYTHIA8, and POWHEG+ HERWIG++.
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