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INTRODUCTION

Elementary particle physics aims to understand the smallest constituents of matter and
their interactions. Our current knowledge is best described by the Standard Model (SM)
of particle physics [I—1]. There are two types of fundamental particles in nature: fermions
and bosons. Matter is composed of twelve fermions. They have spin 1/2, which means
they obey the Pauli exclusion principle. Each of these fermions has its own antiparticle,
which has the same mass, but opposite quantum numbers. The twelve fermions comprise
three generations of leptons: the electron, the muon and the tau, each with a counterpart
neutrino; and three generations quarks, each with two different flavours: up and down,
charm and strange, and top and bottom. Quarks have additionally colour charge and
come in three colours. The only known difference among the generations is the increasing
fermion mass. Forces are mediated through the exchange of particles: photons for the
electromagnetic force, the Z and W bosons for the weak force, and gluons for the strong
force.

The SM is a quantum field theory. The interactions are described by the gauge sym-
metry group SU(3)cxSU(2)r,xU(1)y. The SU(3)¢ symmetry describes Quantum Chro-
modynamics (QCD), the strong interaction; a theory of the interactions of particles which
carry colour charge: the quarks and gluons. The latter are the eight massless particles
mediating the interaction. The term SU(2),xU(1)y describes the unification of the weak
and the electromagnetic interactions. Before the electroweak symmetry breaking, SU(2),
is mediated by three weak isospin, massless bosons W#, and U(1)y by a weak hyper-
charge massless boson, BY. The weak hypercharge relates the electrical charge and the
third component of the weak isospin. After the symmetry breaking, these gauge bosons
are recombined and give rise to the massive mediators of the weak force (W, W~ Z) and
the massless photon =, carrier of the electromagnetic interaction. This process required
the introduction of a scalar field, the Higgs field, and its spin-0 boson, the Higgs boson.
Otherwise, for reasons of invariance, mass terms for the gauge fields or the fermions are
not allowed.

The understanding of the basic components of matter is a century old effort. However,
great advancements have been accomplished in this field in the last 60 years as a result
of the interplay between new colliders, improved experimental techniques, and theoretical
insights. Every particle predicted by the SM has been observed, for instance the elec-
troweak bosons W and Z in 1983, the top quark in 1995, and the tau neutrino in 2000.
A fundamental breakthrough was the discovery of the missing piece, the Higgs boson, at
the Large Hadron Collider (LHC) at CERN in 2012 [5,6]. Despite the success of the SM
in describing most of the experimental data, it is not an ultimate theory of fundamen-
tal interactions, since, e.g. it does not include the gravitational interaction. The nature
of neutrinos, whether they are Dirac or Majorana particles, and the mechanism of their
mass generation are also unknown. Other profound questions that remain unanswered
by the SM are the origin of the charge-parity (CP) violation, responsible for the matter-
antimatter asymmetry in the universe, why QCD seems to preserve CP-symmetry, and
the electroweak hierarchy problem or why the electroweak scale, O(10? GeV), is much
lighter than the Planck scale, O(10'? GeV). Similarly, the origin of Dark Matter, which
can only be answered by the presence of physics phenomena beyond the SM (BSM), is
still unknown.

The LHC and its main experiments are built to shed light on the unsolved questions,
reaching the TeV energy scale, where many of the extensions of the SM predict the exis-
tence of new physics phenomena. The LHC was designed to provide proton beams with



an energy of 7 TeV yielding a centre-of-mass energy (1/s) of 14 TeV and with an instan-
taneous luminosity of 103%cm=2s~!. This centre-of-mass energy provides parton-parton
collisions up to energies of about 1 TeV, which together with the very high collision rate,
favours the study of the production of rare particles. During the first running phases the
centre-of-mass energies of proton-proton collisions were 7 TeV (2010-2011), 8 TeV (2012)
and 13 TeV (2015-2018). The total data sets collected by the ATLAS [7] and CMS [¢]
experiments correspond to about 5, 20, and 140 fb~! of integrated luminosity at /s = 7,
8, and 13 TeV, respectively. The physics programme of the LHC comprises two general
objectives: first, to perform precision measurements of SM quantities and second, to di-
rectly discover new physics phenomena BSM. With the data recorded up to now no sign of
new physics has been found. However, very stringent limits have been set on parameters
of BSM theories.

As part of this quest to scrutinise the SM and look for possible deviations, the focus of
the research summarised in this thesis is the top quark, the heaviest fundamental particle
known to date with a mass of 173.1 £0.9 GeV [9]. It was discovered by the CDF and D0
Collaborations at the Fermilab Tevatron, using proton-antiproton collisions at /s = 1.8
TeV [10,11]. Owing to its large mass, the decay time of the top quark is significantly smaller
than the time scale of hadronisation, and top quarks decay before forming bound states.
This allows studying the properties of an unconfined quark, such as its polarisation [12]
and charge [13], and to directly measure the mass of the top quark from the invariant
mass of its decay products [14]. Furthermore, the value of the mass of the top quark
provides a natural hard scale for testing the validity of perturbative QCD. The coupling
of the top quark to the Higgs field (Yukawa coupling, y;) is predicted to be much larger
than that of any other fermion. The top quark is expected to play a relevant role in the
electroweak symmetry breaking. Moreover, the relationship between the masses of the top
quark, the W boson, and the Higgs boson is predicted by the SM. Hence measurements
of these masses allow probing its self-consistency. Additionally, the top quark provides a
probe for BSM physics since in many scenarios of new physics it is expected to couple to
new particles.

The absence of new physics signals in the LHC data recorded so far suggests that
new physics might only be directly manifested at an energy scale that is larger than the
scales probed at the LHC. In this case, the new states could be only produced virtu-
ally at the LHC. These virtual effects can be accommodated, for instance, by adding
higher-dimensional operators in the SM Lagrangian like in what is known as an Effective
Field Theory. Top quark observables are expected to be sensitive to several of these new
operators [15].

This thesis concerns in particular the study of top quark physics using data from both
the CMS and ATLAS experiments. This includes precision measurements related to top
quark pair (tt) production and the top quark mass, and searches and measurements for
associated production of tt with a Higgs boson (ttH) or a photon (tty). The measurements
comprise results with the data collected at 7 and 8 TeV (Run 1) and at 13 TeV (Run 2).
With millions of top quarks produced, the intrinsic properties and decay mechanisms can
be studied in detail. Progress in experimental and theoretical methods contributed to reach
unprecedented precision in the comparison of data and SM predictions. Experimental
advances have also allowed to observe for the first time the production of top quarks with
additional bosons.



ToP QUARKS AT THE LHC

Top quarks are mostly produced in pairs via the strong interaction in hadron colliders.
At the LHC energies, the dominant mechanism is gluon-gluon fusion, corresponding to
about 85% of the generation process at /s = 13 TeV. Top quarks can also be produced
singly, via the electroweak interaction. The three modes of single top quark production are
t-channel, tW associated production, and s-channel. Top quarks decay almost exclusively
via the t — bW and it is the decays of the W bosons into a lepton and a neutrino or a pair
of quarks that defines the final state. Therefore, tt signatures can be classified according
to the combinatorics of the W boson decays. Thus, tt final states include events with one
lepton, one neutrino and four jets, out of which two stem from a b quark, referred to as
b jets (single-lepton channel); with two leptons, two neutrinos and two b jets (dilepton
channel), or with six jets, out of which two are b jets (all-hadronic channel). Despite
the low branching ratio, dilepton channels are extensively exploited because they can be
experimentally identified with high purity. They are the main final states considered in
the measurements presented here.

PHYSICS ANALYSES: FROM RAW DATA TO MEASUREMENT

In the following the general analysis strategy and main steps of several physics analyses
are discussed. A key element to all of them is the correct identification of the events
coming from the physics process under study and the separation of these events from
those arising from background processes that mimic the signature of the signal in the
data. Monte Carlo (MC) event generators are used to estimate the expected amount of
signal and background events in data. Additionally, estimates based on data using control
regions are typically used either when the MC estimate is not reliable or for validation
purposes. In analyses with a high signal purity, an optimised event selection is typically
enough to enhance the signal events while suppressing background events. However, if
the number of signal events is very small compared to the background processes and/or
the kinematic properties of the events are very similar, multivariate analysis techniques
are required. These techniques allow the combination of the full event information to
build an optimal discriminator between signal and background events. The signal fraction
in the data is then obtained by counting events or using advanced statistical methods
such as profile likelihood fits. For analyses aiming to study not only the production rate
(the cross section) of the process but the properties of the top quarks (e.g. its mass or
kinematic properties) event reconstruction techniques are employed to identify which of
the measured objects correspond to the parton level objects arising from the decay of the
top quarks. Another element often used in measurements where observed distributions are
compared to calculations is an unfolding procedure to correct the data for detector effects.
This allows comparing the results among experiments and existing or future higher-order
calculations.

TOP QUARK IDENTIFICATION

The ATLAS [7] and CMS [8] detectors (and typically any hadron collider detector)
consist of tracking detectors, electromagnetic and hadron calorimeters, and muon detec-
tors. Strong magnetic fields are provided by superconducting magnets, which bend the
trajectory of charged particles. Their momenta are determined by identifying the cur-
vature of their trajectories in the magnetic fields. Particle energies are determined in a
destructive measurement from electromagnetic and hadronic showers in the calorimeters.



The raw signals of the different subdetectors are processed to reconstruct the basic analysis
objects such as electrons, muons, and jets. Top quark measurements require a good un-
derstanding of all physics objects as the products of top quark decays involve - depending
on the decay mode - the presence of high momentum isolated leptons, missing transverse
momentum owing to the neutrinos that escape detection (Fr), and highly energetic jets.
Jets originating from bottom quarks are identified through b-tagging techniques.

MONTE CARLO SIMULATIONS

Monte Carlo event generators, interfaced with detailed detector simulations, are used
to model experimental effects, such as reconstruction and selection efficiencies as well
as detector resolutions. They are tools to simulate the QCD dynamics at the different
energy scales of an event. The partonic scattering is calculated in perturbation theory
using numerical methods, the subsequent emission of soft and collinear partons is simu-
lated using parton shower generators. Soft processes such as multiple parton interactions,
hadronisation, and hadron decays are described with phenomenological models. The de-
tector simulation is performed with Geant 4 [16]. Typical event generators are MAD-
GrAPH5_aMCQ@NLO [17] and POWHEG [18-20] which are used for instance to calculate
tt and ttH matrix elements at up to next-to-leading order (NLO) accuracy in QCD. They
are matched to the parton shower MC generators PYTHIA [21,22] or HERWIG [23,24].

EVENT SELECTION AND EFFICIENCY MEASUREMENTS

The first event selection step is performed by the multilevel trigger system. The first
level is implemented at hardware level in custom-made electronics while the subsequent
levels are implemented at software level on large computing farms. The main trigger paths
used in top quark physics select one or more isolated electrons or muons above a threshold
in transverse momentum (pr), yielding a very efficient selection of leptonic tt topologies.
The following steps to select signal events and reject background processes are based on
the kinematic properties of the top quark decay objects, such as pt and pseudorapidity
of leptons and jets and global event variables, as F and additional requirements on
heavy-quark content.

A fundamental piece of any physics analysis is therefore the determination of the
efficiency of the reconstruction, trigger, and selection of the objects involved. To improve
the description of the data by the simulation correction factors for detector effects are
applied. The methods based on data used to determine lepton and trigger efficiencies
I contributed to are shortly described in the following. The evaluation of the efficiency
directly from data avoids depending on MC simulation and introducing biases due to
detector behaviour mismodelling.

The first method referred to as ‘Tag and Probe’ is based on dilepton events from Z
boson decays, where one lepton is required to pass stringent criteria to select the event
and the second one is used to determine the efficiency. It is widely used to measure single
lepton trigger and identification efficiencies. Leptons coming from Z boson decays are
kinematically similar to those arising from W boson decays, so they are well suited for
efficiency measurement in top quark topologies. The method exploits the clear selection
of Z — ¢¢ candidates and takes into account the possible presence of background events
remaining in the selected sample. The efficiency of dilepton triggers or combination of
triggers is alternatively measured in data using triggers that require F or jets in the
event, which are uncorrelated to the triggers used in the analysis and allow to select
events in an unbiased way. The efficiency is computed as the fraction of those events



where the triggers of interest fired over the total number of events that fulfill the offline
requirements. The method, further developed in the context of Ref. [P11], was used as
cross check measurement for the central measurements provided by the CMS Collaboration
and in multiple measurements involving top quark topologies, such as Refs. [25,20,P7].

MULTIVARIATE ANALYSIS TECHNIQUES

After the event selection, the classification of events as signal- or background-like is
often performed using machine learning (ML) techniques. Supervised ML methods use
signal and background MC simulations to train an algorithm to distinguish both processes
based on non-linear combinations of several input variables, such as the kinematic proper-
ties of jets and charged leptons, the b-tagging probability, invariant masses, and angular
correlations of combinations of jets and leptons in tt topologies. The first methods used
in top quark physics in Run 1 were boosted decision trees (BDTs) while artificial neural
networks (ANNs) are increasingly being applied in the measurements at /s = 13 TeV, in
addition to applications in object identification and reconstruction. The exploitation of
ML techniques helps to fully profit from the potential of the data and was crucial in the
recent observations of several processes in the last years, most notably ttH [I’3].

TOP QUARK KINEMATIC RECONSTRUCTION

The purpose of the kinematic reconstruction is to estimate the four vectors of the tt
system and the top quarks based on those of the identified jets, leptons, and Fr, while
account for detector resolution effects. The top quark reconstruction faces problems such
as underdetermined kinematic properties due to unmeasured neutrinos, and the combina-
torics of assigning jets to partons from the top quark decay (the bottom quarks from the top
quark decays and the light-flavour quarks from the hadronic W-boson decays). In the case
of the dilepton channel the kinematic reconstruction corresponds to solving the equation
of the neutrino momenta, for which several constraints need to be imposed. In the method
described in Ref. [27], which is applied and adapted if necessary in Refs. [P5, 6, P8 P 14],
the following constraints are imposed: the balance of the transverse momentum of the
two neutrinos; the W-boson invariant mass of 80.4 GeV; and the equality of the top and
antitop quark masses. The remaining ambiguities are resolved by prioritising those event
solutions with two or one b-tagged jets over solutions using jets without b tags. The
efficiency of the kinematic reconstruction is measured to be above 90% in most regions
of phase space. In tt events with additional jets, the algorithm correctly identifies the
two jets coming from the tt decay in about 70% of the cases [’6]. Multivariate analysis
approaches can also be employed to identify the reconstructed physics objects that most
likely come from the decay of the tt system, which allows as well to study the properties
of the additional QCD radiation, first exploited in Ref. [P6].

SIGNAL EXTRACTION: MAXIMUM-LIKELIHOOD FIT

The simplest method to measure the cross section of a process is to count the num-
ber of events that pass the event selection, subtract the expected number of background
events, and correct by the efficiency and acceptance, and finally scale by the total lu-
minosity of the data set. However, in order to increase the sensitivity to the signal by
reducing the dependence on the background estimates and improving the precision of the
measurement, binned profile likelihood fits are exploited in many of the results discussed
in the following, e.g. [P1,P2,P5]. The expected signal and background distributions are
modelled in the fit by template histograms constructed from the simulated samples and the



sum of signal and background contributions is fitted to the data. The likelihood function
consists of Poisson terms for the event yields and prior functions for the background nor-
malisation and further nuisance parameters that represent the systematic uncertainties:
L= Hz P (Néata’N;ignal(e) + Nékg(0)> X Ht Pét (015‘915)? where Né N;ignal7

the observed number of events in data, the predicted number of signal events, and the
estimated number of background events in bin ¢ of the corresponding distribution. The
vector § represents the nuisance parameters, 0, that describe the sources of systematic
uncertainties and Py, denotes the prior probability density function for each nuisance pa-
rameter that represents the prior knowledge of the parameter. The normalisation of the
signal process is a free parameter. Events are typically divided in categories with different
signal and background composition, correlating processes and their uncertainties where
appropriate. In this way, the different background fraction in the different categories
helps to constrain the uncertainties of the various processes and increases the overall sen-
sitivity. The parameter of interest is measured by profiling the nuisance parameters and
minimising —21n £ [28].

i
ata and kag are

UNFOLDING TECHNIQUES

Physics quantities reconstructed with a collider detector and the theoretical calcula-
tions of observables can only be compared if effects from the trigger and reconstruction
efficiencies and resolutions, which yield to migrations of events and statistical correlations
among neighbouring bins, are corrected in data in a procedure known as unfolding. Math-
ematically, the relation between the reconstructed (Nieco) and the true (Nirue) quantities
considering discrete distributions can be expressed as Ni . =Y j AN+ Nﬁkg in each
bin ¢ of the measurement. A% represents the response matrix that corrects for migrations
and efficiencies.

Obtaining the true distribution from the direct inversion of the matrix is an ill-posed
problem, because the statistical fluctuations in data cannot be distinguished from the real
spectrum without further assumptions. This leads to numerical instabilities in the ma-
trix inversion and might introduce non-physical anticorrelations among neighboring bins.
Thus, a smoothing prescription known as regularisation is applied. It requires a continuous
and smooth transition between bins of the measured distribution. There are several ap-
proaches for regularisation, such as the Tikhonov regularisation, implemented for instance
in the TUNFOLD package [29], and the regularisation by singular-value decomposition as
in Ref. [30] exploited in the differential measurements discussed in Refs. [0, P8, P9]. The
regularisation level is determined using the averaged global correlation method [31]. An
alternative method is an iterative matrix unfolding that uses Bayes’ theorem [32] imple-
mented in the ROOUNFOLD package [33]. The unfolding method relies on the Bayesian
probability formula, starting from a given prior of the true-level distribution and iteratively
updating it with the posterior distribution. This approach is followed in the differential
cross section measurements of tty [’1]. Independently of the method, the binning, to keep
bin-by-bin migrations small, and the level of regularisation are optimised for each distri-
bution individually and the performance of the unfolding procedure is tested for possible
biases from the choice of the model for signal simulation.

SYSTEMATIC UNCERTAINTIES

The high production rate of top quark pairs ensures that many measurements will
have small statistical uncertainties. Therefore, systematic uncertainties typically limit the



precision of the results described in the following. The sources of systematic uncertain-
ties considered arise from detector effects, as well as theoretical uncertainties. The large
data sets collected allow accurate studies on the detector response, resulting in a precise
understanding of the systematic uncertainties associated to the reconstruction efficiencies
and energy and momentum measurements. Measurements are used to tune the MC sim-
ulations to improve the description of the data and reduce the systematic uncertainties
related to the modelling [ 12].

TOP QUARK PAIR PRODUCTION

INCLUSIVE AND DIFFERENTIAL CROSS SECTIONS

The first step towards the understanding of top quark physics is the measurement of
the production rate of the dominant mechanism at the LHC, tt production. Measurements
can be compared to calculations performed at next-to-next-to-leading order (NNLO) in-
cluding resummation of soft gluon terms [34]. Final states with an electron and a muon are
especially suited for precise tt cross section measurements due to the low contamination
from background processes. Our first measurements at /s = 8 and 13 TeV within the
CMS Collaboration were performed as counting experiments [P, |, meant to establish
top quark production at the new scales. Once the detector performance is well understood
and the amount of data collected result in measurements with a small statistical uncer-
tainty, the cross sections are measured using statistical methods that allow constraining
in situ the most relevant sources of systematic uncertainties as aforementioned. With
this analysis strategy, using a binned likelihood fit to multi-differential final state distri-
butions related to b jets and other jets in the event, the tt cross sections yield 173.6 +
2.1 (stat) 755 (syst) & 3.8 (lumi) pb and 244.9 + 1.4 (stat) %2 (syst) + 6.4 (lumi) pb [P7],
corresponding to a precision of 3.6% at 7 TeV and 3.7% at 8 TeV. These and further
measurements of the tt inclusive cross section by ATLAS and CMS in different decay
channels [35-39] are in excellent agreement with the theory calculations.

The total uncertainty of the measurement is dominated by the uncertainty on the
luminosity and those related to trigger and lepton efficiencies, which cannot be constrained
in the fit. Precision measurements can be used to set indirect limits to BSM models as
stated before. In particular, these results are used to constrain the cross section of pair
production of the lightest supersymmetric partner of the top quark in the context of
Supersymmetry models with R-parity conservation [10].

In order to further test the predictions of the SM the next natural step was to perform
measurements differentially to study the production in regions of phase space. This kind
of measurements are relevant to constrain SM parameters and in BSM searches. As an
example, the distribution of the tt invariant mass is sensitive to the top quark mass and

ye [11,12] and the value of the top quark mass [13,11]. Deviations with respect to the
expected spectrum could be a sign of, for example, the existence of an extended Higgs
sector [15]. Absolute differential cross sections are defined as:

1 i i
doyg _ Zj Aij (Néata - Nl[j)kg)

where j represents the bin index of the reconstructed variable z, 7 is the index of the

corresponding generator-level bin, N(J18Lta is the number of data events in bin 7, N{)kg is

the number of estimated background events, £ is the integrated luminosity, A% is the bin



width, and A;; represents the response matrix to correct for migrations and efficiencies,
as described above.

The normalised differential cross sections are derived by dividing the absolute result by
the total cross section obtained by integrating over all bins of the observable. Normalised
differential cross sections allow only the comparison of the shape of the distributions, how-
ever they are more precise than the absolute results because several sources of systematic
uncertainties cancel at least partially in the ratio.

The differential cross sections in our publication [’9] are measured as a function of
the kinematic properties of leptons, jets, top quarks or antiquarks, and the tt system. In
order to avoid additional model uncertainties due to the extrapolation of the measure-
ment outside experimentally well-described phase space regions, the cross sections for the
measured leptons and b jets are defined at the particle level with kinematic requirements
similar to those applied at reconstruction level. Measurements as functions of top quark
or tt quantities are extrapolated to the full phase space in order to allow comparison
with fixed order QCD calculations. The results are compared to various SM predictions,
finding overall good agreement with the SM. However, the measured top quark transverse
momentum has been found to be lower than the predictions up to NLO accuracy in QCD
perturbation theory, but better described by a prediction beyond NLO. These results [°9]
were used to set constraints on the gluon parton distribution function (PDF) [16] and
incorporated to PDF sets such as the NNPDF3.1.

TOP QUARK PAIR PRODUCTION WITH ADDITIONAL HARD JETS

At the LHC energies, the fraction of tt events with additional hard jets in the final state
(tt+jets) is large, about half of the total number of events. The understanding of these
processes is essential to test the validity and completeness of high order perturbative QCD
calculations of multijet processes. In addition, an accurate theoretical description of the
tt+jets production process is crucial to measurements of processes with tt multijet final
states, such as four top quark production [47] to which tt+jets is a dominant background.
Moreover, anomalous production of tt+jets could be a sign of new physics BSM [18].

We performed first detailed studies of tt+jets production with the data collected at
Vs = 7 TeV [Pg], further extended with the larger data set at 8 TeV [’6]. The tt cross
section is measured differentially as a function of jet multiplicity and characterised both
in terms of the total number of jets in the event and the number of additional jets with
respect to the leading-order hard-interaction final state. Several kinematic properties of
the additional jets are also investigated. Kinematic reconstruction methods, introduced
above, are used to identify the two b jets originating from the decay of the top quark and
antiquark. We also investigated the jet activity arising from quark and gluon radiation
produced in association with the tt system by determining the fraction of events that do
not contain additional jets above a given threshold, first explored in Ref. [19]. The data
are compared and found to be consistent with predictions from several perturbative QCD
event generators with some discrepancies found at large jet multiplicities or certain regions
of phase space. The results [’6] were employed to improve the simulation of tt production,
in particular the parton shower tuning in PYTHIA8 [P12]. This improved tune was heavily
used by the CMS Collaboration in the production of MC simulation samples at 13 TeV.

The publication using the data set collected at 8 TeV also includes the first differential
cross sections as functions of the kinematic properties of the additional b jets from gluon
splitting (ttbb). These processes constitute an irreducible non-resonant background to the
production of ttH events, where the Higgs boson decays to a bottom quark pair, because of
its much larger cross section. The sources of uncertainties associated to the ttbb modelling



are among the dominant ones. Therefore, measurements of tt+jets and ttbb production
provide important information to reduce that uncertainty and also as reference to improve
NLO QCD calculations and simulations, which currently provide predictions with 20%-
30% precision (Ref. [50] and references herein). The ttbb measurements rely on BDTs
to distinguish the b quarks from the top quark decays from those from gluon splitting,
which improves the separation of jets from tt decays and additional radiation compared
to the kinematic reconstruction in topologies with many b-quark jets. The measurements
are compared to an NLO calculation [51]. The prediction describes well the shape of
the different distributions, while the inclusive cross section is about 30 % lower than
the measured one, but compatible within the uncertainties, in agreement with previous
observations [72]. Given the small ttbb cross section of the processes, our measurements
are limited by the statistical uncertainty of the data, while the measurements of the
inclusive jet kinematic properties are limited mostly by the uncertainty on the jet energy
scale.

TOP QUARK MASS

The top quark mass like the mass of any quark is not an observable but a fundamental
parameter of the SM. Its value is not predicted but can be inferred from experimental
measurements, either through direct measurements of the invariant mass of its decay
products, or indirectly from the predicted dependence of other measured observables,
such as the cross section.

Direct measurements of the top quark mass based on its reconstructed invariant mass
have reached a precision at the per mille level [14,53-56]. The current world average of
direct measurements is 173.34 + 0.27(stat) £ 0.71(syst) GeV [57]. These measurements
might be sensitive to the details of the MC generator used to derive the templates to
model the tt signal, preventing a clear theoretical interpretation. The results are often
interpreted as the value of the top quark mass parameter in the MC simulation that best
describes the data. Indirect measurements from cross sections are typically less precise,
however, they can be unambiguously interpreted in a well-defined renormalisation scheme,
e.g. on-shell top quark pole mass. As an example, the inclusive cross section measurements
in Ref. [P5] have been used to extract the top quark pole mass at NNLO accuracy with
about 1.0% precision. Measurements of tt differential cross sections can be used to extract
the top quark pole mass at NLO accuracy [58,59]. The difference in the accuracy depends
on the available calculations the measurements can be compared to. In Ref. [P11], we
performed an alternative measurement of the top quark mass from an observable based on
the invariant mass of the tt+jet system, proposed in Ref. [60], allowing for a theoretically
well defined interpretation of the extracted mass in terms of the top quark pole mass. The
precision of the measurement is largely limited by the modelling uncertainties of the LO
MC tt simulation available at that point. This was the first measurement exploiting the tt
dilepton channel, measurements in the single-lepton channel are discussed in Refs. [61,62].

TOP QUARK PRODUCTION IN ASSOCIATION WITH BOSONS

The associated production of top quarks with additional bosons became accessible for
the first time at the LHC owing to the large /s and the size of the available data sets.
Measurements of the ttH process are the first direct tests of 1; and measurements of tt
production with neutral vector bosons (7, Z boson) provide the opportunity to directly
probe the electroweak couplings of the top quark. These measurements allow to access the



electric charge and the electroweak dipole moments of the top quark and, more generally,
to constrain modifications of the structure of these couplings, as predicted in many BSM
models. The impact of different new physics scenarios on these processes is discussed, e.g.
in Refs. [63-68]. The publications in this thesis [P°2,P3, P13, P15] and [P1] focus on the
search for ttH and measurements of the tty process, respectively.

SEARCHES AND FIRST DIRECT OBSERVATION OF ttH PRODUCTION

Due to the large mass of the top quark, larger than the mass of the Higgs boson,
the coupling between these particles can only be studied directly in their associated pro-
duction, unlike the coupling between the Higgs boson and lighter particles that can be
measured by studying the Higgs boson decay. The effects of the 3 coupling can be also
inferred indirectly from Higgs boson production through gluon-gluon fusion and Higgs
boson decay to a pair of photons through loops. However, ttH production is the best
direct probe of the y; coupling with minimal model dependence. Measurements of ttH
production have the potential to distinguish the SM Higgs mechanism from alternative
mechanisms to generate fermion mass. The observation of ttH and the measurement of
the coupling were therefore amongst the major goals of the physics programme for the
LHC Run 2. Its small SM cross section, a factor of about 2000 smaller than tt produc-
tion, makes this a very difficult measurement. Several topologies depending on the Higgs
boson and tt decays were exploited and optimised individually in order to maximise the
sensitivity to the processes. The Higgs boson decays considered involved final states with
photons, bottom quark-antiquark pairs or leptons via WW, ZZ, and 77 decays.

My research focused on dileptonic tt topologies and final states with a Higgs boson
decay into a b-quark pair (H — bb), which are particularly interesting since this decay
channel has the largest branching fraction for a 125 GeV Higgs boson, and precisely
defined couplings in both production (top quarks) and decay (b quarks) [2, , ].
However, as mentioned previously, this process is affected by the overwhelming background
from tt+jets and, especially, the irreducible background from ttbb. At the same time, the
relatively poor jet-energy resolution and the huge combinatorial uncertainty in the event
reconstruction required the application of multivariate analysis methods to discriminate
signal from background processes. In the following only the measurements with the full
2016 data set [2] are discussed. In the dilepton channel, BDTs and the output of a
matrix element method [69,70] are used as final discriminant depending on the category
based on the number of b jets. In the single-lepton channel, ANNs are employed to
perform a multiclassification of an event as either signal or any of five different tt+jets
background processes. Events are further categorised according the most-probable process
that produced the event according to the ANN classifer, which is used as final discriminant.
The results are obtained in terms of the ttH signal strength, which is defined as the
ratio of the measured cross section over the SM prediction. The best-fit value from a
combined profile likelihood fit of the discriminant templates to data in all categories yields
0.72 £ 0.24(stat) £ 0.38(syst). It corresponds to an observed (expected) signal significance
of 1.6 (2.2) standard deviations above the background-only hypothesis.

This result combined with previous searches at 7 and 8 TeV [P10] that I contributed
to, and all other ttH analyses with 2016 data [71-74] yield the first observation of the ttH
production process [’3]. An excess of events is observed with a significance of 5.2 standard
deviations over the expectation from the background-only hypothesis. The combined best
fit signal strength is 1.26f8:§é for a Higgs boson mass of 125.09 GeV. The sensitivity of
the combination is slightly dominated by systematic uncertainties, in particular the un-
certainty in the inclusive ttH cross section, the ttbb background prediction, the lepton
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efficiencies and misidentification, b-tagging efficiencies, and the limited size of the simu-
lated samples. The measured production rate is consistent with the SM prediction within
one standard deviation. This measurement established the tree-level coupling of the Higgs
boson to an up-type quark and was further confirmed by Ref. [75].

TOP QUARK PAIR PRODUCTION IN ASSOCIATION WITH A PHOTON

The study of the associated production of top quarks with a photon is a probe of
the tv electroweak coupling. Deviations in the spectra of differential cross sections as
a function of pr for example could be a hint to new physics through anomalous dipole
moments of the top quark. Additionally, the process is expected to be sensitive to tt
charge asymmetry (top quarks produced via initial quarks at the LHC are emitted in
slightly different directions depending on its charge) or spin correlations [76].

The first evidence for the production of tty was reported by the CDF Collabora-
tion [77], while the observation of the tty process was established by the ATLAS Col-
laboration with the data collected at /s = 7 [78]. Recently, efforts have concentrated
on improving the precision of the measurements and extending the scope and range of
the differential ones. Our results in Ref. [’1] comprise the first fiducial inclusive and
differential cross-section measurements of the combined double-resonant tty and single-
resonant tW~ production. The cross sections are measured at parton level to allow com-
parison with the first full computation of pp — bWbW~ at NLO in perturbation the-
ory [79,80]. The measurement is performed in the ey channel. Similarly to the tt cross
section, the fiducial inclusive cross section is measured using a profile likelihood fit. The
result, ogq = 39.6 + 0.8 (stat) T35 (syst) fb, reaches a precision of about 6.3% and it is in
good agreement with the dedicated theoretical calculation. The absolute and normalised
differential cross sections are measured as functions of photon kinematic variables, angular
variables related to the photon and the leptons, and angular separations between the two
leptons in the event. The NLO calculations describe well the shape and the normalisation
of the differential cross sections, while the LO MC simulations provide a poor description
of angular distributions. The systematic uncertainty is dominated by modelling uncer-
tainties associated to the tty LO MC simulations, another example that illustrates the
importance of higher-order calculations and simulations to further improve the precision
of the measurements.

SUMMARY AND OUTLOOK

The large tt data sets collected at the LHC up to now allowed detailed tt production
cross section measurements as well as the observation of tt in association with additional
bosons. The results are exploited to extract SM parameters like the mass of the top
quark, as input to improve the MC simulations and PDF sets and in indirect searches
for new phenomena. The expected luminosity delivered by the LHC, about 300 fb—! by
the end of Run 3 (2024) and up to 3000 fb~! after the HL-LHC, will allow access to
unexplored regions of phase space, the study of more complex signatures and the testing
of more theoretical models, and might shed light on profound questions that can only be
answered by the presence of physics phenomena BSM. Measurements limited by systematic
uncertainties do not benefit automatically from larger data sets. The gain in precision
measurements and, thus, the precision to determine SM parameters (mass, «g, PDFs,
etc.) and to constrain BSM parameters (e.g. in the context of EFT interpretations) will
depend strongly on the improvements in the modelling of the physics processes, a better
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understanding and reconstruction of the physics objects and ultimately the identification
and separation of signal from background processes.
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1 Introduction

Precise measurements of top-quark production and decay properties provide crucial infor-
mation for testing the predictions of the Standard Model (SM) and its possible extensions.
In particular, the study of the associated production of a top-quark pair (¢f) with a high-
energy photon probes the ty electroweak coupling. Furthermore, measurements of the
inclusive and differential cross-sections of this process are of particular interest because
these topologies are sensitive, for instance, to new physics through anomalous dipole mo-
ments of the top quark [1-3] and in the context of effective field theories [4].

First evidence for the production of ¢¢ in association with a photon (t¢y) was reported
by the CDF Collaboration [5], while the observation of the t#y process was established by
the ATLAS Collaboration in proton-proton (pp) collisions at /s = 7 TeV [6]. Both the
ATLAS and CMS Collaborations measured the tty cross-section at /s = 8 TeV [7, §].
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First measurements of the inclusive and differential cross-sections at /s = 13 TeV were
performed by the ATLAS Collaboration [9].

This paper presents a measurement of the fiducial inclusive and differential combined
tty + tW~ production cross-sections in the final state with one electron and one muon,
referred to as the eu channel. Events where the electrons and muons arise from the leptonic
decays of T-leptons are considered as background. The measurement is performed using the
full data set recorded at the LHC between 2015 and 2018 at a centre-of-mass energy of /s =
13 TeV and corresponding to an integrated luminosity of 139 fb~!. The fiducial inclusive
cross-section is measured using a profile likelihood fit to the distribution of St, defined as
the scalar sum of all transverse momenta in the event, including leptons, photons, jets and
missing transverse momentum. The differential cross-sections, absolute and normalised to
unity, are measured in the same fiducial region as the inclusive cross-section, as functions
of photon kinematic variables, angular variables related to the photon and the leptons, and
angular separations between the two leptons in the event.

Compared to the previous tty ATLAS analysis with 13 TeV data [9], only the eu
channel is considered since it provides a clean final state with a small background contri-
bution and, thus, no multivariate analysis techniques are needed to separate signal and
background processes. Additionally, the cross-sections are measured at parton level rather
than at particle level to allow comparison with the theory calculation in refs. [10, 11]. The
calculation constitutes the first full computation for t¢ production with a hard final-state
photon in hadronic collisions at next-to-leading order (NLO) in quantum chromodynamics
(QCD), pp — bWbW+, including all resonant and non-resonant diagrams, interferences,
and off-shell effects of the top quarks and the W bosons. Therefore, in this paper the com-
bined cross-section of resonant t#y and non-resonant tW~ production is measured, referred
to as signal in the following. Example Feynman diagrams at leading order in QCD for tty
and tW+~ production are shown in figure 1.

The paper is organised as follows. The ATLAS detector is briefly introduced in sec-
tion 2. Details of the event-simulation generators and their theoretical predictions are
given in section 3. The event selection and the analysis strategy are presented in sections 4
and 5. The systematic uncertainties are described in section 6. The results for the fidu-
cial inclusive and differential cross-sections are presented in sections 7 and 8, respectively.
Finally, a summary is given in section 9.

2 ATLAS detector

ATLAS [12-14] is a multipurpose detector with a forward-backward symmetric cylindrical

1

geometry with respect to the LHC beam axis.” The innermost layers consist of tracking

detectors in the pseudorapidity range || < 2.5. This inner detector (ID) is surrounded

LATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in
the centre of the detector and the z-axis along the beam pipe. The z-axis points from the IP to the centre
of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, $) are used in the transverse
plane, ¢ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar
angle 0 as n = —Intan(6/2). Angular distance is measured in units of AR = /(An)? + (Ag¢)2.

23




g 700000) e g 700000y—<— b
Ve e
MANN Y VVVV\<
Vi Ve Vi
w‘""< 4
g u g “TOOVO
\ \ H
b
Figure 1. Example Feynman diagrams at leading order for ¢ty (left) and ¢WW+~ production (right)

in the ey channel. The top-quark mass resonances are marked with double-lined arrows, while W
bosons are marked in red.

by a thin superconducting solenoid that provides a 2T axial magnetic field. It is enclosed
by the electromagnetic and hadronic calorimeters, which cover || < 4.9. The outermost
layers of ATLAS consist of an external muon spectrometer within |n| < 2.7, incorporating
three large toroidal magnetic assemblies with eight coils each. The field integral of the
toroids ranges between 2.0 and 6.0 Tm for most of the acceptance. The muon spectrometer
includes precision tracking chambers and fast detectors for triggering. A two-level trigger
system [15] reduces the recorded event rate to an average of 1kHz.

3 Signal and background modelling

The estimation of signal and background contributions relies on the modelling of these
processes with simulated events produced with Monte Carlo (MC) event generators. The
response of the ATLAS detector was simulated [16] with GEANT4 [17]. For some of the
estimates of modelling uncertainties, the fast-simulation package ATLFAsT-II was used
instead of the full detector simulation. Additional pp interactions (pile-up) were generated
with PyTHIA 8 [18, 19] using a set of tuned parameters called the A3 tune [20] and the
NNPDF2.3LO parton distribution function (PDF) set [21]. Corrections to the pile-up
profile, selection efficiencies, energy scales and resolutions derived from dedicated data
samples are applied to the MC simulation to improve agreement with data.

This analysis uses both inclusive samples, in which processes were generated at matrix-
element (ME) level without explicitly including a photon in the final state, and dedicated
samples for certain processes, where photons were included in the ME-level generation
step. Dedicated samples with a photon in the ME were generated for the ¢ty and tWx
final states, as well as for Vv processes with additional jets. Here, V' denotes either a W
or a Z boson. Although no photons were generated at ME level in the inclusive samples,
initial- and final-state radiation of photons is accounted for by the showering algorithm.
Combining inclusive and dedicated samples for the modelling of processes might result
in double-counting photon radiation in certain phase-space regions. As a consequence, a
procedure to remove overlaps between the inclusive and dedicated samples was performed.
Photon radiation simulated at ME level in dedicated samples achieves higher accuracy
than the photon radiation in the showering algorithm. On the other hand, kinematic
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requirements are applied to the kinematic properties of the photons at ME level in the
dedicated samples. In the overlap-removal procedure, all events from the dedicated samples
are kept while events from the inclusive samples are discarded if they contain a parton-level
photon that fulfils the dedicated samples’ kinematic requirements of pp(vy) > 15GeV and
AR(~,¢) > 0.2, where pr(y) is the photon’s transverse momentum and AR(y,£) is the
angular distance between the photon and any charged lepton.

The dedicated sample for the ttvy signal process was simulated using the MAD-
GRAPH5_aMC@NLO generator (v2.3.3) [22] and the NNPDF2.3LO PDF set at leading
order (LO) in QCD. The events were generated as a doubly resonant 2 — 7 process, e.g.
as pp — blvbly~y, thus, diagrams where the photon is radiated from the initial state (in
the case of quark-antiquark annihilation), intermediate top quarks, the b-quarks, and the
intermediate W bosons, as well as the decay products of the W bosons, are included. To
prevent divergences, the photon was required to have pr > 15 GeV and |n| < 5.0 and the
leptons to satisfy || < 5.0. The AR between the photon and any of the charged particles
among the seven final-state particles were required to be greater than 0.2. The top-quark
mass in this and all other samples was set to 172.5GeV. The renormalisation and the
factorisation scales were set to 0.5x >, mz2 + p?“, where the sum runs over all the parti-
cles generated from the ME calculation. The event generation was interfaced to PYTHIA 8
(v8.212) using the A14 tune [23] to model parton showers, hadronisation, fragmentation
and the underlying event. Heavy-flavour hadron decays were modelled with EVTGEN [24];
this program was used for all samples, except for those generated using the SHERPA MC
program [25, 26]. In the latter case, heavy-flavour decays were modelled directly with
SHERPA.

Two dedicated samples for the tW~y process were generated with the MAD-
GRrAPH5_aMC@NLO generator as well. The first one was produced at LO in the five-flavour
scheme for the 2 — 3 process (e.g. pp — tW+) assuming a stable top quark. The second
set of events was generated at LO as a 2 — 6 process (e.g. pp — blvlvy) in the five-flavour
scheme, where the photon is radiated from any other charged final-state particle. In the
five-flavour scheme, the b-quarks are treated as massless and the LO representation of the
process includes a b-quark in the initial state. The two sets of events are complementary
and, once combined, provide a full simulation of the tW+~ process. Both samples make use
of the NNPDF2.3LO PDF set and were interfaced to PyTHIA 8 (v8.212) for parton show-
ering using the A14 tune. The photon was also required to have pp > 15 GeV and |n| < 5.0
and to be separated by AR > 0.2 from any parton. Although possible interference effects
between tty and tW+ are still missing in the simulated LO samples, the tWW+~ process is
treated as part of the signal in this analysis.

Events with W+ and Z~ final states (with additional jets) were simulated as dedicated
samples. The W+ processes were simulated with SHERPA 2.2.2 at NLO accuracy in QCD
using the NNPDF3.0NNLO PDF set, whereas Z+ events were generated with SHERPA 2.2.4
at LO in QCD with the same PDF set. The samples are normalised to the cross-sections
given by the corresponding MC simulation. The SHERPA generator performs all steps of
the event generation, from the hard process to the observable particles. All samples were
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matched and merged by the SHERPA-internal parton showering based on Catani-Seymour
dipoles [27, 28] using the MEPS@QNLO prescription [29-31]. Virtual corrections for the NLO
accuracy in QCD in the matrix element were provided by the OpenLoops library [32, 33].

Inclusive ¢t production processes were simulated at matrix-element level at NLO accu-
racy in QCD using POWHEG-BOX V2 [34-36]. The calculation used the NNPDF3.0NLO
PDF set [37]. The parton shower was generated with PYTHIA 8 (v8.230), for which the A14
tune [38] was used. The ¢t events are normalised to a cross-section value calculated with
the ToP++42.0 program at next-to-next-to-leading order (NNLO) in perturbative QCD,
including soft-gluon resummation to next-to-next-to-leading-logarithm order (see ref. [39]
and references therein).

Events with inclusive W- and Z-boson production in association with additional jets
were simulated with SHERPA 2.2.1 [25, 26] at NLO in QCD. The NNPDF3.0NLO PDF
set was used in conjunction with a dedicated tune provided by the SHERPA authors. The
samples are normalised to the NNLO cross-section in QCD [40].

Events with two directly produced vector bosons, i.e. WW, WZ and ZZ, were gener-
ated with SHERPA versions 2.2.2 (purely leptonic decays) and 2.2.1 (all others) at LO in
QCD. The NNPDF3.0NNLO PDF set was used in conjunction with a dedicated tune pro-
vided by the SHERPA authors. The samples are normalised to NLO accuracy cross-sections
in QCD [41].

Events with a t¢ pair and an associated W or Z boson (¢£V) were simulated at NLO
at the ME level with MADGRAPH5_aMC@NLO using the NNPDF3.0NLO PDF set. The
ME generator was interfaced to PyTHIA 8 (v8.210), for which the Al4 tune was used in
conjunction with the NNPDF2.3LO PDF set. The samples are normalised to NLO in QCD
and electroweak theory [42].

The background processes are sorted into three categories based on the origin of the
reconstructed photon required in the event selection. The three are estimated from MC
simulation by categorising events from all considered samples that are not classified as signal
events. The MC simulations for all categories include processes without prompt photons
such as tt, W+jets, Z+jets, diboson and ¢tV production, as well as background processes
with an additional prompt photon. The first category is labelled h-fake and contains any
type of hadronic fakes that mimic a photon signature in the detector. This category includes
not only photon signatures faked by hadronic energy depositions in the electromagnetic
calorimeter, but also hadron decays involving photons, for example 70 — v+ decays. It also
includes processes with a prompt photon, where the prompt photon is not reconstructed in
the detector or does not pass the selection requirements, but a h-fake photon does. Studies
performed with data-driven techniques following the approach described in ref. [9] show
that possible data-driven corrections have a negligible effect on the distribution shapes
of relevant observables. Possible differences in the total expected number of events are
covered by a normalisation uncertainty as described in section 6. The second category
is labelled e-fake and contains processes with an electron mimicking a photon signature
in the calorimeter. Similarly to the h-fake category, this category includes contributions
from processes without a prompt photon but with an e-fake photon, as well as processes
with a prompt photon in the simulation but an e-fake photon in the reconstruction. This
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category represents a minor background contribution. The third category is called prompt v
background and contains any type of background process with a prompt photon. The
background contribution from tt production with a photon produced in an additional pp
interaction in the same bunch crossing was found to be negligible. This was estimated by
comparing the significance of the distance in z between the photon’s origin and the primary
vertex in data and simulation.

The tty and tW+ events where one or both W bosons decay into 7-leptons, which
then subsequently decay into e or u, are categorised as Other tty/tW+, and not as eu
signal, following the definition of signal events in the theory calculation in refs. [10, 11].
Single-lepton events, where a second lepton is faked by hadronic energy depositions, are
also included in the category Other tt~y/tW+y. The contribution of ¢y single-lepton events
was found to be negligible in the ey final state in the previous measurement [9] and it is
therefore estimated from the MC simulation.

4 Event selection

The data set used in this analysis corresponds to the 139 fb~! of integrated luminosity
collected with the ATLAS detector during the Run 2 period. Each event in data and
simulation is required to have at least one reconstructed primary vertex with at least two
associated reconstructed tracks. Furthermore, only events where at least one of the single-
electron [43] or single-muon [44] triggers was fired are selected.

The main physics objects considered in this analysis are electrons, muons, photons, jets,
b-jets and missing transverse momentum. Electrons are reconstructed from energy deposits
in the electromagnetic calorimeter associated with reconstructed tracks in the ID system.
They are identified with a combined likelihood technique [45] using a ‘tight’ working point,
and are required to be isolated based on calorimeter and tracking quantities. The pp- and
n-dependent isolation criteria yield an efficiency of 90% for electrons with pp = 25 GeV
and 99% for those with p = 60 GeV. The origin of the electron track has to be compatible
with the primary vertex. Electrons are calibrated with the method described in ref. [45].
They are selected if they fulfil pr > 25GeV and |neus| < 2.47, excluding the calorimeter
barrel/endcap transition region 1.37 < |neus| < 1.52.2

Muons are reconstructed with an algorithm that combines the track segments in the
various layers of the muon spectrometer and the tracks in the ID system. The reconstruc-
tion, identification and calibration methods are described in ref. [46]. Muons are required
to be isolated according to track- and calorimeter-based criteria similar to those applied to
electrons. Only muons with calibrated pr > 25GeV and || < 2.5 and passing ‘medium’
quality requirements are considered. The muon track is also required to originate from the
primary collision vertex.

Photons are reconstructed from energy deposits in the central region of the electromag-
netic calorimeters. If the cluster considered is not matched to any reconstructed track in
the ID system, the photon candidate is classified as unconverted. If the cluster is matched
with one or two reconstructed tracks that are consistent with originating from a photon

2erus denotes the pseudorapidity of the calorimeter cell cluster associated with the electron.
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conversion and if, in addition, a conversion vertex can be found, the photon candidate is
classified as converted. Both kinds of photons are considered in this analysis. Photons are
reconstructed and identified as described in ref. [47] and their energies are calibrated with
the method described in ref. [48]. They are subject to a tight isolation requirement defined
as E%EO’A'R@A < 0.022 - Ep(y) + 2.45GeV in conjunction with piTSO’AR<0.2 < 0.05- Ex(y),
where E}° refers to the calorimeter isolation within AR < 0.4 around the direction of the
photon candidate and p%° is the track isolation within AR < 0.2 [47]. Only photons with
calibrated Er > 20GeV and |naus| < 2.37, excluding the calorimeter transition region
1.37 < |9eius| < 1.52, are considered.

Jets are reconstructed using the anti-k; algorithm [49] in the FASTJET implementa-
tion [50] with a distance parameter R = 0.4. They are reconstructed from topological
clusters of cells in the calorimeter [51]. The jet energy scale and jet energy resolution are
calibrated using information from both simulation and data [52]. The jets are required to
have pp > 25GeV and |n| < 2.5. Jets with a large contribution from pile-up vertices are
identified with the Jet Vertex Tagger [53] and rejected.

The b-tagging algorithm (MV2¢10) applied to the selected jets to identify those from
b-quark hadronisation [54] labelled as b-jets is based on a boosted decision tree combining in-
formation from other algorithms using track impact parameters and secondary vertices, and
a multi-vertex reconstruction algorithm. A working point with a selection efficiency of 85%
on simulated ¢t events is used, corresponding to rejection factors of 3.1 and 35 for jets initi-
ated by charm quarks and light-flavour partons, respectively. The flavour-tagging efficiency
for b-jets, as well as for c-jets and light-flavour jets, is calibrated as described in ref. [55].

The reconstructed missing transverse momentum E%‘iss [56, 57] is computed as the neg-
ative vector sum over all reconstructed, fully calibrated physics objects, including photons,
and the remaining unclustered energy, also called the soft term. The soft term is estimated
from low-pr tracks associated with the primary vertex but not with any reconstructed
object.

An overlap-removal procedure is applied to avoid the reconstruction of the same energy
clusters or tracks as different objects. First, electron candidates sharing their track with
a muon candidate are removed and jets within a AR = 0.2 cone around any remaining
electron are excluded. Secondly, electrons within a AR = 0.4 cone around any remaining
jet are removed. If the distance between a jet and any muon candidate is AR < 0.4, the
muon candidate is discarded if the jet has more than two associated tracks, otherwise the
jet is removed. Finally, photons within a AR = 0.4 cone around any remaining electron
or muon are removed and then jets within a AR = 0.4 cone around any remaining photon
are excluded.

The selected events must have exactly one electron and exactly one muon, each with
pr > 25GeV. At least one of these leptons has to be matched to a fired single-lepton
trigger. Since the pr threshold of the single-lepton triggers was increased over the different
data-taking periods due to increased collisions rates, the offline pt thresholds for these
electrons and muons that are matched to a fired single-lepton trigger are chosen to be
25 GeV in 2015, 27 GeV in 2016, and 28 GeV in 2017 and 2018 in order to lie above
the trigger thresholds. Electrons and muons must have opposite-sign charges and the ey
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Events

tty ey 2391 £ 130
tW ep 156 = 15
Other tty/tW~ 279+ 15
h-fake 78+ 40
e-fake 23+ 12
Prompt v bkg. 87+ 40
Total 3014 + 160
Data 3014

Table 1. Event yields before the profile likelihood fit of the signal and background processes to
data after the full selection. All categories are estimated from MC simulation and include correction
factors for detector effects as described in section 6. The combination of all tty and tW+ categories
is scaled to match the event yields in data. The quoted uncertainties correspond to the total
statistical and systematic uncertainties (cf. section 6) added in quadrature.

invariant mass is required to be higher than 15 GeV. The event is required to have at least
two jets and at least one of the jets must be b-tagged. In addition, all events must contain
exactly one reconstructed photon fulfilling the condition that AR between the selected
photon and any of the leptons is greater than 0.4.

The observed event yields after selection are listed in table 1 for the different signal
and background categories described in section 3. The LO cross-section of the MC samples
underestimates the expected number of signal events; therefore, for illustration purposes
the combination of all tfy and tW+ categories is normalised to match the event yields
in data. Correction factors for detector effects (described in section 6) are applied, when
needed, to improve the description of the data by the simulation.

The modelling of signal and background processes is inspected through the comparison
of distributions. A selection of these distributions showing a comparison between the
MC simulation before the profile likelihood fit and data is presented in figure 2. The
combination of all ¢ty and tW+y categories is normalised to match the event yields in data
as done in table 1 to allow a comparison of the shapes of the kinematic variables. All
systematic uncertainties that are introduced in section 6 are included in these distributions
and their sum in quadrature, which assumes they are fully uncorrelated, is illustrated by
the shaded error bands.

5 Analysis strategy

The inclusive and differential cross-sections are measured in the fiducial region described in
section 5.1 and the same sources of background contributions and systematic uncertainties
are considered. In the fiducial inclusive cross-section the St distribution is fitted and the
post-fit background yields and systematic uncertainties are used to extract the signal cross-
section, while no fit is performed for the determination of the differential cross-sections.
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Figure 2. Distributions of the transverse momentum of the electron, the muon and all jets (top
row), and the number of jets, ER and St (bottom row) after event selection and before the profile
likelihood fit. The combination of all ¢ty and tW+ categories is scaled to match the event yields in
data. The shaded bands correspond to the statistical and systematic uncertainties (cf. section 6)
added in quadrature. Overflow events are included in the last bin of each distribution. In the case
of the St distribution, the underflow events are included in the first bin. The lower part of each
plot shows the ratio of the data to the prediction.

5.1 Fiducial region definition

The cross-sections are reported at parton level in a fiducial region, defined by the kinematic
properties of the signal process, in which all selected final-state objects are produced within
the detector acceptance. This is done in a way that mimics the event selection as defined
in the theoretical calculation. Objects at parton level are taken from the MC simulation
history. Photons and leptons are selected as stable particles after final-state radiation. The
leptons (¢ = e, ;) must originate from W-boson decays and they are dressed with nearby
photons within a cone of size of AR = 0.1 around them and must have pr > 25 GeV and
In] < 2.5. Only events with exactly one electron and one muon are considered. Events with
leptons originating from an intermediate 7-lepton in the top-quark decay chain are not con-
sidered. The b-jets at parton level in the calculation from refs. [10, 11] are jets clustered with
the anti-k; algorithm with a distance parameter of R = 0.4. Since showering and hadroni-
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sation effects are not considered in this calculation, the jets correspond to the b-quarks from
the top-quark decay (with an additional parton in the cases where the NLO real emission
leads to a parton close by a b-quark). To mimic this definition in the LO MC simulation,
parton-level b-jets are defined as follows. The anti-k; algorithm with a distance parameter
R = 0.4 is applied to all partons that are radiated from the two b-quarks (including the
b-quarks themselves) and from the two initial partons. The jets that include a b-quark from
the decay of a top quark are selected as b-jets. The event is kept if there are two b-jets sat-
isfying pr > 25 GeV and |n| < 2.5. Exactly one photon with Ep > 20 GeV and || < 2.37 is
required. Photons are required to be isolated from nearby jets by imposing a modified cone
approach as described in ref. [58], as it is also done in the theory calculation in refs. [10, 11],
to ensure soft and collinear safety. The event is dropped if any of the following requirements
is not fulfilled: AR(y,¢) > 0.4, AR(e, ) > 0.4, AR(b,b) > 0.4 or AR(¢,b) > 0.4.

5.2 Fiducial inclusive cross-section

The fiducial inclusive cross-section is extracted using a binned profile likelihood fit to the
full St distribution. The distribution of St provides good separation between signal and
background and was found to be less sensitive to systematic uncertainties than other distri-
butions considered, such as the jet multiplicity or the pr of individual jets. The expected
signal and background distributions are modelled in the fit using template distributions
taken from the simulated samples. The parameter of interest, the fiducial cross-section
014, is related to the number of signal events in bin 7 of the St distribution as:

NP =L x 059 x C X fiST.

The term L is the integrated luminosity, ffT is the fraction of generated signal events
falling into bin ¢ of the St distribution after fiducial requirements are applied, and C'is the
correction factor for the signal efficiency € and for migration into the fiducial region foyt,
defined as follows:

non-fid fid
L= Nreco € = Nreco = C = € _ Nrcco
out — ) - - - )
Nreco N&dc 1- fout ngldc

where Nyeeo is the number of simulated signal events passing the event selection described in
section 4, N&dc is the corresponding number of signal events generated in the fiducial region
defined in section 5.1, and Nfid ~and N2on-fid are the numbers of signal events that pass
the event selection and are generated within and outside the fiducial region, respectively.
The efficiency and outside migration are obtained from simulated ¢ty and W+ events. The
correction factor is estimated from the signal simulation to be C'= 0.462+0.002 (statistical
uncertainty only).

The likelihood function £, based on Poisson statistics, is given by:

c=][r (NngN;(J) + ZW(@”)) <[] Goler, 1),
[ b t

where N;’bs, N7, and Nl-b are the observed number of events in data, the predicted number
of signal events, and the estimated number of background events in bin ¢ of the St distribu-
tion, respectively. The rates of those t£y and tW~ events not counted as part of the signal
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and categorised as Other tt~y/tW+ are scaled with the same parameter as the signal events
in the fit, i.e. no independent production cross-section is assumed for these parts of the
simulated tty/tW~ process. The vector 5: of components 6y, represents the nuisance pa-
rameters that describe the sources of systematic uncertainties. Each nuisance parameter 6;
is constrained by a Gaussian distribution, G(0|6;,1). The width of the Gaussian function
corresponds to a change of +1 standard deviation of the corresponding quantity in the like-
lihood. For systematic uncertainties related to the finite number of simulated MC events,
the Gaussian terms in the likelihood are replaced by Poisson terms. The cross-section is
measured by profiling the nuisance parameters and minimising —21n £ [59).

5.3 Absolute and normalised differential cross-sections

The measurements of the absolute and normalised differential cross-sections are performed
as functions of the pp and |n| of the photon, and of angular variables between the photon
and the leptons: AR between the photon and the closest lepton AR(7,£)min, as well as
A¢(£,0) and |An(L,€)| between the two leptons. The kinematic properties of the photon
are sensitive to the t7y coupling. In particular, AR(Y, {)min is related to the angle between
the top quark and the radiated photon, which could give insight into the structure of this
coupling. The distributions of A¢(¢, £) and |An(¢, £)| are sensitive to the ¢f spin correlation.
The corresponding distributions in data and SM simulations are compared in figure 3. The
simulation describes reasonably well the data within the uncertainties although it favours
smaller AR(7, €)min and larger A¢(¢, £) values than the observed ones.

The data are corrected for detector resolution and acceptance effects to parton level in
the fiducial phase space using an iterative matrix unfolding that uses Bayes’ theorem [60]
implemented in the ROOUNFOLD package [61]. The differential cross-section is defined as:

do obs b
% = Txax e DA O N s X (1 o)

The indices j and k represent the bin indices of the observable X at detector and parton
levels, respectively. The variable N ](-’bs is the number of observed events, and N. Jb is the
number of estimated non-tty/tW+~ background events (pre-fit) in bin j at detector level.
The contribution from the Other tiy/tW+ category is taken into account by correcting
the remaining number of observed events by the signal fraction, f, ;, defined as the ratio
of the number of selected tty and tW+~ eu events to the total number of selected ¢y and
tW+ events, as determined from simulation. This avoids the dependence on the signal
cross-section used for the normalisation. The efficiency ¢ is the fraction of signal events
generated at parton level in bin k of the fiducial region that are reconstructed and selected
at detector level. The total integrated luminosity is denoted by L, and AX}, represents the
bin width. The migration matrix Mj; describes the detector response and expresses the
probability for an event in bin k at parton level to be reconstructed in bin j at detector level,
calculated from events passing both the fiducial-region selection and the event selection.
The outside-migration fraction fo,,; is the fraction of signal events generated outside the
fiducial region but reconstructed and selected in bin j at detector level. The normalised
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Figure 3. Distributions of the photon pr and || in the top row, and AR(Y,€)min, A¢(L,¥)
and |An(¢,¢)| in the bottom row after event selection and before the profile likelihood fit. The
combination of all t¢y and tW+ categories is scaled to match the event yields in data. The shaded
bands correspond to the statistical and systematic uncertainties (cf. section 6) added in quadrature.
When overflow events are present, they are included in the last bin of the distribution. The lower
part of each plot shows the ratio of the data to the prediction.

differential cross-section is derived by dividing the absolute result by the total cross-section,
obtained by integrating over all bins of the observable.

The signal MC samples are used to determine €, fout,j, and My;. The unfolding
method relies on the Bayesian probability formula, starting from a given prior of the
parton-level distribution and iteratively updating it with the posterior distribution. The
binning choices of the unfolded observables take into account the detector resolution and the
expected statistical uncertainty. The bin width has to be larger than twice the resolution,
and the statistical uncertainty is required to be around or below 10% across all bins, with
the latter being the limiting factor in most of the cases. The resolution of the lepton and
photon momenta is very high and, therefore, the fraction of events migrating from one bin to
another is small. In all bins, the purity, defined as the fraction of reconstructed events that
originate from the same bin at parton level, is larger than 80%, and it is above 90% for all
observables except for the pr of the photon. The number of iterations chosen is two, which
provides good convergence of the unfolding distribution and a statistically stable result.
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Figure 4. Left: migration matrix relating the photon pr at the reconstruction and parton levels in
the fiducial phase space, normalised by column and shown as percentages. Right: signal reconstruc-
tion and selection efficiency (e), (1 — fout) fraction and resulting C' correction factor as a function
of the photon pr.

For illustration purposes, the migration matrix is presented in the left panel of figure 4,
while the right panel shows the efficiency, outside-migration fraction and the resulting C'
correction factor obtained for the distribution of the photon pr. The performance of the
unfolding procedure is tested for possible biases from the choice of input model. It was
verified that when reweighting the shape of the signal simulation by up to 50% bin-by-bin
with respect to the nominal shape, the unfolding procedure based on the nominal response
matrix reproduces the altered shapes.

6 Systematic uncertainties

Various systematic uncertainties arising from detector effects are considered, along with
theoretical uncertainties. Signal and background predictions are both subject to these

uncertainties.

6.1 Experimental uncertainties

Experimental systematic uncertainties affect the normalisation and shape of the distribu-
tions of the simulated signal and background samples. These include reconstruction and
identification efficiency uncertainties, as well as uncertainties in the energy and momen-
tum scale and resolution for the reconstructed physics objects in the analysis, including
leptons, photons, jets and E%liss. In addition, uncertainties in the flavour-tagging of jets,
the jet vertex tagger (JVT) discriminant, the integrated luminosity value and the pile-up
simulation are considered.

The photon identification and isolation efficiencies as well as the efficiencies of the lep-
ton reconstruction, identification, isolation, and trigger in the MC samples are all corrected
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using scale factors to match the corresponding values in data. Similarly, corrections to the
lepton and photon momentum scale and resolution are applied in simulation [46, 48]. All
these corrections, which are pr and 7 dependent, are varied within their uncertainties.

The jet energy scale (JES) uncertainty is derived using a combination of simulations,
test-beam data and in situ measurements [52]. Additional contributions from jet-flavour
composition, n-intercalibration, punch-through, single-particle response, calorimeter re-
sponse to different jet flavours, and pile-up are taken into account, resulting in 30 uncorre-
lated JES uncertainty subcomponents, of which 29 are non-zero in a given event depending
on the type of simulation used. The most relevant JES uncertainties are related to the
pile-up correction (JES pile-up correction) and modelling aspects of the in situ calibration
(JES in situ calibration). The jet energy resolution (JER) in simulation is smeared by the
measured JER uncertainty [62] split into eight uncorrelated sources. The uncertainty as-
sociated with the JVT discriminant is obtained by varying the efficiency correction factors
(labelled jet vertex tagging in the results, cf. figure 5).

The uncertainties related to the b-jet tagging calibration are determined separately
for b-jets, c-jets and light-flavour jets [63-65]. For each jet category, the uncertainties are
decomposed into several uncorrelated components. The corrections are varied by their
measured uncertainties.

The uncertainties associated with energy scales and resolutions of photons, leptons and
jets are propagated to the Eff"iss. Additional uncertainties originate from the modelling of
its soft term [66].

The uncertainty in the combined 2015-2018 integrated luminosity is 1.7% [67], obtained
using the LUCID-2 detector [68] for the primary luminosity measurements.

The uncertainty associated with the modelling of pile-up in the simulation is assessed
by varying the pile-up reweighting in the simulation within its uncertainties.

6.2 Signal and background modelling uncertainties

The tty signal modelling uncertainties include the uncertainties owing to the choice of QCD
scales, parton shower, amount of initial-state radiation (ISR), and PDF set. The effect of
the QCD scale uncertainty is evaluated by varying the renormalisation and factorisation
scales separately up and down by a factor of two from their nominal chosen values. The
uncertainty from the parton shower and hadronisation (tfy PS model) is estimated by
comparing the t#y nominal samples, produced with MADGRAPH5_aMC@NLO + PYTHIA 8,
with an alternative sample interfaced to HERWIG 7 [69, 70]. The ISR uncertainty (tty ISR)
is studied by comparing the nominal MADGRAPH5 aMC@QNLO + PYTHIA 8 sample with
the results of varying the A14 tune parameter for radiation [23]. The PDF uncertainty (t&y
PDF) is evaluated using the standard deviation in each bin of the respective distribution
formed by the set of 100 replicas of the NNPDF set [21].

For the tW+ process the uncertainties due to the choice of renormalisation and factori-
sation scales are also estimated by varying them up and down separately by a factor of two
relative to the nominal sample value. A systematic uncertainty from the parton shower and
hadronisation model is considered by comparing PYTHIA 8 and HERWIG 7 both interfaced
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to MADGRAPHS5 aMC@NLO. The W+ modelling uncertainties are treated as uncorrelated
with the t#y signal modelling uncertainties.

The tW~ process was generated in the five-flavour scheme at leading order in QCD
and one of the two b-quarks is not included in the matrix-element generation step. This
b-quark, expected to be produced in the initial state through the PDF, is only found in
a fraction of the events at parton level in the MC simulation. The fractions of generated
tW~ events without a second b-quark were found to be around 30% and 50% for the
MC samples interfaced with HERWIG and PYTHIA, respectively. Therefore, an additional
uncertainty associated with this possibly lost b-quark is assigned (¢tW~ parton definition) as
follows. Relative to the nominal W simulation, the parton-level event yields are doubled,
assuming all b-jets are found, while the number of reconstructed events is kept constant.
This leads to a variation of the correction factor C' of 2.8%.

Several uncertainties in the modelling of ¢ processes, which give a dominant contri-
bution to the h-fake and prompt v background categories, are considered as shape-only
uncertainties. The uncertainties associated with the parton shower and hadronisation are
estimated by comparing the nominal simulation with alternative showering by HERWIG 7.
Uncertainties in the modelling of final-state radiation are estimated by evaluating the ef-
fects of varying four different parameters in the POWHEG + PYTHIA 8 generator set-up
described in the following. Uncertainties due to the renormalisation and factorisation scales
are estimated by varying them up and down independently by a factor of two relative to the
default scale choice. These scale variations are implemented with corresponding weights
which are available as part of the nominal MC sample. Uncertainties due to the value of ag
used in the ISR parton shower modelling are estimated by comparing the nominal POWHEG
+ PyTHIA 8 simulation with alternative samples that correspond to higher and lower radi-
ation parameter settings in the A14 tune, controlled by the var3c parameter in PYTHIA 8.
This parameter is varied within its uncertainties corresponding to variations of ag(mz)
between 0.115 and 0.140. An additional ISR uncertainty is obtained by comparing the
nominal sample with an additional one where the hgamp parameter, which controls the pr
of the first additional emission, is varied by a factor of two as supported by measurements
reported in ref. [71].

In addition to those background modelling uncertainties, global normalisation uncer-
tainties of 50% are assigned to the following three categories: h-fake photons, e-fake photons
and prompt vy background [9] (h-fakes, e-fakes, and prompt v normalisation).

6.3 Treatment of the systematic uncertainties in the measurements

As stated in section 5, the impact of systematic uncertainties on the fiducial inclusive
cross-section measurement is taken into account via nuisance parameters in the likelihood
function. The nuisance parameters g are profiled in the maximum-likelihood fit. Variations
of the nuisance parameters can affect the rate of events as well as the shape of the St
distribution. In the case of signal modelling uncertainties, the rate uncertainty is composed
of variations of the efficiency € and the fraction fou. All MC samples used to evaluate signal
modelling uncertainties are scaled to the same number of events in the fiducial phase space,
NICFC. The only uncertainty that is not included as a nuisance parameter in the profile
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likelihood fit is the uncertainty from the ¢W+ parton definition. This uncertainty does
not affect the number of reconstructed events in the corresponding template in the profile
likelihood fit. It comprises only an uncertainty in the number of generated events in the
fiducial phase space. Thus, the tW+~ parton definition uncertainty is added in quadrature
to the post-fit uncertainty of the profile likelihood fit.

To reduce the sensitivity to statistical fluctuations due to the limited number of events
in the MC samples used in systematic variations, smoothing techniques are applied to the
MC templates used to evaluate the signal and background modelling systematic uncertain-
ties in the template fit. Additionally, the systematic uncertainties are symmetrised, taking
the average of the up- and down-variation as the uncertainty. In the cases where both
variations have the same sign or only one variation is available (e.g. the uncertainty from
the parton shower and hadronisation signal modelling) the largest variation or the avail-
able one, respectively, is taken as both the up- and down-variations for the corresponding
source. The ISR uncertainty suffers from statistical fluctuations in the available tty MC
samples, so a more conservative approach is chosen for the symmetrisation. In this case,
the largest of the two variations is taken and mirrored around the nominal prediction.

In the case of the differential cross-section measurements, each systematic uncertainty
is determined individually in each bin of the measurement by varying the corresponding
efficiency, resolution, and model parameter within its uncertainty. The same symmetrisa-
tion approach described for the fiducial inclusive cross-section is used for this measurement.
For each variation, the measured differential cross-section is recalculated and the devia-
tion from the nominal result per bin is taken as the systematic uncertainty. The overall
uncertainty in the measurement is then derived by adding all contributions in quadrature,
assuming the sources of systematic uncertainty to be fully uncorrelated.

Sources of systematic uncertainty relating only to the background prediction are eval-
uated by shifting the nominal distribution of the corresponding background process by
its associated uncertainty. For the experimental uncertainties, the input is varied by the
corresponding shift, which typically affects both the shape and normalisation of signal and
background process distributions. The resulting distribution is unfolded and compared
with the nominal unfolded distribution and the difference is assigned as an uncertainty.
The systematic uncertainties due to signal modelling are evaluated by varying the signal
corrections, i.e. the migration matrix My;, the efficiency e, and the fraction foutj, by
the corresponding model parameter uncertainty and calculating the difference between the
resulting unfolded distributions and the nominal ones.

7 Fiducial inclusive cross-section measurement

The number of signal events is extracted using a profile likelihood fit to the St distribution
and is translated into the signal cross-section in the fiducial phase space given by the
kinematic boundaries of the signal as described in section 5.

The best-fit values of the nuisance parameters ranked highest in impact are shown
in figure 5 along with their impact on the result. Rate and shape uncertainties from
the t#y PS model and t#y ISR variations are treated as separate nuisance parameters.

~16 —

37




Category Uncertainty
tty/tW~ modelling 3.8%
Background modelling 2.1%
Photons 1.9%
Luminosity 1.8%
Jets 1.6%
Pile-up 1.3%
Leptons 1.1%
Flavour-tagging 1.1%
MC statistics 0.4%
Soft term Emiss 0.2%
tW~ parton definition 2.8%
Total syst. 6.3%

Table 2. Illustrative summary of the systematic uncertainties on the fiducial inclusive cross-section
measurement grouped into different categories and their relative impact on the measurement (sym-
metrised). The categories ‘tty/tW+~ modelling’ and ‘Background modelling’ include all correspond-
ing systematic uncertainties described in section 6.2. The ‘tWW+ parton definition’ uncertainty is
listed separately since it does not enter the profile likelihood fit directly as described in section 6.3.
The category ‘Photons’ corresponds to the uncertainties related to photon identification and isola-
tion as well as photon energy scale and resolution. ‘Jets’ includes the total uncertainty from the
JES, JER and JVT discriminant, while the b-tagging-related uncertainties are given in a separate
category (‘Flavour-tagging’). The category ‘Leptons’ represents the uncertainties related to lepton
identification, isolation and energy/momentum calibration.

This approach prevents pulls on the rate uncertainty due to differences in the shape of
the St distribution between the data and simulation, in particular in the tail where the
data overshoot the prediction and the fit compensates for this discrepancy by pulling the
nuisance parameter of the ¢ty PS model shape uncertainty. The impact of the individual
nuisance parameters is evaluated as the difference between the reference best-fit value of
the cross-section and the one obtained when fixing the corresponding nuisance parameter
under scrutiny to its best-fit value and its + one standard deviation (+1c¢). Table 2 shows
the systematic uncertainties and their relative impact on the measurement of the fiducial
inclusive cross-section. The effect of each category of uncertainties is calculated from the
variance (02) difference between the total uncertainty in the measured fiducial cross-section
and the uncertainty from the fit with the corresponding nuisance parameters fixed to their
fitted values. The uncertainties in the signal modelling, especially the rate uncertainties
from the tty PS model and the ISR variation, have the largest impact on the result.

The distribution of the fitted St variable is shown in figure 6. The dashed band
represents the post-fit uncertainties. The expected yields after the fit describe the data well.
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Figure 5. Ranking of the systematic uncertainties included in the profile likelihood fit used in the
fiducial inclusive cross-section measurement. The blue and turquoise bands indicate the post-fit
impact on the fit result, whereas the outlined blue and turquoise rectangles show the pre-fit impact.
The difference between the two reflects the constraint of the nuisance parameter due to correlations
in the fit. Most nuisance parameters are not or only marginally constrained. The impact is overlaid
with the post-fit values of the nuisance parameters (pulls) shown by the black dots. The black lines
represent, the post-fit uncertainties normalised to the pre-fit uncertainties. For uncertainties param-
eterised with more than one nuisance parameter, the index (1) refers to the leading component.

Extrapolated to the fiducial phase space using the correction factor C, the fit result
corresponds to a fiducial inclusive cross-section for the combined ¢y/tWy process in the eu
channel of ogq = 39.6 & 0.8 (stat) T35 (syst) fb = 39.6 727 fb. The measured cross-section
is in good agreement with the dedicated theoretical calculation provided by the authors of
refs. [10, 11], which predicts a value of ogq = 38.50 793 (scale) 1% (PDF) fb for the chosen
fiducial phase space using the CT14 PDF set [72]. The uncertainty in the theory prediction
includes uncertainties owing to the scales and PDF. The PDF uncertainty is rescaled to
the 68% CL. In the theoretical calculation, the renormalisation and factorisation scales are
chosen as 1/4 of the total transverse momentum of the system, defined as the scalar sum
of the pr of the leptons, b-jets, photon and the total missing pr from the neutrinos. The
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Figure 6. Post-fit distribution of the St variable. The uncertainty band represents the post-
fit uncertainties. Underflow and overflow events are included in the first and last bins of the
distribution, respectively. The lower part of the plot shows the ratio of the data to the prediction.

mass of the top quark is set to 173.2 GeV. The electroweak coupling in the calculation is
derived from the Fermi constant G, and it is set to ag, ~ 1 /132, while it is 1/137 for the
leading emission. Further details can be found in ref. [10].

8 Differential cross-section measurements

The absolute differential cross-sections are shown in figure 7 while the normalised measured
differential cross-sections are presented in figure 8. The cross-sections are compared with
the NLO calculation in the same fiducial phase space and with the combination of the ttvy
and tW~ LO MADGRAPH5_aMC@NLO simulations interfaced with PYTHIA 8 and HERWIG
7, referred to as MG5_.aMC+PyTHIA8 and MG5_aMC+HERWIGT in the following plots and
tables. The calculated x2/ndf values for the absolute and normalised cross-sections and
their corresponding p-values are summarised in tables 3 and 4, quantifying the probability
of compatibility between data and each of the predictions. The y? values are calculated as:

X2 = Z(gj,data - Uj,prch) : C;k;l . (Uk,data - O'k,prch) s

Gk
where 0data and opreq. are the unfolded and predicted differential cross-sections, Cjy is
the covariance matrix of ogata, calculated as the sum of the covariance matrix for the
statistical uncertainty and the covariance matrices for the systematic uncertainties, and
j and k are the binning indices of the distribution. The covariance matrix for each of the
systematic uncertainties is estimated as o; x o}, where o; and o} are the symmetrised
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pr(y) In(9)] AR(Y,0)min Ag(L,e) |An(e,£)]
Predictions | x?/ndf p-value | x?/ndf p-value | x*/ndf p-value | x*/ndf p-value | x?/ndf p-value
Theory NLO | 6.1/11  0.87 4.5/8 0.81 |11.7/10 0.31 5.8/10  0.83 6.2/8 0.62

Table 3. x2/ndf and p-values between the measured absolute cross-sections and the NLO calcula-

tion.

pr(7) ()] ARy, Omin— AG(£4,0) [An(e,0)]
Predictions X?/ndf p-value|x? /ndf p-value|x? /ndf p-value|x? /ndf p-value|x? /ndf p-value
tiy+tWry (MG5_aMC+PyTHIAS) [6.3/10 0.79 | 7.3/7 0.40 |20.1/9 0.02 |30.8/9 <0.01| 6.5/7 0.48
tEy+tWry (MG5_aMC+HERWIGT)(5.3/10 0.87 | 7.7/7 036 |18.9/9 0.03 |31.6/9 <0.01|6.8/7 0.45
Theory NLO 6.0/10 0.82 |4.5/7 0.72 [13.5/9 0.14 | 58/9 0.76 | 5.6/7 0.59

Table 4. x2/ndf and p-values between the measured normalised cross-sections and various predic-
tions from the MC simulation and the NLO calculation.

uncertainties for bin j and bin & of the unfolded distribution. In the case of the normalised
differential cross-sections, the last bin is removed from the x? calculation and the number
of degrees of freedom is reduced by one.

The shape of the measured differential distributions is generally well described by
both the LO MC predictions from MADGRAPH5 aMC@NLO and the NLO theory pre-
diction. The latter tends to describe the shape of the measured distribution slightly bet-
The shapes of AR(7,£)min and A¢(L,¢) are not perfectly modelled by the MAD-
GrAPH5 aMC@NLO simulation, while the NLO prediction provides a better description
of these distributions.

ter.

The systematic uncertainties of the unfolded distributions are decomposed into signal
modelling uncertainties, experimental uncertainties, and background modelling uncertain-
ties. The breakdown of the categories of systematic uncertainties and the statistical one,
which is the dominant source of uncertainty, is illustrated in figures 9 and 10 for the abso-
lute and normalised differential cross-sections, respectively. The systematic uncertainty is
dominated by the background and signal modelling.

9 Conclusions

Measurements of the fiducial inclusive production cross-section, as well as absolute and
normalised differential production cross-sections, of the combined #tvy/tW+ process in the
ei decay channel are presented using pp collisions at a centre-of-mass energy of 13 TeV,
corresponding to an integrated luminosity of 139 fb~! recorded by the ATLAS detector
at the LHC. For the estimation of efficiencies and acceptance corrections, a LO Monte
Carlo simulation of the 2 — 7 process pp — evuvbby was used for the ¢ty part of the
signal. The contribution from ¢tW+~ was estimated from a combination of LO Monte Carlo
simulations for the 2 — 3 process pp — tW+~ and the 2 — 6 process pp — evuvby. The
simulations include initial- and final-state radiation of the photon from all involved objects
in the matrix element. The resonant top-quark production is taken into account in the
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Figure 7. Absolute differential cross-section measured in the fiducial phase space as a function
of the photon pr, photon |n|, AR(Y, €)min, Ap(¢, L), and |An(¢,£)| (from left to right and top to
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simulation of tfy. Possible singly resonant production leading to the same final state is
included in the simulation of the tW+~ process.

The results are compared with the prediction from the LO Monte Carlo simulations
and also a dedicated NLO theory prediction which includes all off-shell contributions.
The measured fiducial inclusive cross-section of o = 39.6 727 b is found to be in good
agreement with the predicted NLO cross-section. All considered differential distributions

are also found to be well described by the NLO theory prediction.
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1 Introduction

The observation [1-3] of a Higgs boson with a mass of approximately 125 GeV [4, 5] at the
CERN LHC marked the starting point of a broad experimental programme to determine
the properties of the newly discovered particle. Decays into vy, ZZ, WW, and 77 final
states have been observed, and there is evidence for the direct decay of the particle to the
bottom quark-antiquark (bb) final state [6-10]. The measured rates for various production
and decay channels are consistent with the standard model (SM) expectations [11, 12], and
the hypothesis of a spin-0 particle is favoured over other hypotheses [13, 14].

In the SM, the Higgs boson couples to fermions with a Yukawa-type interaction, with
a coupling strength proportional to the fermion mass. Probing the coupling of the Higgs
boson to the heaviest known fermion, the top quark, is therefore very important for testing
the SM and for constraining various models of physics beyond the SM (BSM), some of which
predict a different coupling strength than the SM. Indirect constraints on the coupling
between the top quark and the Higgs boson are available from processes including virtual
top quark loops, for example Higgs boson production through gluon-gluon fusion [11, 12],
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Figure 1. Representative leading-order Feynman diagrams for ttH production, including the sub-
sequent decay of the Higgs boson into a b quark-antiquark pair, and the decay of the top quark-
antiquark pair into final states with either one (single-lepton channel, left) or two (dilepton channel,
right) electrons or muons.

as well as from production of four top quarks [15]. On the other hand, the associated
production of a Higgs boson and a top quark-antiquark pair (¢¢H production) as illustrated
by the Feynman diagrams in figure 1 is a direct probe of the Higgs boson coupling to
fermions with weak isospin +1/2. The Higgs boson decay into bb, also shown in figure 1, is
experimentally attractive as a final state because it features the largest branching fraction
of 0.58 £ 0.02 for a 125 GeV Higgs boson [16].

Several BSM physics scenarios predict a significantly enhanced production rate of
events with ttH final states, while not modifying the branching fractions of Higgs boson
decays by a measurable amount [17-26]. In this context, a measurement of the ttH produc-
tion cross section has the potential to distinguish the SM Higgs mechanism of generating
fermion masses from alternative ones.

Various dedicated searches for ttH production have been conducted during Run 1 of
the LHC. The CMS Collaboration searches employed proton-proton (pp) collision data cor-
responding to an integrated luminosity of 5fb~! at a centre-of-mass energy of /s = 7 TeV
and 19.5fb~! at /s = 8 TeV. These searches have been performed by studying Higgs boson
decays to b quarks, photons, and leptons using multivariate analysis (MVA) techniques,
showing a mild excess of the observed ttH cross section relative to the SM expectation of u =
o/osm = 2.84+1.0 [27]. A similar excess of y = 241f}:3 was observed in a search for ttH pro-
duction in multilepton final states by the ATLAS Collaboration using data at /s = 8 TeV,
corresponding to an integrated luminosity of 20.3fb~! [28]. The searches in the H — bb
decay channel were performed with several analysis techniques [27, 29, 30], yielding a most
stringent observed (expected) upper limit on x4 of 3.4 (2.2) at the 95% confidence level (CL).

The increased centre-of-mass energy of /s = 13 TeV results in a ttH production cross
section 3.9 times larger than at /s = 8TeV based on next-to-leading-order (NLO) cal-
culations; while the cross section for the most important background, tt production, is
increased by a factor of 3.3 [31], resulting in a more favourable signal-to-background ratio.
The CMS Collaboration has performed searches in the all-jets [32] and multilepton [33]
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final states with 35.9fb~! of data, achieving evidence for ttH production with an observed
(expected) significance of 3.2 (2.8) standard deviations in the latter case. Recently, the
ATLAS Collaboration reported observed (expected) evidence for ttH production with a
significance of 4.2 (3.8) standard deviations, based on an integrated luminosity of 36.1 fb™!
and combining several Higgs boson decay channels [34]; in the H — bb channel alone,
an observed (expected) upper limit on p of 2.0 (1.2) at 95% CL and a best fit value of
(= 0.8470-51 were obtained [35].

In this paper, a search for ttH production in the H — bb final state is presented that
has been performed using 35.9 fb~! of data recorded with the CMS detector at /s = 13 TeV
in 2016. In the SM, the top quark is expected to decay into a W boson and a b quark almost
exclusively. Hence different tt decay modes can be identified according to the subsequent
decays of the W bosons. The event selection is based on the decay topology of ttH events
in which the Higgs boson decays into bb and the tt decay involves at least one lepton,
resulting in either v qq bb (single-lepton) or £+ -7 bb (dilepton) tt final states, where
{ = e, p arising either from the prompt decay of a W boson or from leptonic 7 decays.
Analysis methods established in Run 1 [27, 29] have been significantly improved, and novel
methods have been added. In particular, two multivariate techniques — namely boosted
decision trees (BDTs) and the matrix element method (MEM) [36-40] — that utilise event
information differently in order to discriminate signal from background events have been
employed in combination. Since the two methods aim at separating signal from different
background processes, their combined usage helps to obtain a better sensitivity. In addition,
a new multivariate technique based on deep neural networks (DNNs) has been employed to
separate signal from background events. The best fit value of the signal strength modifier
1 is obtained from a combined profile likelihood fit of the classifier output distributions to
the data, correlating processes and their uncertainties where appropriate.

This document is structured as follows. The CMS detector is described in section 2. In
section 3, the simulated signal and background samples are described. The basic selection
of analysis objects and events is discussed in section 4. The general analysis strategy
and background estimation methods are introduced in section 5. The effect of systematic
uncertainties is studied in section 6. Results of the analysis are presented in section 7,
followed by a summary in section 8.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass
and scintillator hadron calorimeter, each composed of a barrel and two endcap sections.
Forward calorimeters extend the pseudorapidity (n) coverage provided by the barrel and
endcap detectors. Muons are detected in gas-ionisation chambers embedded in the steel
magnetic flux-return yoke outside the solenoid. A more detailed description of the CMS
detector, together with a definition of the coordinate system used and the relevant kine-
matic variables, can be found in ref. [41]. Events of interest are selected using a two-tiered
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trigger system [42]. The first level, composed of custom hardware processors, uses infor-
mation from the calorimeters and muon detectors to select events, while the second level
selects events by running a version of the full event reconstruction software optimised for
fast processing on a farm of computer processors.

3 Simulation of signal and background

Several Monte Carlo event generators, interfaced with a detailed detector simulation, are
used to model experimental effects, such as reconstruction and selection efficiencies, as well
as detector resolutions. The CMS detector response is simulated using GEANT4 (v.9.4) [43].

For the simulation of the ttH signal sample, the NLO event generator
POWHEG (v.2) [44-47] is used. Standard model backgrounds are simulated using
POWHEG (v.2), PYTHIA (v.8.200) [48], or MADGRAPH5_aMC@NLO (v.2.2.2) [49], depending
on the process. The value of the Higgs boson mass is assumed to be 125 GeV, while the
top quark mass value is set to 172.5 GeV. The proton structure is described by the parton
distribution functions (PDF) NNPDF3.0 [50].

The main background contribution originates from tt production, the production of W
and Z/~* bosons with additional jets (referred to as W+jets and Z+jets, or commonly as
V+jets), single top quark production (tW and ¢-channel production), diboson (WW, WZ,
and ZZ) processes, and tt production in association with a W or Z boson (referred to as
t6+W and tt+Z, or commonly as tt+V). Both the tt and the single top quark processes
in the t- and tW-channels are simulated with POWHEG [51, 52]. The s-channel single
top quark processes, as well as V+jets and tt+V processes are simulated at NLO with
MADGRAPH5_aMC@NLO, where for the V+jets processes the matching of matrix-element
(ME) jets to parton showers (PS) is performed using the FXFX [53] prescription. The
PYTHIA event generator is used to simulate diboson events.

Parton showering and hadronisation are simulated with PYTHIA (v.8.200) for all signal
and background processes. The pPYTHIA CUETP8M2T4 [54] tune is used to characterise
the underlying event in the ttH signal and tt and single top quark background processes,
while the CUETP8M1 [55] tune is used for all other background processes.

For comparison with the observed distributions, the events in the simulated samples
are normalised to the same integrated luminosity of the data sample, according to their
predicted cross sections. These are taken from theoretical calculations at next-to-next-to-
leading order (NNLO, for V+jets production), approximate NNLO (single top quark tW
channel [56]), and NLO (single top quark ¢- and s-channels [57, 58], tt+V production [59],
and diboson production [60]). The ttH cross section of 507f§g fb and Higgs boson branching
fractions used in the analysis also correspond to NLO accuracy [16]. The tt simulated
sample is normalised to the full NNLO calculation with resummation to next-to-next-to-
leading-logarithmic accuracy [61-67], assuming a top quark mass value of 172.5 GeV and
using the NNPDF3.0 PDF set. This sample is further separated into the following processes
based on the flavour of additional jets that do not originate from the top quark decays in
the event: tt+bb, defined at generator level as the events in which two additional b jets are
generated within the acceptance requirements (see section 4), each of which originates from
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one or more B hadrons; tt+b, for which only one additional b jet within the acceptance
originates from a single B hadron; tt+2b, which corresponds to events with two additional
B hadrons that are close enough in direction to produce a single b jet; tt+cc, for which
events have at least one additional ¢ jet within the acceptance and no additional b jets;
tt + light flavour jets (tt+1f), which corresponds to events that do not belong to any of
the above processes. The tt+bb, tt+b, tt+2b, and tt+cc processes are collectively referred
to as tt+hf in the following. This categorisation is important because the subsamples
originate from different physics processes and have different systematic uncertainties.

Effects from additional pp interactions in the same bunch crossings (pileup) are
modelled by adding simulated minimum-bias events (generated with PYTHIA v.8.212,
tune CUETP8M1) to all simulated processes. The pileup multiplicity distribution in simu-
lation is reweighted to reflect the luminosity profile of the observed pp collisions. Correction
factors described in section 4 are applied to the simulation where necessary to improve the
description of the data.

4 Object and event reconstruction

The event selection is optimised to identify events from the production of a Higgs boson
in association with tt events, where the Higgs boson decays into bb. Two tt decay modes
are considered: the single-lepton mode (tt — v q’ bb), where one W boson decays into a
charged lepton and a neutrino, and the dilepton mode (t§ — £+ =7 bb), where both W
bosons decay into a charged lepton and a neutrino. These signatures imply the presence
of isolated leptons (¢ = e, p), missing transverse momentum due to the neutrinos from W
boson decays, and highly energetic jets originating from the final-state quarks. Jets origi-
nating from the hadronisation of b quarks are identified through b tagging techniques [68].

Online, events in the single-lepton channel were selected by single-lepton triggers which
require the presence of one electron (muon) with a transverse momentum (pr) threshold of
pr > 27(24) GeV. Events in the dilepton channel were selected either by the single-lepton
trigger (retaining events with an additional lepton) or by dilepton triggers that require
the presence of two electrons or muons. The same-flavour dilepton triggers required two
electrons with pr > 23 and 12 GeV, or two muons with pr > 17 and 8 GeV, respectively.
The different-flavour dilepton triggers required either a muon with pp > 23 GeV and an
electron with pr > 12 GeV, or an electron with pr > 23 GeV and a muon with pr > 8 GeV.

Events are reconstructed using a particle-flow (PF) technique [69], which combines
information from all subdetectors to enhance the reconstruction performance by identifying
individual particle candidates in pp collisions. An interaction vertex [70] is required within
24 cm of the detector centre along the beam line direction, and within 2cm of the beam
line in the transverse plane. Among all such vertices, the reconstructed vertex with the
largest value of summed physics-object p?r is taken to be the primary pp interaction vertex.
The physics objects are the jets, clustered using a jet finding algorithm [71, 72] with the
tracks assigned to the vertex as inputs, and the associated missing transverse momentum,
taken as the negative vector sum of the pr of those jets. All other interaction vertices are
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considered as pileup vertices. Charged tracks identified as hadrons from pileup vertices are
omitted in the subsequent event reconstruction.

The electron and muon candidates are required to be sufficiently isolated from nearby
jet activity as follows. For each electron (muon) candidate, a cone of AR = 0.3(0.4) is
constructed around the direction of the track at the event vertex, where AR is defined as
V(An)? + (A¢)?, and An and Ag are the distances in the pseudorapidity and azimuthal
angle. Excluding the contribution from the lepton candidate, the scalar pp sum of all
particle candidates inside the cone consistent with arising from the chosen primary event
vertex is calculated. The neutral component from pileup interactions is subtracted event-
by-event, based on the average transverse energy deposited by neutral particles in the event
in the case of electrons, and half the transverse momentum carried by charged particles
identified to come from pileup vertices in the case of muons. A relative isolation discrim-
inant I, is defined as the ratio of this sum to the pr of the lepton candidate. Electron
candidates are selected if they have values of I, < 0.06, while muons are selected if they
fulfil the requirement I.,; < 0.15 in the single-lepton channel and I, < 0.25 in the dilep-
ton channel. In addition, electrons from identified photon conversions are rejected [73].
To further increase the purity of muons originating from the primary interaction and to
suppress misidentified muons or muons from decay-in-flight processes, additional quality
criteria, such as a minimal number of hits associated with the muon track, are required in
both the silicon tracker and the muon system [74].

For the single-lepton channel, events are selected containing exactly one energetic,
isolated lepton (e or i), which is required to have pr > 30(26) GeV in the case of the electron
(muon), and |n| < 2.1. Electron candidates in the transition region between the barrel and
endcap calorimeters, 1.4442 < |n| < 1.5560, are excluded. The flavour of the lepton must
match the flavour of the trigger that accepted the event (e.g. if an electron is identified, the
single-electron trigger must have accepted the event). For the dilepton channel, events are
required to have a pair of oppositely charged energetic leptons (ete™, p*e¥, utp~). The
lepton with the highest pr out of the pair is required to have pp > 25 GeV, and the other
lepton pr > 15 GeV; both leptons are required to fulfil the requirement |7| < 2.4, excluding
electrons in the transition region. The flavours of the lepton pair must match the flavour
of the trigger that accepted the event. The events are unambiguously classified as ete™,
pFeF, or ptp~, depending on the type of the selected lepton pair, and there is no overlap
with the other channels under study. The invariant mass of the selected lepton pair, myy, is
required to be larger than 20 GeV to suppress events from heavy-flavour resonance decays
and low-mass Drell-Yan processes. In the same-flavour channels, events are also rejected if
76 < myy < 106 GeV, thereby suppressing further contribution from Z+jets events. In both
the single- and dilepton channel, events with additional isolated leptons with pp > 15 GeV
and |n| < 2.4 are excluded from further analysis.

The missing transverse momentum vector ﬁ%ﬂs’s is defined as the projection of the
negative vector sum of the momenta of all reconstructed PF objects in an event on the
plane perpendicular to the beams. Its magnitude is referred to as p’T“iss. Events are required
to fulfil p%liss > 20 GeV in the single-lepton and p%liss > 40 GeV in the dilepton same-flavour
channels to further suppress background contribution.
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Jets are reconstructed from the PF particle candidates using the anti-kr clustering
algorithm [71] with a distance parameter of 0.4, as implemented in FASTJET [72]. Charged
hadrons that are associated to pileup vertices are discarded from the clustering. The jet
energy is corrected for the remaining neutral-hadron pileup component in a manner similar
to that used to find the energy within the lepton isolation cone [75]. Jet energy corrections
are also applied as a function of jet pr and 7 [76] to data and simulation. All reconstructed
jets in the single-lepton channel and the two jets leading in pr in the dilepton channel
are required to satisfy |n| < 2.4 and pr > 30GeV. Other jets in the dilepton channel
are selected if pt > 20GeV. Events are selected if they contain at least four jets in the
single-lepton channel or at least two jets in the dilepton channel.

Jets originating from the hadronisation of b quarks are identified using a combined
secondary vertex algorithm (CSVv2) [68], which provides a b tagging discriminant by com-
bining identified secondary vertices and track-based lifetime information. A discriminant
value is chosen such that the probability of tagging jets originating from light-flavour quarks
(u, d, or s) or gluons is about 1%, and the corresponding efficiency for tagging jets from b
(c) quarks is ~65% (10%). The shape of the CSVv2 discriminant distribution in simulation
is corrected by scale factors to better describe the data. This correction is derived sepa-
rately for light-flavour and b jets with a tag-and-probe approach. Control samples enriched
in events with a Z boson and exactly two jets where a b jet veto is applied are used to obtain
the correction for light-flavour jets. The correction for b jets is estimated using a sample
enriched in tt events with no additional jets [68]. For c jets, the data-to-simulation scale
factor is set to unity with an uncertainty twice the one of the correction for b jets. Events
are required to have at least two (one) b-tagged jets in the single-lepton (dilepton) channels.

Event yields observed in data and predicted by the simulation after this selection
(referred to as baseline selection in the following) are listed in table 1 for the single-lepton
and dilepton channels. The corresponding jet and b-tagged jet multiplicity distributions are
shown in figures 2 and 3, respectively. The ttH signal includes H — bb and all other Higgs
boson decay modes. Background contributions from QCD multijet production, estimated

using a low-piss control region in data, have been found to be negligible in this analysis.

5 Analysis strategy and event classification

In both the single-lepton and dilepton channels, events with at least four jets of which at
least three are b-tagged are selected among those passing the baseline selection described
in section 4. These events are then further divided into categories with varying signal
purity and different background composition. In each category, combinations of several
multivariate discriminants are optimised to separate signal from background. The signal
is extracted in a simultaneous template fit of the discriminant output obtained from the
simulation to the data across all the categories, correlating processes and their uncertainties
where appropriate. In this way, the different background composition in the different
categories helps to constrain the uncertainties of the different processes and increases the
overall sensitivity of the search.
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Process SL channel DL channel
tt+1f 463 6568 =174 241 032 £ 99
tt+ce 76 012+ 70 24 550 + 32
tt+b 22 416 + 38 5979416
tt+2b 9052424 1785+9
tt+bb 10 897 £ 27 1840+9
Single t 25 2154+ 166 12 206 £125
V+jets 12 309 4+ 58 5 684 4209
tt+V 2457+12 2570+23
Diboson 449+ 14 430+ 15
Total bkg. 622 466 £ 263 296 077 + 266
ttH 1232+2 314.0+£0.9
Data 610 556 283 942

Table 1. Event yields observed in data and predicted by the simulation after the baseline selection
requirements in the single-lepton (SL) and dilepton (DL) channels. The ttH signal includes H — bb
and all other Higgs boson decay modes. The quoted uncertainties are statistical only.

Several methods that classify events as signal- or background-like were explored to
achieve optimal sensitivity: DNNs and BDTs, combined with a MEM. In the DNN ap-
proach, the jet multiplicity and the DNN classification output, described below, are used
for the event categorisation (“jet-process categories”). In the BDT approach, events are di-
vided into categories based on their jet and b-tagged jet multiplicity (“jet-tag categories”).
The approach that provided the best expected sensitivity in each channel, evaluated on
fits to simulated data, was chosen for obtaining the final result from data. Therefore,
in the single-lepton channel the DNN approach is used, while in the dilepton channel a
BDT+MEM classification is chosen. The methods and the corresponding categorisation
are illustrated in figure 4 and described in the following.

In the single-lepton channel, events are separated depending on the jet multiplicity
into three categories with (4 jets, > 3b tags), (5jets, > 3b tags), and (> 6jets,> 3 b tags).
Dedicated multi-classification DNNs [77] are trained in each jet multiplicity category to
separate signal and each of the five tt+jets background processes tt-+bb, tt-+2b, tt+b,
tt+cc, or tt+1f.

The DNN training is performed using simulated ttH and tt+jets events as signal and
background, respectively. The overall set of events is split into a training set (30%), an
independent set (20%) for validation and optimisation of the DNN configuration (hyper
parameters), such as the number of nodes per layer, and a set that is reserved for the fit
to the data (50%). The hyper parameters and input variables are detailed in appendix A.

The training is conducted in two stages. In the first stage, a DNN is trained to predict
which of the reconstructed physics objects originate from the expected underlying hard
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Figure 2. Jet (left) and b-tagged jet (right) multiplicity in the single-lepton (SL) channel after
the baseline selection. The expected background contributions (filled histograms) are stacked,
and the expected signal distribution (line), which includes H — bb and all other Higgs boson
decay modes, is superimposed. Each contribution is normalised to an integrated luminosity of
35.9fb, and the signal distribution is additionally scaled by a factor of 15 for better visibility.
The hatched uncertainty bands correspond to the total statistical and systematic uncertainties
(excluding uncertainties that affect only the normalisation of the distribution) added in quadrature.
The distributions observed in data (markers) are overlayed. The last bin includes overflow events.
The lower plots show the ratio of the data to the background prediction.

process, such as for example the b quark jet from the decay of a top quark. In the second
stage, the initial network is extended by adding hidden layers, which take as input the
variables and the output values of the first stage, and the resulting network is trained to
predict the physics process of an event. The values obtained in the output nodes of the
second stage are normalised to unity using a “softmax” function [77], and, as a result, can
be interpreted as probabilities describing the likelihood of the event being a ttH signal or
one of the five tt+jets background processes. Events are divided into subcategories of the
most probable process according to this DNN classification. Thus, there are in total 18
jet-process categories in the single-lepton channel. In each of the jet-process categories, the
DNN classifier output distribution of the node that matches the process category is used

as the final discriminant.

The DNNs utilise input variables related to kinematic properties of individual ob-
jects, event shape, and the jet CSVv2 b tagging discriminant, and additionally the MEM
discriminant output, described in the following.

The MEM discriminant is constructed as the ratio of the probability density values
for the signal (ttH) and background (tt+bb) hypotheses, following the algorithm described
in ref. [29]. Each event is assigned a probability density value computed from the four-
momenta of the reconstructed particles, which is based on the leading order scattering
amplitudes for the ttH and tt+bb processes and integrated over the particle-level quanti-
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Figure 3. Jet (left) and b-tagged jet (right) multiplicity in the dilepton (DL) channel after the
baseline selection. The expected background contributions (filled histograms) are stacked, and the
expected signal distribution (line), which includes H — bb and all other Higgs boson decay modes, is
superimposed. Each contribution is normalised to an integrated luminosity of 35.9fb™*, and the sig-
nal distribution is additionally scaled by a factor of 15 for better visibility. The hatched uncertainty
bands correspond to the total statistical and systematic uncertainties (excluding uncertainties that
affect only the normalisation of the distribution) added in quadrature. The distributions observed
in data (markers) are overlayed. The last bin includes overflow events. The lower plots show the
ratio of the data to the background prediction.
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Figure 4. Illustration of the analysis strategy.
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ties that are either unknown or poorly measured. The probability density functions are
constructed at leading order, assuming gluon-gluon fusion production both for signal and
background processes as it represents the majority of the event rate. In each event, the four
jets that are most likely to originate from b quarks are considered explicitly as candidates
for the b quarks from the decay of the Higgs boson and the top quarks. All permuta-
tions of jets, regardless of their b tagging discriminant, are considered when associating
the b-quark-like jets to the top quark or Higgs boson decays in the matrix element. The
four b-like jets are selected using a likelihood ratio criterion as follows. The likelihoods
are computed under either the hypothesis that four jets or that two jets in the event orig-
inate from b quarks, based on the expected b tagging discriminant probability densities
from simulation. The used ratio is computed as the four-b-jets likelihood, normalised to
the sum of the four- and the two-b-jets likelihoods. When computing the MEM in the
single-lepton channel, up to four additional light jets, ordered in pr, are permuted over as
candidates for the light quarks from the hadronic decay of the W boson.

In the dilepton channel, events are separated into two jet-tag categories with
(> 4jets,3Db tags) and (> 4jets,> 4b tags). In each jet-tag category, a dedicated BDT
is trained to separate signal from background processes. The BDTs utilise input vari-
ables related to kinematic properties of individual objects, event shape, and the jet CSVv2
b tagging discriminant, similar as the DNNs, but no MEM information. The training
is performed using simulated ttH and tt+jets events as signal and background, respec-
tively, which are weighted to achieve equal yields of signal and background events. In
order to avoid a biased performance estimate, the events are separated in half for train-
ing and validation. The specific BDT boosting method used is the stochastic gradient
boost [36, 78], available as part of the TMVA package [38]. The choice of the BDT ar-
chitecture and the input variables was optimised with a procedure based on the particle
swarm algorithm [79, 80], selecting the configuration and set of variables that yields the
highest discrimination power. They are detailed in appendix A.

In the (> 4jets,3b tags) category, the BDT output distribution is used as the final
discriminant. The (> 4 jets, > 4 b tags) category is further divided into two subcategories,
one with small values of the BDT output (background-like) and one with large output
values (signal-like). The division is taken at the median of the BDT output distribution
for simulated signal events. In each subcategory, the MEM discriminant output is used as
the final discriminant. The high BDT output subcategory is expected to be enhanced with
signal events and residual tt+bb background events, and the MEM discriminant achieves
by construction particularly powerful additional separation against the tt+bb background
contributions. The choice of the median contributes to a robust result by ensuring a
sufficient number of events in each subcategory. Including the low b tag multiplicity and
the low BDT output subcategories into the fit constrains the background contributions and
systematic uncertainties for each of the different event topologies. Thus, there are in total
three categories in the dilepton channel.

In summary, in the single-lepton channel events are subdivided into 18 jet-process
categories and the DNN output distribution of the most probable process is used as the final
discriminant. In the dilepton channel events are subdivided into three jet-tag categories
and either the BDT or MEM output distribution is used as the final discriminant.
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6 Systematic uncertainties

In table 2, all sources of systematic uncertainties considered in the analysis are listed. They
affect either the rate of the signal or background processes, or the discriminant shape, or
both. In the last case, the rate and shape effects are treated as entirely correlated and are
varied simultaneously. The uncertainties are taken into account via nuisance parameters
in the final fit procedure described in section 7, where the effects from the same source are
treated as fully correlated among the different categories. The impact of the uncertainties
on the final result is discussed in section 7.

The uncertainty in the integrated luminosity estimate is 2.5% [81]. The trigger ef-
ficiency in the single-lepton channel and the electron and muon identification efficiency
uncertainties are estimated by comparing variations in measured efficiency between data
and simulation using a high-purity sample of Z boson decays. In the dilepton channel, the
trigger efficiency is measured in data with a method based on triggers that are uncorrelated
with those used in the analysis, in particular based on plfliss requirements. These uncertain-
ties are found to be small, typically below 1-2%. Effects of the uncertainty in the distribu-
tion of the number of pileup interactions are evaluated by varying the total inelastic cross
section used to predict the number of pileup interactions in the simulated events by +4.6%
from its nominal value [82]. The uncertainty due to the limited knowledge of the jet energy
scale (resolution) is determined by variations of the energy scale (resolution) correction of all
jets in the signal and background predictions by one standard deviation. In the case of the
jet energy scale uncertainty, these variations are divided into 26 sources, which include un-
certainties owing to the extrapolation between samples of different jet-flavour composition
and the presence of pileup collisions in the derivation of the corrections [76]. The effect of
each source is evaluated individually. The uncertainty of the CSVv2 b tagging scale factors
is evaluated by applying alternative scale factors based on varying the following systematic
effects [68] by one standard deviation, separately for the different jet flavours: the contam-
ination of background processes in the control samples, the jet energy scale uncertainty —
which is correlated with the overall jet energy scale uncertainty — and the statistical un-
certainty in the scale factor evaluation. The impact of the statistical uncertainty is param-
eterised as the sum of two contributions: one term with linear dependence on the b tagging
discriminant value, allowing an overall tilt of the discriminant distribution, and another
term with quadratic dependence, allowing an overall shift of the discriminant distribution.

Theoretical uncertainties of the cross sections used to predict the rates of various
processes are propagated to the yield estimates. All rates are estimated using cross sec-
tions with at least NLO accuracy, which have uncertainties arising primarily from PDFs
and the choice of factorisation and renormalisation scales (both in the ME and the PS).
The cross section uncertainties are each separated into their PDF and scale components
(renorm./fact. scales) and are correlated where appropriate between processes. For exam-
ple, the PDF uncertainties for background processes originating primarily from gluon-gluon
initial states are treated as 100% correlated. The PDF uncertainty of the ttH signal pro-
duction is treated separately from the background processes.

The tt+bb process, and to lesser extent the tT+2b, tt+b, and tt+cc production, rep-
resent important sources of irreducible background. Neither previous measurements of
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Source Type Remarks

Integrated luminosity rate  Signal and all backgrounds

Lepton identification/isolation shape Signal and all backgrounds

Trigger efficiency shape Signal and all backgrounds

Pileup shape Signal and all backgrounds

Jet energy scale shape Signal and all backgrounds

Jet energy resolution shape Signal and all backgrounds

b tag hf fraction shape Signal and all backgrounds

b tag hf stats (linear) shape Signal and all backgrounds

b tag hf stats (quadratic) shape Signal and all backgrounds

b tag If fraction shape Signal and all backgrounds

b tag If stats (linear) shape Signal and all backgrounds

b tag If stats (quadratic) shape Signal and all backgrounds

b tag charm (linear) shape Signal and all backgrounds

b tag charm (quadratic) shape Signal and all backgrounds

Renorm. /fact. scales (ttH) rate  Scale uncertainty of NLO ttH prediction

Renorm. /fact. scales (tt) rate  Scale uncertainty of NNLO tt prediction

Renorm. /fact. scales (tt+hf) rate  Additional 50% rate uncertainty of tt+hf predictions

Renorm. /fact. scales (t) rate  Scale uncertainty of NLO single t prediction

Renorm. /fact. scales (V) rate  Scale uncertainty of NNLO W and Z prediction

Renorm. /fact. scales (VV) rate  Scale uncertainty of NLO diboson prediction

PDF (gg) rate  PDF uncertainty for gg initiated processes except ttH

PDF (gg ttH) rate  PDF uncertainty for ttH

PDF (qq) rate  PDF  uncertainty of qq initiated processes
(tt+W,W,Z)

PDF (qg) rate  PDF uncertainty of qg initiated processes (single t)

ug scale (tt) shape Renormalisation scale uncertainty of the tt ME gener-
ator (POWHEG), same for additional jet flavours

ur scale (tt) shape Factorisation scale uncertainty of the tt ME generator
(POWHEG), same for additional jet flavours

PS scale: ISR (tt) rate  Initial state radiation uncertainty of the PS (for tt
events), jet multiplicity dependent rate uncertainty,
independent for additional jet flavours

PS scale: FSR (tt) rate  Final state radiation uncertainty (for tt events), jet
multiplicity dependent rate uncertainty, independent
for additional jet flavours

ME-PS matching (tt) rate  NLO ME to PS matching, hdamp [54] (for tt events),
jet multiplicity dependent rate uncertainty, indepen-
dent for additional jet flavours

Underlying event (tt) rate  Underlying event (for tt events), jet multiplicity de-
pendent rate uncertainty, independent for additional
jet flavours

NNPDF3.0NLO (ttH, tt) shape Based on the NNPDF replicas, same for ttH and ad-
ditional jet flavours

Bin-by-bin event count shape Statistical uncertainty of the signal and background

prediction due to the limited sample size

Table 2. Systematic uncertainties considered in the analysis, their corresponding type (affecting
rate or shape of the distributions), and additional remarks.
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tt+hf production [83-86] nor higher-order theoretical calculations can currently constrain
the normalisation of these contributions to better than 35% accuracy [87, 88]. The shape
of the final discriminant distributions as well as important input variable distributions of
the sum of the tt+bb, tt+2b, and tt+b processes obtained with the nominal tt simulation
were compared to those obtained from a 4-flavour scheme SHERPA (v.2.2.2) [89] tE+bb sim-
ulation combined with OPENLOOPS (v.1.3.1) [90]. The shapes agree within the statistical
precision. Therefore, an additional 50% rate uncertainty is assigned to each of the tt+hf
processes to account also for differences in the phase space with respect to ref. [86]. More-
over, the robustness of the fit model was verified using simulated toy data, which were
sampled from the templates of the fit model. The background templates were modified
in the following ways to sample the toy data: increasing the normalisation of the tt+bb
background template by 30% in accordance with the results in ref. [86] or replacing the
sum of the templates of the tt+bb, tT+2b, and tt+b processes obtained with the nomi-
nal tt simulation by those obtained from the 4-flavour scheme SHERPA plus OPENLOOPS
mentioned above. In each case, a fit of the nominal model to the toy data is performed as
described in section 7, including the full set of systematic uncertainties. The injected signal
is recovered within a few percent, well within the uncertainties assigned to these processes.

The uncertainty arising from the missing higher-order terms in the simulation with
POWHEG of the tt+jets process at the ME level is assessed by varying the renormalisation
and factorisation scales in the simulation up and down by factors of two with respect to
the nominal values, using event weights obtained directly from the generator. At the PS
level, the corresponding uncertainty is estimated by varying the parameters controlling the
amount of initial- and final-state radiation independently by factors of 0.5 and 2 [91]. These
sources of uncertainties are treated as uncorrelated. The uncertainty originating from the
scheme used to match the ME level calculation to the PS simulation is derived by comparing
the reference tt+jets simulation with two samples with varied hdamp parameter [54], which
controls the ME and PS matching and effectively regulates the high-pr radiation. The ef-
fect on the final discriminators owing to uncertainties in the underlying event tune of the
tt+jets event generator are estimated using simulations with varied parameters with respect
to those used to derive the CUETP8M2T4 tune in the default setup. The event count in the
additional samples required to estimate the modelling uncertainties was small and induced
changes to the discriminant distributions comparable in size to the statistical fluctuations
of the additional samples. For this reason, the uncertainties were estimated conservatively
as the changes in the rates of the different tt subprocesses independently for different jet
multiplicities. If the statistical uncertainty owing to the size of the simulated samples was
larger than the rate change, the former was assigned as uncertainty. The derived rate un-
certainties were then correlated between jet multiplicities to account for migration effects
and are treated as uncorrelated among the tt subprocesses. Possible shape variations of the
final discriminant distributions due to the PDF uncertainty have been estimated by evalu-
ating the PDF replicas provided with the NNPDF set [50]. The impact of the mismodelling
of the top quark pr spectrum in the tt simulation [92] was found to be negligible.

The impact of statistical fluctuations in the signal and background prediction due to
the limited number of simulated events is accounted for using the Barlow-Beeston approach
described in refs. [93, 94].
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pre-fit (post-fit) yields

Process ttH node  tt+bbnode tt+2b node  tt+b node tt+c€ node tt+1f node
FH1f 1249 (962) 727 (572) 1401 (1090) 1035 (823) 2909 (2296) 8463 (6829)
tt+cc 298 (458) 232 (359) 428 (678) 251 (400) 686 (1068) 1022 (1652)
tt4b 253 (356) 215 (311) 370 (530) 326 (484) 308 (437) 469 (683)
tE4+2b 124 (96) 77 (62) 317 (254) 90 (73) 100 (79) 134 (108)
tT+bb 130 (137) 191 (192) 149 (140) 105 (103) 119 (114) 133 (128)
Single ¢ 96 (96) 117 (109) 167 (162) 93 (96) 231 (232) 304 (307)
Vitjets 37 (37) 76 (74) 48 (46) 27 (27) 97 (89) 69 (69)
4V 13 (13) 6 (6) 12 (11) 6 (6) 10 (10) 16 (16)
Diboson 4 4 5 (5) 0.9 (0.8) 0.6 (0.7) 2 (2) 4 (4)
Total bkg. 2213 (2158) 1645 (1688) 2892 (2011) 1935 (2012) 4462 (4328) 10614 (9795)
£ fot unc. +508 (£58) 415 (+£53) 588 (£89) +402 (£67) L1051 (£120) 2359 (£270)
ttH 27 (21) 9 (1) 16 (12) 7 (5) 9 (7 16 (13)
+totune. 44 (£3) £l (£1) 42 (£2) 1 (£1) 41 (£1) 42 (£2)
Data 2125 1793 2896 2027 4366 9693

Table 3. Observed and expected event yields per jet-process category (node) in the single-lepton
channel with 4 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The quoted
uncertainties denote the total statistical and systematic components.

7 Results

The numbers of events selected in the jet-process categories of the single-lepton channel and
in the jet-tag categories of the dilepton channel, before and after the fit of the signal strength
modifier and the nuisance parameters, are listed in tables 3—6. The final discriminants in
some example categories in the single-lepton channel and the three dilepton categories
before and after the fit to data are displayed in figures 5-6 and figures 7-8, respectively.
All final discriminants in the single-lepton channel before and after the fit to data are
displayed in appendices B and C.

The signal strength modifier © = o/ogym of the ttH production cross section is de-
termined in a simultaneous binned maximum likelihood fit to the data across all analysis
categories. The fit procedure takes into account systematic uncertainties that modify the
shape and normalisation of the final discriminant distributions, as described in section 6.
The best fit values of the nuisance parameters are within 1 standard deviation of the prior
uncertainty for more than 95% of the total number of nuisance parameters. The best fit
values of the 20 parameters ranked highest in impact are presented in figure 9. As ex-
pected, the fit constrains the nuisance parameters related to the conservatively assigned
50% prior uncertainties on the tt+hf cross section to 40-60% of the prior. A few other
nuisance parameters that are related to jet energy scale and b tagging uncertainties are
constrained up to a factor of 50%. These constraints are not due to conservatively assigned
prior uncertainties but are attributed to the fact that events are selected according to dif-
ferent, large multiplicities of jets and b-tagged jets, thus increasing the sensitivity of the

— 15—

65




pre-fit (post-fit) yields

Process ttH node tt+bb node  tt+2b node  tt+b node  tt+ce node tt+1f node
FEHIE 785 (570) 647 (467) 830 (604) 683 (525) 1148 (348) 4903 (3697)
tE+ce 336 (455) 341 (469) 445 (633) 264 (382) 552 (756) 1207 (1726)
tE-+b 257 (351) 290 (399) 355 (494) 321 (477) 219 (301) 494 (692)
tE+2b 136 (104) 128 (9) 324 (253) 89 (73) 85 (65) 184 (143)
tE+bb 266 (251) 410 (397) 224 (207) 150 (143) 144 (132) 228 (212)
Single ¢ 62 (63) 82 (84) 98 (96) 45 (58) 114 (113) 189 (193)
Vtjets 25 (23) 54 (53) 34 (31) 11 (12) 46 (41) 54 (51)
tE+V 20 (200 14 (13) 17 (16) 7 11 (10) 2 (24)
Diboson 1 Q) 33 04 (04) — () 06 (0.4) 3 @3)
Total bkg. 1889 (1838) 1969 (1985) 2326 (2332) 1570 (1676) 2320 (2268) 7287 (6742)
+ tot unc. £459 (£57) £485 (£70) £489 (£71) £334 (+£47) £597 (£79) +£1655 (£219)
tEH 53 (41) 21 (17) 20 (15) 8 6 11 (8 28 (22)
£ totunc. 47 (46) 43 (£3) 42 (£2) 41 (£1) £l (£1)  +3  (43)
Data 1848 2040 2299 1690 2302 6918

Table 4. Observed and expected event yields per jet-process category (node) in the single-lepton
channel with 5 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The quoted

uncertainties denote the total statistical and systematic uncertainty.

pre-fit (post-fit) yields

Process ttH node tt+bb node  tt+2bnode  tt+b node  tt+cc node tt+1f node
tEHIf 1982 (1381) 1280 (897) 852 (595) 916 (661) 243 (172) 50  (36)
tE-+ce 1150 (1415) 998 (1230) 636 (805) 444 (567) 115 (147) 16 (19)
tT+b 549 (705) 575 (746) 314 (409) 253 (338) 28 (35) 4 )
t5+2b 306 (233) 282 (215) 372 (293) 78 (62) 10  (8) 1 (08)
tE-+bD 834 (760) 1156 (1082) 299 (266) 145 (120) 17 (15) 3 (2
Single t 110 (116) 146 (145) 92 (82) 53 (53) 4@ 3 (@3)
Vtiets 38 (37) 78 (76) 34 (30) 10 (9) 7 6) 06 (0.6)
tE+V 80 (75) 58 (54) 31 (28) 11 (11) 44 04 (04
Diboson 0.9 (0.9) 0.5 (0.5) 0.4 (04) 0.4 (0.4) — () — (M)
Total bkg. 5049 (4733) 4575 (4447) 2620 (2509) 1911 (1831) 429 (392) 77  (67)
+ tot unc. +1216 (+£186) +1156 (£142) +603 (£80) +422 (£65) +107 (+14) +18  (£3)
tEH 142 (108) 53 (40) 24 (18) 10 (7)) 21 (15) 030 (0.23)
£ totunc.  £19 (£15) 18 (46)  +3 (£2)  £1 (£1) £0.2(£0.2) =£0.03 (£0.03)
Data 4822 4400 2484 1852 422 76

Table 5. Observed and expected event yields per jet-process category (node) in the single-lepton
channel with at least 6 jets and at least 3 b tags, prior to the fit to data (after the fit to data). The
quoted uncertainties denote the total statistical and systematic uncertainty.
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Figure 5. Final discriminant shapes in the single-lepton (SL) channel before the fit to data: DNN
discriminant in the jet-process categories with >6 jets-ttH (upper left); 5 jets-tt-+bb (upper right);
4 jets-tt+1f (lower left); and >6 jets-tt+cc (lower right). The expected background contributions
(filled histograms) are stacked, and the expected signal distribution (line), which includes H — bb
and all other Higgs boson decay modes, is superimposed. Each contribution is normalised to an
integrated luminosity of 35.9fb™*, and the signal distribution is additionally scaled by a factor
of 15 for better visibility. The hatched uncertainty bands include the total uncertainty of the fit
model. The distributions observed in data (markers) are overlayed. The first and the last bins
include underflow and overflow events, respectively. The lower plots show the ratio of the data to
the background prediction.
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Figure 6. Final discriminant shapes in the dilepton (DL) channel before the fit to data: BDT
discriminant in the analysis category with (> 4 jets,3b tags) (upper row) and MEM discriminant
in the analysis categories with (> 4jets, > 4b tags) (lower row) with low (left) and high (right)
BDT output. The expected background contributions (filled histograms) are stacked, and the
expected signal distribution (line), which includes H — bb and all other Higgs boson decay modes,
is superimposed. Each contribution is normalised to an integrated luminosity of 35.9fb~! and
the signal distribution is additionally scaled by a factor of 15 for better visibility. The hatched
uncertainty bands include the total uncertainty of the fit model. The distributions observed in
data (markers) are overlayed. The first and the last bins include underflow and overflow events,
respectively. The lower plots show the ratio of the data to the background prediction.
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pre-fit (post-fit) yields
Process >4 jets, 3 b tags >4 jets, > 4 b tags
BDT-low BDT-high

tE+1f 845  (637) 16 (11) 0.7 (0.5)
tt+ce 712 (966) 25 (31) 3 (4)
tE+b 546 (747) 26 (35) 4 (6)
tE+2b 252 (196) 11 (8) 2 (1)
tt+bb 439 (415) 103 (109) 33 (32)
Single t 47 (51) 5 (3) 1 (2
V+jets 10 ® — = — ()
tE+V 0 38 4 @ 2 (2
Diboson 0.9 o07n — (= — (=
Totalbkg. 2893  (3058) 190 (201) 46 (48)
£ totune.  £705  (£98) £67 (£10) +£17 (£3)
tEH 2 (32 6 (B) 6 (5
+ tot unc. +6 (£5) £1 (£1) £1 (£1)
Data 3077 207 58

Table 6. Observed and expected event yields per jet-tag category in the dilepton channel, prior
to the fit to data (after the fit to data). The quoted uncertainties denote the total statistical and
systematic uncertainty.

analysis to changes of the jet energy scale and b tagging efficiency, e.g. by their effect on
the event yield per analysis category. Furthermore, the impact on p of the most relevant
sources of uncertainty is shown in figure 9, which is computed as the difference of the nom-
inal best fit value of 1 and the best fit value obtained when fixing the nuisance parameter
under scrutiny to its best fit value plus/minus its post-fit uncertainty. In particular, the
20 parameters with the highest impact are shown, excluding nuisance parameters describ-
ing the statistical uncertainties due to the size of the simulated samples. The nuisance
parameters with the highest impact are related to the uncertainty in the tt+hf and signal
cross sections, as well as in the b tagging scale factors.

The obtained best fit value of 1 is 0.72+0.24 (stat)40.38 (syst) with a total uncertainty
of £0.45. This corresponds to an observed (expected) significance of 1.6 (2.2) standard de-
viations above the background-only hypothesis. The observed and predicted event yields in
all the bins of the final discriminants, ordered by the pre-fit expected signal-to-background
ratio (S/B) are shown in figure 10 (left). The best fit values in each analysis channel
separately and in the combination are listed in table 7 and displayed in figure 10 (right).

The contributions of the statistical and various systematic uncertainties to the uncer-
tainty in p are listed in table 8. The statistical uncertainty is evaluated by fixing all nuisance
parameters to their post-fit values. The impact of the systematic uncertainties is evaluated
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Figure 7. Final discriminant shapes in the single-lepton (SL) channel after the fit to data: DNN
discriminant in the jet-process categories with >6 jets-ttH (upper left); 5 jets-tt+bb (upper right);
4 jets-tt+1f (lower left); and >6 jets-tt+cc (lower right). The hatched uncertainty bands include the
total uncertainty after the fit to data. The distributions observed in data (markers) are overlayed.
The first and the last bins include underflow and overflow events, respectively. The lower plots
show the ratio of the data to the post-fit background plus signal distribution.

by repeating the fit fixing only the nuisance parameters related to the uncertainty under
scrutiny to their post-fit values and subtracting the obtained uncertainty in quadrature
from the total uncertainty of the fit where no parameters are fixed. The total uncertainty
of the full fit (0.45) is different from the quadratic sum of the listed contributions because
of correlations between the nuisance parameters.

The total uncertainty of 0.45 is dominated by contributions from systematic effects,
while the statistical component is 0.24. The largest contributions originate from the theo-
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Figure 8. Final discriminant shapes in the dilepton (DL) channel after the fit to data: BDT
discriminant in the analysis category with (> 4 jets,3b tags) (upper row) and MEM discriminant
in the analysis categories with (> 4jets,> 4b tags) (lower row) with low (left) and high (right)
BDT output. The hatched uncertainty bands include the total uncertainty after the fit to data.
The distributions observed in data (markers) are overlayed. The first and the last bins include
underflow and overflow events, respectively. The lower plots show the ratio of the data to the
post-fit background plus signal distribution.
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Figure 9. Post-fit pull and impact on the signal strength u of the nuisance parameters included in
the fit, ordered by their impact. Only the 20 highest ranked parameters are shown, not including
nuisance parameters describing the uncertainty due to the size of the simulated samples. The four
highest-ranked nuisance parameters related to the jet energy scale uncertainty sources are shown
as indicated in parentheses. The pulls of the nuisance parameters (black markers) are computed
relative to their pre-fit values 6y and uncertainties Af. The impact Ay is computed as the difference
of the nominal best fit value of © and the best fit value obtained when fixing the nuisance parameter
under scrutiny to its best fit value 6 plus/minus its post-fit uncertainty (coloured areas).

Channel 95% CL upper limit Best-fit p
observed expected +tot (+stat =+ syst)

Single-lepton ~ 1.75  1.03%04  0.847932 (+0.27 +044)
Dilepton 234 248110 _0.24+12) (1063 101y
Combined L51 0928038 072809 (031 193%)

Table 7. Best fit value of the signal strength modifier ¢ and the observed and median expected
95% CL upper limits in the single-lepton and the dilepton channels as well as the combined results.
The one standard deviation confidence intervals of the expected limit and the best fit value are also
quoted, split into the statistical and systematic components in the latter case.
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Figure 10. Bins of the final discriminants as used in the fit (left), reordered by the pre-fit ex-
pected signal-to-background ratio (S/B). Each of the shown bins includes multiple bins of the final
discriminants with similar S/B. The fitted signal (cyan) is compared to the expectation for the SM
Higgs boson =1 (red). Best fit values of the signal strength modifiers p (right) with their 68%
expected confidence intervals (outer error bar), also split into their statistical (inner error bar) and
systematic components.

retical uncertainties amounting to +0.28/—0.29, where the tt+hf modelling uncertainties
have a major contribution. Experimental uncertainties amount to 4+0.15/—0.16, domi-
nated by the b tagging related uncertainties. Systematic uncertainties due to the size of
the various simulated samples used to model the background and signal templates are at
the same order and amount to +0.14/—0.15.

An upper limit on g under the background-only hypothesis is also determined, using
a modified frequentist CLg procedure [95, 96] with the asymptotic method [97]. When
combining all categories and channels, an observed (expected) upper limit at 95% CL on
wof 1.5 (0.9) is obtained. The observed and expected upper limits in each channel and in
the combination are listed in table 7 and visualised in figure 11.

In addition, the statistical analysis has been performed using the jet-process categori-
sation and DNN output in both channels and their combination, as well as using the jet-tag
categorisation and the BDT or MEM in both channels. The results obtained in each chan-
nel and the combination are compatible within 1.7 standard deviations or better, evaluated
using a jackknife procedure [98]. This serves as an important cross check and validation of
the complex analysis methods.

8 Summary

A search for the associated production of a Higgs boson and a top quark-antiquark pair
(ttH) is performed using pp collision data recorded with the CMS detector at a centre-
of-mass energy of 13TeéV in 2016, corresponding to an integrated luminosity of 35.9fb~!.
Candidate events are selected in final states compatible with the Higgs boson decaying into

_923 -

73




Uncertainty source +Ap (observed) +Apu (expected)
Total experimental +0.15/-0.16 +0.19/-0.17
b tagging +0.11/-0.14 +0.12/-0.11
jet energy scale and resolution +0.06/-0.07 +0.13/-0.11
Total theory +0.28/-0.29 +0.32/-0.29
tt+hf cross section and parton shower — +0.24/-0.28 +0.28/-0.28
Size of the simulated samples +0.14/-0.15 +0.16/-0.16
Total systematic +0.38/-0.38 +0.45/-0.42
Statistical +0.24/-0.24 +0.27/-0.27
Total +0.45/—-0.45 +0.53/—0.49

Table 8. Contributions of different sources of uncertainties to the result for the fit to the data
(observed) and to the expectation from simulation (expected). The quoted uncertainties Ay in p are
obtained by fixing the listed sources of uncertainties to their post-fit values in the fit and subtracting
the obtained result in quadrature from the result of the full fit. The statistical uncertainty is
evaluated by fixing all nuisance parameters to their post-fit values. The quadratic sum of the
contributions is different from the total uncertainty because of correlations between the nuisance
parameters.

35.9 b (13 TeV)

T T T
SL (26 jets, >3 b tags) DNN n<2.82 EEER 68% expected
| ==== 95% expected  __|
. 218 —a— Observed
SL (5 jets, 23 b tags) DNN u<e —— Signal injected
SL (4 jets, > 3 b tags) DNN p<3.11
DL (>4 jets, 24 b tags) BDT-high n<312
DL (>4 jets, >4 b tags) BDT-low n<5.67
DL (>4 jets, 3 b tags) n<532
Combined
1
1 10 10?

95% CL limiton p = 6/c_ atm, = 125 GeV
SM

Figure 11. Median expected (dashed line) and observed (markers) 95% CL upper limits on p. The
inner (green) band and the outer (yellow) band indicate the regions containing 68 and 95%, respec-
tively, of the distribution of limits expected under the background-only hypothesis. Also shown is
the limit that is expected in case a SM ttH signal (= 1) is present in the data (solid red line).
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a b quark-antiquark pair and the single-lepton and dilepton decay channels of the tt system.
Selected events are split into mutually exclusive categories according to their tt decay
channel and jet content. In each category a powerful discriminant is constructed to separate
the ttH signal from the dominant tt+jets background, based on several multivariate analysis
techniques (boosted decision trees, matrix element method, and deep neural networks).
An observed (expected) upper limit on the ttH production cross section p relative to the
SM expectations of 1.5(0.9) at 95% confidence level is obtained. The best fit value of
pis 0.72 £ 0.24 (stat) £ 0.38 (syst). These results correspond to an observed (expected)
significance of 1.6 (2.2) standard deviations above the background-only hypothesis.
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A BDT and DNN input variables and configuration

All input variables used in the DNNs and BDTs are listed in tables 9-11.
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pr(jet 1) pr of the highest-pr jet + + - - -
n(jet 1) n of the highest-pr jet -+ - -
d(jet 1) b tagging discriminant of the highest-pt jet +  + - -
pr(jet 2) pr of the second highest-pr jet -+ - - -
n(jet 2) n of the second highest-pr jet + + + - -
d(jet 2) b tagging discriminant of the second highest-pr jet + - -
pr(jet 3) pr of the third highest-pr jet -+ - - -
n(jet 3) 7 of the third highest-pr jet + + + - -
d(jet 3) b tagging discriminant of the third highest-pr jet +  + - -
pr(jet 4) pr of the fourth highest-pr jet + + - - -
n(jet 4) 7 of the fourth highest-pr jet + + + - -
d(jet 4) b tagging discriminant of the fourth highest-pr jet + -+ - -
pr(lep 1) pr of the highest-pr lepton -+ 4+ - -
n(lep 1) n of the highest-pr lepton + - + - -
i average b tagging discriminant value of all jets + + + - -
s average b tagging discriminant value of b-tagged jets + 4+ +
[2VE average b tagging discriminant value of non-b-tagged jets - - -
non-b
Vi,, o (d - cli"g)2 squared difference between the b tagging discriminant value + + + - -
of a b-tagged jet and the average b tagging discriminant
values of all b-tagged jets, summed over all b-tagged jets
d;“"“‘ maximal b tagging discriminant value of all jets + + + - -
gy maximal b tagging discriminant value of b-tagged jets + 4+ + - -
djnin minimal b tagging discriminant value of all jets + + + - -
d;“i“ minimal b tagging discriminant value of b-tagged jets + + + - -
da second highest b tagging discriminant value of all jets + + + - -

Table 9. Input variables used in the DNNs or BDTs in the different categories of the single-lepton
and dilepton channels. Variables used in a specific multivariate method and analysis category are
denoted by a “+” and unused variables by a “—”. (Continued in tables 10 and 11.)
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Variable  Definition - a
Np(tight)  number of b-tagged jets at a working point with a 0.1% + + + - -
probability of tagging gluon and light-flavour jets
BLR likelihood ratio discriminating between 4 b quark jets and 2+ + + - -
b quark jets events
BLR"™"  transformed BLR defined as In[BLR/(1.0 — BLR)] + - -
AR}f}i“ AR between the two closest jets + - -
ARrbrfib“ AR between the two closest b-tagged jets + - -
AR AR between the two jets furthest apart -+ - - -
AR AR between the two b-tagged jets furthest apart - -+ - -
Anj'ﬂax An between the two jets furthest apart in 7 - - -
Anpp* An between the two b-tagged jets furthest apart in 7 - - -+
Angf average An between b-tagged jets - -+ - -
ARYE average AR between b-tagged jets -+ + - -
AR;T‘S" average AR between jets of which at least one is b-tagged - - -+ -
AR{?:)'BAR AR between lepton and closest jet + + - - -
AR};‘:&AR AR between lepton and closest b-tagged jet -+ 4+ - -
m{é‘g)‘f‘R mass of lepton and closest b-tagged jet + + + -
m‘g‘_L“AR' mass of closest b-tagged jets + + + - +
m_‘i‘f‘f)“AR mass of closest jets of which at least one is b-tagged - - -+ -
mpEx M maximal mass of pairs of b-tagged jets - + +
prm,ib“AR combined pr of closest b-tagged jets - + -
pr‘g“AR combined pr of closest jets of which at least one is b-tagged - - - -+
m{" average mass of all jets + + + - -
(m?)ivg average squared mass of all b-tagged jets + -+ - -
mﬂ%se“ %0125 mass of pair of b-tagged jets closest to 125 GeV -+ 4+ - -
Nib number of pairs of jets (with at least one b-tagged jet) with - - - + +
an invariant mass within 110-140 GeV
MEM matrix element method discriminant + + + - -

Table 10. Continued from table 9 and continued in table 11.
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HJT scalar sum of jet pr - - 4+ -
HE scalar sum of b-tagged jet pr + + 4+ - -
Al %)\3 where )\; are the eigenvalues of the momentum tensor - + + - -
built with jets [99]
AP %/\3 where \; are the eigenvalues of the momentum tensor + + + - -
built with b-tagged jets [99]
Ci HjT divided by the sum of the energies of all jets - -+ - -
ct H% divided by the sum of the energies of all b-tagged jets - -+ -+
S %()\2 + A3) where \; are the eigenvalues of the momentum + + + - -
tensor built with jets [99]
Sb %(/\2 + A3) where \; are the eigenvalues of the momentum - + + - -
tensor built with b-tagged jets [99]
SjT % where )\; are the eigenvalues of the momentum tensor + + + - -
built with jets [99]
S}l’, % where \; are the eigenvalues of the momentum tensor + + + - -
built with b-tagged jets [99]
I° a measure of how spherical or linear in r — ¢ space b-tagged - - - + -
jets are in the event
H, second Fox-Wolfram moment [100] -+ - - -
Hs third Fox-Wolfram moment [100] + + - - -
Hr‘f third Fox-Wolfram moment calculated with b-tagged - - - -+
jets [100]
R3 ratio of Fox-Wolfram moments Hs/Hy [100] - - -+ -
Hy fourth Fox-Wolfram moment [100] + - + - -

Table 11. Continued from table 10.
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Category Nirees shrinkage bagging fraction Neus depth

(> 4jets,3b tags) 955 0.022 0.42 30 2

(> 4jets,> 4b tags) 638 0.006 0.41 42 2

Table 12. Configuration of the BDTs used in the dilepton channel.

The BDT's employed in the dilepton channel were trained using the stochastic gradient
boost method [36, 78], available as part of the TMVA package [38]. The number of trees
(Nirees), the learning rate (shrinkage), the fraction of events used for the training of an
individual tree (bagging fraction), the granularity of the cuts at each node splitting (Neuts),
and the number of node splittings per tree (depth) are listed in table 12.

The DNNs used in the single-lepton channel comprise two layers with 100 nodes each
in each of the two network stages. Overtraining is suppressed by random node dropout
with a probability of 30% and an L2 weight normalisation factor of 1075, All networks are
optimised using the ADAM optimiser with a learning rate of 107, and the ELU activation
function is used to add non-linearity to the response of the network [77].

B Pre-fit discriminant shapes (single-lepton channel)
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Figure 12. Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to
data, in the jet-process categories with (4 jets, > 3b tags) and (from upper left to lower right) ttH,
tt+bb, tt+2b, tt+b, tt-+cc, and tt+1f. The expected background contributions (filled histograms)
are stacked, and the expected signal distribution (line), which includes H — bb and all other Higgs
boson decay modes, is superimposed. Each contribution is normalised to an integrated luminosity
of 35.9fb™", and the signal distribution is additionally scaled by a factor of 15 for better visibility.
The hatched uncertainty bands include the total uncertainty of the fit model. The first and the
last bins include underflow and overflow events, respectively. The lower plots show the ratio of the
data to the background prediction.
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Figure 13. Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to
data, in the jet-process categories with (5 jets, > 3b tags) and (from upper left to lower right) ttH,
tt+bb, tt+2b, tt+b, tt-+cc, and tt+1f. The expected background contributions (filled histograms)
are stacked, and the expected signal distribution (line), which includes H — bb and all other Higgs
boson decay modes, is superimposed. Each contribution is normalised to an integrated luminosity
of 35.9fb™", and the signal distribution is additionally scaled by a factor of 15 for better visibility.
The hatched uncertainty bands include the total uncertainty of the fit model. The first and the
last bins include underflow and overflow events, respectively. The lower plots show the ratio of the
data to the background prediction.
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Figure 14. Final discriminant (DNN) shapes in the single-lepton (SL) channel before the fit to
data, in the jet-process categories with (> 6 jets, > 3 b tags) and (from upper left to lower right) ttH,
tt+bb, tt+2b, tt+b, tt-+cc, and tt+1f. The expected background contributions (filled histograms)
are stacked, and the expected signal distribution (line), which includes H — bb and all other Higgs
boson decay modes, is superimposed. Each contribution is normalised to an integrated luminosity
of 35.9fb™", and the signal distribution is additionally scaled by a factor of 15 for better visibility.
The hatched uncertainty bands include the total uncertainty of the fit model. The first and the
last bins include underflow and overflow events, respectively. The lower plots show the ratio of the
data to the background prediction.
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Figure 15. Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to
data, in the jet-process categories with (4 jets, > 3b tags) and (from upper left to lower right) ttH,
tt+bb, tt+2b, tt+b, tt+cc, and tt+If. The error bands include the total uncertainty after the fit
to data. The first and the last bins include underflow and overflow events, respectively. The lower
plots show the ratio of the data to the post-fit background plus signal distribution.
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Figure 16. Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to
data, in the jet-process categories with (5 jets,> 3b tags) and (from upper left to lower right) ttH,
tt+bb, tt+2b, tt+b, tt+cc, and tt+1f. The error bands include the total uncertainty after the fit
to data. The first and the last bins include underflow and overflow events, respectively. The lower
plots show the ratio of the data to the post-fit background plus signal distribution.
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Figure 17. Final discriminant (DNN) shapes in the single-lepton (SL) channel after the fit to
data, in the jet-process categories with (> 6jets,> 3b tags) and (from upper left to lower right)
ttH, tt+bb, tt+2b, tt+b, tt+cc, and tt+If. The error bands include the total uncertainty after the
fit to data. The first and the last bins include underflow and overflow events, respectively. The
lower plots show the ratio of the data to the post-fit background plus signal distribution.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.

— 36 —

86




References

1]

~

(10]

(1]

(12]

(13]

(14]

ATLAS collaboration, Observation of a new particle in the search for the Standard Model
Higgs boson with the ATLAS detector at the LHC, Phys. Lett. B 716 (2012) 1
[arXiv:1207.7214] [InSPIRE].

CMS collaboration, Observation of a new boson at a mass of 125 GeV with the CMS
experiment at the LHC, Phys. Lett. B 716 (2012) 30 [arXiv:1207.7235] [INSPIRE].

CMS collaboration, A new boson with a mass of 125 GeV observed with the CMS
experiment at the Large Hadron Collider, Science 338 (2012) 1569 [INSPIRE].

ATLAS and CMS collaborations, Combined measurement of the Higgs boson mass in pp
collisions at /s =7 and 8 TeV with the ATLAS and CMS experiments, Phys. Rev. Lett.
114 (2015) 191803 [arXiv:1503.07589] [INSPIRE].

CMS collaboration, Measurements of properties of the Higgs boson decaying into the
four-lepton final state in pp collisions at /s =13 TeV, JHEP 11 (2017) 047
[arXiv:1706.09936] [INSPIRE].

CMS collaboration, Fvidence for the direct decay of the 125 GeV Higgs boson to fermions,
Nature Phys. 10 (2014) 557 [arXiv:1401.6527] [INSPIRE].

ATLAS collaboration, Evidence for the Higgs-boson Yukawa coupling to tau leptons with
the ATLAS detector, JHEP 04 (2015) 117 [arXiv:1501.04943] [INSPIRE].

CMS collaboration, Observation of the Higgs boson decay to a pair of T leptons with the
CMS detector, Phys. Lett. B 779 (2018) 283 [arXiv:1708.00373] [INSPIRE].

ATLAS collaboration, Evidence for the H — bb decay with the ATLAS detector, JHEP 12
(2017) 024 [arXiv:1708.03299] [INSPIRE].

CMS collaboration, Evidence for the Higgs boson decay to a bottom quark-antiquark pair,
Phys. Lett. B 780 (2018) 501 [arXiv:1709.07497] [INSPIRE].

ATLAS collaboration, Measurements of Higgs boson production and couplings in diboson
final states with the ATLAS detector at the LHC, Phys. Lett. B 726 (2013) 88 [Erratum
ibid. B 734 (2014) 406 [arXiv:1307.1427] [INSPIRE].

CMS collaboration, Precise determination of the mass of the Higgs boson and tests of
compatibility of its couplings with the Standard Model predictions using proton collisions at
7 and 8 TeV, Eur. Phys. J. C 75 (2015) 212 [arXiv:1412.8662] INSPIRE].

ATLAS collaboration, Evidence for the spin-0 nature of the Higgs boson using ATLAS
data, Phys. Lett. B 726 (2013) 120 [arXiv:1307.1432] [INSPIRE].

CMS collaboration, Constraints on the spin-parity and anomalous HV'V couplings of the
Higgs boson in proton collisions at T and 8 TeV, Phys. Rev. D 92 (2015) 012004
[arXiv:1411.3441] [NSPIRE].

CMS collaboration, Search for Standard Model production of four top quarks with
same-sign and multilepton final states in proton-proton collisions at \/s = 13 TeV, Eur.
Phys. J. C 78 (2018) 140 [arXiv:1710.10614] [INSPIRE].

LHC Hicas CRross SECTION WORKING GROUP collaboration, Handbook of LHC Higgs
cross sections: 4. Deciphering the nature of the Higgs sector, arXiv:1610.07922 [INSPIRE].

— 37 —

87




[17) G. Burdman, M. Perelstein and A. Pierce, Large Hadron Collider tests of a little Higgs
model, Phys. Rev. Lett. 90 (2003) 241802 [Erratum tbid. 92 (2004) 049903]
[hep-ph/0212228] [INSPIRE].

[18] T. Han, H.E. Logan, B. McElrath and L.-T. Wang, Phenomenology of the little Higgs
model, Phys. Rev. D 67 (2003) 095004 [hep-ph/0301040] [NSPIRE].

[19] M. Perelstein, M.E. Peskin and A. Pierce, Top quarks and electroweak symmetry breaking in
little Higgs models, Phys. Rev. D 69 (2004) 075002 [hep-ph/0310039] [INSPIRE].

[20] H.-C. Cheng, I. Low and L.-T. Wang, Top partners in little Higgs theories with T-parity,
Phys. Rev. D 74 (2006) 055001 [hep-ph/0510225] [INSPIRE].

[21] H.-C. Cheng, B.A. Dobrescu and C.T. Hill, Electroweak symmetry breaking and extra
dimensions, Nucl. Phys. B 589 (2000) 249 [hep-ph/9912343] [INSPIRE].

[22] M. Carena, E. Ponton, J. Santiago and C.E.M. Wagner, Light Kaluza Klein states in
Randall-Sundrum models with custodial SU(2), Nucl. Phys. B 759 (2006) 202
[hep-ph/0607106] [INSPIRE].

[23] R. Contino, L. Da Rold and A. Pomarol, Light custodians in natural composite Higgs
models, Phys. Rev. D 75 (2007) 055014 [hep-ph/0612048] [INSPIRE].

[24] G. Burdman and L. Da Rold, Electroweak symmetry breaking from a holographic fourth
generation, JHEP 12 (2007) 086 [arXiv:0710.0623] [INSPIRE].

[25] C.T. Hill, Topcolor: top quark condensation in a gauge extension of the Standard Model,
Phys. Lett. B 266 (1991) 419 [INSPIRE].

[26] A. Carmona, M. Chala and J. Santiago, New Higgs production mechanism in composite
Higgs models, JHEP 07 (2012) 049 [arXiv:1205.2378] [INSPIRE].

[27) CMS collaboration, Search for the associated production of the Higgs boson with a top-quark
pair, JHEP 09 (2014) 087 [Erratum ibid. 10 (2014) 106] [arXiv:1408.1682] INSPIRE].

[28] ATLAS collaboration, Search for the associated production of the Higgs boson with a top
quark pair in multilepton final states with the ATLAS detector, Phys. Lett. B 749 (2015)
519 [arXiv:1506.05988] [NSPIRE].

[29] CMS collaboration, Search for a Standard Model Higgs boson produced in association with
a top-quark pair and decaying to bottom quarks using a matriz element method, Eur. Phys.
J. C 75 (2015) 251 [arXiv:1502.02485] [INSPIRE].

[30] ATLAS collaboration, Search for the Standard Model Higgs boson produced in association
with top quarks and decaying into bb in pp collisions at /s = 8 TeV with the ATLAS
detector, Eur. Phys. J. C 75 (2015) 349 [arXiv:1503.05066] [INSPIRE].

[31] LHC HicGs Cross SECTION WORKING GROUP collaboration, Handbook of LHC Higgs
cross sections: 1. Inclusive observables, arXiv:1101.0593 INSPIRE].

[32] CMS collaboration, Search for ttH production in the all-jet final state in proton-proton
collisions at \/s =13 TeV, JHEP 06 (2018) 101 [arXiv:1803.06986] [INSPIRE].

[33] CMS collaboration, Evidence for associated production of a Higgs boson with a top quark
pair in final states with electrons, muons and hadronically decaying T leptons at
Vs =13 TeV, JHEP 08 (2018) 066 [arXiv:1803.05485] [INSPIRE].

— 38 —

88




[34] ATLAS collaboration, Evidence for the associated production of the Higgs boson and a top
quark pair with the ATLAS detector, Phys. Rev. D 97 (2018) 072003 [arXiv:1712.08891]
[INSPIRE].

[35] ATLAS collaboration, Search for the Standard Model Higgs boson produced in association
with top quarks and decaying into a bb pair in pp collisions at \/s = 13 TeV with the ATLAS
detector, Phys. Rev. D 97 (2018) 072016 [arXiv:1712.08895] [INSPIRE].

[36] T.J. Hastie, R.J. Tibshirani and J.H. Friedman, The elements of statistical learning: data
mining, inference and prediction, second edition, Springer series in statistics, Springer, New
York, NY, U.S.A. (2013) [ISBN:978-0-387-84857-0].

[37] P.C. Bhat, Multivariate analysis methods in particle physics, Ann. Rev. Nucl. Part. Sci. 61
(2011) 281 [INSPIRE].

[38] A. Hocker et al., TMVA — toolkit for multivariate data analysis, PoS (ACAT) 040
[physics/0703039] [NSPIRE].

[39] K. Kondo, Dynamical likelihood method for reconstruction of events with missing
momentum. 1: method and toy models, J. Phys. Soc. Jap. 57 (1988) 4126 [nSPIRE].

[40] DO collaboration, A precision measurement of the mass of the top quark, Nature 429 (2004)
638 [hep-ex/0406031] [INSPIRE].

[41] CMS collaboration, The CMS experiment at the CERN LHC, 2008 JINST 3 S08004
[INSPIRE].

[42] CMS collaboration, The CMS trigger system, 2017 JINST 12 P01020 [arXiv:1609.02366]
[INSPIRE}.

[43] GEANT4 collaboration, GEANT4: a simulation toolkit, Nucl. Instrum. Meth. A 506
(2003) 250 [INSPIRE].

[44] P. Nason, A new method for combining NLO QCD with shower Monte Carlo algorithms,
JHEP 11 (2004) 040 [hep-ph/0409146] [NSPIRE].

[45] S. Frixione, P. Nason and C. Oleari, Matching NLO QCD computations with parton shower
simulations: the POWHEG method, JHEP 11 (2007) 070 [arXiv:0709.2092] [INSPIRE].

[46] S. Alioli, P. Nason, C. Oleari and E. Re, A general framework for implementing NLO
calculations in shower Monte Carlo programs: the POWHEG BOX, JHEP 06 (2010) 043
[arXiv:1002.2581] [INSPIRE].

[47] H.B. Hartanto, B. Jager, L. Reina and D. Wackeroth, Higgs boson production in association
with top quarks in the POWHEG BOX, Phys. Rev. D 91 (2015) 094003
[arXiv:1501.04498] [NSPIRE].

[48] T. Sjostrand et al., An introduction to PYTHIA 8.2, Comput. Phys. Commun. 191 (2015)
159 [arXiv:1410.3012] [INSPIRE].

[49] J. Alwall et al., The automated computation of tree-level and next-to-leading order
differential cross sections and their matching to parton shower simulations, JHEP 07
(2014) 079 [arXiv:1405.0301] [INSPIRE].

[50] NNPDF collaboration, Parton distributions for the LHC run II, JHEP 04 (2015) 040
[arXiv:1410.8849] [INSPIRE].

-39 —

89




[51] S. Alioli, P. Nason, C. Oleari and E. Re, NLO single-top production matched with shower in
POWHEG: s- and t-channel contributions, JHEP 09 (2009) 111 [Erratum ibid. 02 (2010)
011] [arXiv:0907.4076] [NSPIRE].

[52] E. Re, Single-top Wt-channel production matched with parton showers using the POWHEG
method, Eur. Phys. J. C 71 (2011) 1547 [arXiv:1009.2450] INSPIRE].

[63] R. Frederix and S. Frixione, Merging meets matching in MC@NLO, JHEP 12 (2012) 061
[arXiv:1209.6215] [INSPIRE].

[64] CMS collaboration, Investigations of the impact of the parton shower tuning in PYTHIA 8
in the modelling of tt at /s = 8 and 13 TeV, CMS-PAS-TOP-16-021, CERN, Geneva,
Switzerland (2016).

[65] CMS collaboration, Fvent generator tunes obtained from underlying event and multiparton
scattering measurements, Eur. Phys. J. C 76 (2016) 155 [arXiv:1512.00815] [INSPIRE].

[56] N. Kidonakis, Two-loop soft anomalous dimensions for single top quark associated
production with a W~ or H~, Phys. Rev. D 82 (2010) 054018 [arXiv:1005.4451]
[INSPIRE].

[67) M. Aliev, H. Lacker, U. Langenfeld, S. Moch, P. Uwer and M. Wiedermann, HATHOR:
HAdronic Top and Heavy quarks crOss section calculatoR, Comput. Phys. Commun. 182
(2011) 1034 [arXiv:1007.1327] [NSPIRE].

[58] P. Kant et al., HatHor for single top-quark production: updated predictions and uncertainty
estimates for single top-quark production in hadronic collisions, Comput. Phys. Commun.
191 (2015) 74 [arXiv:1406.4403] [NSPIRE].

[69] F. Maltoni, D. Pagani and I. Tsinikos, Associated production of a top-quark pair with vector
bosons at NLO in QCD: impact on ttH searches at the LHC, JHEP 02 (2016) 113
[arXiv:1507.05640] [INSPIRE].

[60] J.M. Campbell, R.K. Ellis and C. Williams, Vector boson pair production at the LHC,
JHEP 07 (2011) 018 [arXiv:1105.0020] [NSPIRE].

[61] M. Cacciari, M. Czakon, M. Mangano, A. Mitov and P. Nason, Top-pair production at
hadron colliders with next-to-next-to-leading logarithmic soft-gluon resummation, Phys.
Lett. B 710 (2012) 612 [arXiv:1111.5869] [INSPIRE].

[62] P. Béarnreuther, M. Czakon and A. Mitov, Percent level precision physics at the Tevatron:
first genuine NNLO QCD corrections to qq — tt + X, Phys. Rev. Lett. 109 (2012) 132001
[arXiv:1204.5201] [NSPIRE].

[63] M. Czakon and A. Mitov, NNLO corrections to top-pair production at hadron colliders: the
all-fermionic scattering channels, JHEP 12 (2012) 054 [arXiv:1207.0236] [INSPIRE].

[64] M. Czakon and A. Mitov, NNLO corrections to top pair production at hadron colliders: the
quark-gluon reaction, JHEP 01 (2013) 080 [arXiv:1210.6832] INSPIRE].

[65] M. Beneke, P. Falgari, S. Klein and C. Schwinn, Hadronic top-quark pair production with
NNLL threshold resummation, Nucl. Phys. B 855 (2012) 695 [arXiv:1109.1536] [INSPIRE].

[66] M. Czakon, P. Fiedler and A. Mitov, Total top-quark pair-production cross section at hadron
colliders through O(a%), Phys. Rev. Lett. 110 (2013) 252004 [arXiv:1303.6254] [INSPIRE].

40 —

90




[67]

(68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

(78]
[79]

(80]

(81]

(82]

(83]

(84]

M. Czakon and A. Mitov, Top++: a program for the calculation of the top-pair
cross-section at hadron colliders, Comput. Phys. Commun. 185 (2014) 2930
[arXiv:1112.5675] [INSPIRE].

CMS collaboration, Identification of heavy-flavour jets with the CMS detector in pp
collisions at 13 TeV, 2018 JINST 13 P05011 [arXiv:1712.07158] [INSPIRE].

CMS collaboration, Particle-flow reconstruction and global event description with the CMS
detector, 2017 JINST 12 P10003 [arXiv:1706.04965] [INSPIRE].

CMS collaboration, Description and performance of track and primary-vertex
reconstruction with the CMS tracker, 2014 JINST 9 P10009 [arXiv:1405.6569] [INSPIRE].

M. Cacciari, G.P. Salam and G. Soyez, The anti-k; jet clustering algorithm, JHEP 04
(2008) 063 [arXiv:0802.1189] [INSPIRE].

M. Cacciari, G.P. Salam and G. Soyez, FastJet user manual, Eur. Phys. J. C 72 (2012)
1896 [arXiv:1111.6097] [INSPIRE].

CMS collaboration, Performance of electron reconstruction and selection with the CMS
detector in proton-proton collisions at /s = 8 TeV, 2015 JINST 10 P06005
[arXiv:1502.02701] [INSPIRE].

CMS collaboration, Performance of the CMS muon detector and muon reconstruction with
proton-proton collisions at \/s = 13 TeV, 2018 JINST 13 P06015 [arXiv:1804.04528]
[INSPIRE}.

M. Cacciari, G.P. Salam and G. Soyez, The catchment area of jets, JHEP 04 (2008) 005
[arXiv:0802.1188] [INSPIRE].

CMS collaboration, Jet energy scale and resolution in the CMS experiment in pp collisions
at 8 TeV, 2017 JINST 12 P02014 [arXiv:1607.03663] [INSPIRE].

1. Goodfellow, Y. Bengio and A. Courville, Deep learning,
http://www.deeplearningbook.org, MIT Press, U.S.A. (2016).

J.H. Friedman, Stochastic gradient boosting, Comput. Stat. Data Anal. 38 (2002) 367.

J. Kennedy and R. Eberhart, Particle swarm optimization, in Proceedings of ICNN 95 —
International Conference on Neural Networks, volume 4, IEEE, (1995), pg. 1942.

K. El Morabit, A study of the multivariate analysis of Higgs boson production in association
with a top quark-antiquark pair in the boosted regime at the CMS experiment, master’s
thesis, EKP-2016-00035, Karlsruher Institut fiir Technologie (KIT), Germany (2015).

CMS collaboration, CMS luminosity measurements for the 2016 data taking period,
CMS-PAS-LUM-17-001, CERN, Geneva, Switzerland (2017).

ATLAS collaboration, Measurement of the inelastic proton-proton cross section at
Vs =13 TeV with the ATLAS detector at the LHC, Phys. Rev. Lett. 117 (2016) 182002
[arXiv:1606.02625] [INSPIRE].

CMS collaboration, Measurement of the cross section ratio o.55/0,7;; i pp collisions at
/s =8 TeV, Phys. Lett. B 746 (2015) 132 [arXiv:1411.5621] [INSPIRE].

ATLAS collaboration, Measurements of fiducial cross-sections for tt production with one or
two additional b-jets in pp collisions at \/s = 8 TeV using the ATLAS detector, Eur. Phys.
J. C 76 (2016) 11 [arXiv:1508.06868] [INSPIRE].

— 41 —

91




PHYSICAL REVIEW LETTERS 120, 231801 (2018)

Editors' Suggestion Featured in Physics

Observation of #H Production

A. M. Sirunyan et al”
(CMS Collaboration)

® (Received 8 April 2018; revised manuscript received 1 May 2018; published 4 June 2018)

The observation of Higgs boson production in association with a top quark-antiquark pair is reported,
based on a combined analysis of proton-proton collision data at center-of-mass energies of /s = 7, 8, and
13 TeV, corresponding to integrated luminosities of up to 5.1, 19.7, and 35.9 fb~!, respectively. The data
were collected with the CMS detector at the CERN LHC. The results of statistically independent searches
for Higgs bosons produced in conjunction with a top quark-antiquark pair and decaying to pairs of
W bosons, Z bosons, photons, 7 leptons, or bottom quark jets are combined to maximize sensitivity. An
excess of events is observed, with a significance of 5.2 standard deviations, over the expectation from the
background-only hypothesis. The corresponding expected significance from the standard model for a
Higgs boson mass of 125.09 GeV is 4.2 standard deviations. The combined best fit signal strength
normalized to the standard model prediction is 1.26f8.'2361.

DOI: 10.1103/PhysRevLett.120.231801

Proton-proton (pp) collisions at the CERN LHC, at the
center-of-mass (c.m.) energies of /s =7, 8, and 13 TeV,
have allowed direct measurements of the properties of the
Higgs boson [1-3]. In particular, the 13 TeV data collected
so far by the ATLAS [4] and CMS [5] experiments have led
to improved constraints on the couplings of the Higgs
boson compared to those performed at the lower energies
[6], permitting more precise consistency checks with the
predictions of the standard model (SM) of particle physics
[7-9]. Nonetheless, not all properties of the Higgs boson
have been established, in part because of insufficiently
large data sets. The lack of statistical precision can be
partially overcome by combining the results of searches in
different decay channels of the Higgs boson and at different
c.m. energies. Among the properties that are not yet well
established is the tree-level coupling of Higgs bosons to top
quarks.

In this Letter, we present a combination of searches for
the Higgs boson (H) produced in association with a top
quark-antiquark pair (¢7), based on data collected with the
CMS detector. Results from data collected at /s = 13 TeV
[10-14] are combined with analogous results from /s = 7
and 8 TeV [15]. As a result of this combination, we
establish the observation of #7H production. This consti-
tutes the first confirmation of the tree-level coupling of the
Higgs boson to top quarks.

“Full author list given at the end of the Letter.
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A top quark decays almost exclusively to a bottom quark
and a W boson, with the W boson subsequently decaying
either to a quark and an antiquark or to a charged lepton and
its associated neutrino. The Higgs boson exhibits a rich
spectrum of decay modes that includes the decay to a
bottom quark-antiquark pair, a 77z~ lepton pair, a photon
pair, and combinations of quarks and leptons from the
decay of intermediate on- or off-shell W and Z bosons.
Thus, /7H production gives rise to a wide variety of final-
state event topologies, which we consider in our analyses
and in the combination of results presented below.

In the SM, the masses of elementary fermions are
accounted for by introducing a minimal set of Yukawa
interactions, compatible with gauge invariance, between
the Higgs and fermion fields. Following the spontaneous
breaking of electroweak symmetry [16-21], charged fer-
mions of flavor f couple to H with a strength y, propor-
tional to the mass my of those fermions, namely y; =
my/v, where v & 246 GeV is the vacuum expectation value
of the Higgs field. Measurements of the Higgs boson decay
rates to down-type fermions (z leptons and bottom quarks)
agree with the SM predictions within their uncertainties
[22,23]. However, the top quark Yukawa coupling (y;)
cannot be similarly tested from the measurement of a
decay rate since on-shell top quarks are too heavy to be
produced in Higgs boson decay. Instead, constraints on y,
can be obtained through the measurement of the pp — fH
production process. Example tree-level Feynman diagrams
for this process are shown in Fig. 1. To date, t7H production
has eluded definite observation, although first evidence has
been recently reported by the ATLAS [24] and CMS [10]
Collaborations.

The overall agreement observed between the SM pre-
dictions and data for the rate of Higgs boson production

© 2018 CERN, for the CMS Collaboration
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FIG. 1. Example tree-level Feynman diagrams for the pp —
ttH production process, with g a gluon, ¢ a quark, ¢ a top quark,
and H a Higgs boson. For the present study, we consider Higgs
boson decays to a pair of W bosons, Z bosons, photons, 7 leptons,
or bottom quark jets.

through gluon-gluon fusion and for the H — yy decay
mode [6] suggests that the Higgs boson coupling to top
quarks is SM-like, since the quantum loops in these
processes include top quarks. However, non-SM particles
in the loops could introduce terms that compensate for, and
thus mask, other deviations from the SM. A measurement
of the production rate of the tree-level t7H process can
provide evidence for, or against, such new-physics
contributions.

The central feature of the CMS apparatus is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two end
cap sections. Forward calorimeters extend the pseudora-
pidity coverage provided by the barrel and end cap
detectors. Muons are detected in gas-ionization chambers
embedded in the steel flux-return yoke outside the solenoid.
A detailed description of the CMS detector can be found
in Ref. [5].

Events of interest are selected using a two-tiered trigger
system [25] based on custom hardware processors and a
farm of commercial processors running a version of the full
reconstruction software optimized for speed. Offline, a
particle-flow algorithm [26] is used to reconstruct and
identify each particle in an event based on a combination
of information from the various CMS subdetectors.
Additional identification criteria are employed to improve

purities and define the final samples of candidate electrons,
muons, hadronically decaying 7 leptons (z;,) [27,28], and
photons. Jets are reconstructed from particle-flow candi-
dates using the anti-k; clustering algorithm [29] imple-
mented in the FASTJET package [30]. Multivariate
algorithms [31,32] are used to identify (tag) jets arising
from the hadronization of bottom quarks (b jets) and
discriminate against gluon and light flavor quark jets.
The algorithms utilize observables related to the long
lifetimes of hadrons containing b quarks and the relatively
larger particle multiplicity and mass of b jets compared to
light flavor quark jets. The 7, identification is based on the
reconstruction of the hadronic 7z decay modes 7= — h~v,,
h~7,, h~2°2%,, and h=h*h~v, (plus the charge con-
jugate reactions), where h* denotes either a charged pion or
kaon. More details about the reconstruction procedures are
given in Refs. [10-15].

The 13 TeV data employed for the current study were
collected in 2016 and correspond to an integrated lumi-
nosity of up to 35.9 fb~! [33]. The 7 and 8 TeV data,
collected in 2011 and 2012, correspond to integrated
luminosities of up to 5.1 and 19.7 fb~! [34], respectively.
The 13 TeV analyses are improved relative to the 7 and
8 TeV studies in that they employ triggers with higher
efficiencies, contain improvements in the reconstruction
and background-rejection methods, and use more precise
theory calculations to describe the signal and the back-
ground processes. For the 7, 8, and 13 TeV data, the
theoretical calculations of Ref. [35] for Higgs boson
production cross sections and branching fractions are used
to normalize the expected signal yields.

The event samples are divided into exclusive categories
depending on the multiplicity and kinematic properties of
reconstructed electrons, muons, 7, candidates, photons,
jets, and tagged b jets in an event. Samples of simulated
events based on Monte Carlo event generators, with
simulation of the detector response based on the GEANT4
[36] suite of programs, are used to evaluate the detector
acceptance and optimize the event selection for each
category. In the analysis of data, the background is, in
general, evaluated from data control regions. When this is
not feasible, either because the background process has a
very small cross section or a control region depleted of
signal events cannot be identified, the background is
evaluated from simulation with a systematic uncertainty
assigned to account for the known model dependence.
Multivariate algorithms [37-41] based on deep neural
networks, boosted decision trees, and matrix element
calculations are used to reduce backgrounds.

At 13 TeV, we search for 1H production in the H — bb
decay mode by selecting events with at least three tagged b
jets and with zero leptons [11], one lepton [12], or an
opposite-sign lepton pair [12], where “lepton” refers to an
electron or muon candidate. A search for 17H production in
the H — yy decay mode is performed in events with two
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FIG. 2. Best fit value of the #7H signal strength modifier i,
with its 1 and 2 standard deviation confidence intervals (o), for
(upper section) the five individual decay channels considered,
(middle section) the combined result for 7 4+ 8 TeV alone and for
13 TeV alone, and (lower section) the overall combined result.
The Higgs boson mass is taken to be 125.09 GeV. For the
H — ZZ* decay mode, u;y is constrained to be positive to
prevent the corresponding event yield from becoming negative.
The SM expectation is shown as a dashed vertical line.

reconstructed photons in combination with reconstructed
electrons or muons, jets, and tagged b jets [13]. The signal
yield is extracted from a fit to the diphoton invariant mass
spectrum. Events with combinations of jets and tagged b

and CMS value for the mass of the Higgs boson, which is
125.09 GeV [43]. We consider the five Higgs boson decay
modes with the largest expected event yields, namely,
H — WW*, ZZ*, yy, v7t~, and bb. Other Higgs boson
decay modes and production processes, including pp —
tH 4+ X (or tH + X), with X a light flavor quark or W
boson, are treated as backgrounds and normalized using the
predicted SM cross sections, subject to the corresponding
uncertainties.

The measured values of the five independent signal
strength modifiers, corresponding to the five decay chan-
nels considered, are shown in the upper section of Fig. 2
along with their 1 and 2 standard deviation confidence
intervals obtained in the asymptotic approximation [44].
Numerical values are given in Table I. The individual
measurements are seen to be consistent with each other
within the uncertainties.

We also perform a combined fit, using a single signal
strength modifier y;p, that simultaneously scales the t7H
production cross sections of the five decay channels
considered, with all Higgs boson branching fractions fixed
to their SM values [35]. Besides the five decay modes

TABLE 1.  Best fit value, with its uncertainty, of the 17H signal
strength modifier p;y, for the five individual decay channels
considered, the combined result for 7 + 8 TeV alone and for
13 TeV alone, and the overall combined result. The total
uncertainties are decomposed into their statistical, experimental
systematic, background theory systematic, and signal theory
components. The numbers in parentheses are those expected
for sy = 1.

Uncertainty

Experi- Background Signal

jets and with two same-sign leptons, three leptons, or four ~ Parameter Best fit Statistical mental  theory  theory
leptons are used to search for #7H production in the e 1.97:‘)];{ j(()’_-j% j{)’ﬁ t{;;%l‘ jgllg
H — 7=, WW*, or ZZ* decay modes [10,14], where ey (+(()).SZ) +8'§§) (+8.§§ (+8.11;) (+8'522)
S « » -0 -03 0. -0. ~0.03
in th.IS case leptoq refers to an electron, muon, or 7 0.00+130  +128 4020 +0.04 4000
candidate (the asterisk denotes an off-shell particle). The 77 ©-000  -0.00 —0.00 ~0.00 ~0.00
. . .. Hin +2.89) +2.x2) (+0.51 (+0.15) +0.27)
searches in the different decay channels are statistically ~0.99 -0.99 ~0.00 -0.00 -0.00
independent from each other. Analogous searches have ” 2271086 108 oL 100 e
i i 0.73 0.71 0.09 0.01 0.13
been performed Wlth_the 7 an‘{ 8 TeV data [15]. . it (%61)  (los)  (Loos) (Zooo)  (Zo03)
The presence of a 7H signal is assessed by performing a 1109 +0.86 +0.64 +0.10 +0.20
. . - 0.28%506 077 -0.53 ~0.09 -0.19
simultaneous fit to the data from the different decay modes 7 HOOY (08 +0'j5‘4) (H0y (014
and also from the different c.m. energies as described ‘Ong 1‘(’)72‘; 1?)‘;1 j(’)g‘; 1‘2)(]”1
below. A detailed description of the statistical methods can b 082755 Zoa -023 -027 ~0.03
be found in Ref. [42]. The test statistic ¢ is defined as the ~ F1# (R (198  (R0F) (1) (Fh
negative of twice the logarithm of the profile likelihood 259101 4054 +0.53 +0.55 +0.37
; . L . 7igTey  CO0-088  -053 ~0.49 ~0.49 -0.13
ratio [42]. Systematic uncertainties are incorporated  p/;5 ¢ (+087) 051y (+048 (+030) +0.14
through the use of nuisance parameters treated according ~0.79 —049 —044 —044 —0.02
. . . 1.14+031 4017 +0.17 +0.13 +0.14
to the frequentist paradigm. The ratio between the nor- 13 Tev -027 016 -0.17 ~0.12 -0.06
malization of the f7H production process and its SM /i (3030) ey (X9de (X013 008
expectation [35], defined as the signal strength modifier 1261931 +015 017 1014 013
Ug, is a freely floating parameter in the fit. The SM  Hin (mg) (+0"15) (+0’,1},) (+0:1§) (+0'.11)
expectation is evaluated assuming the combined ATLAS S o el =012 o
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considered, the signal normalizations for the Higgs boson
decay modes to gluons, charm quarks, and Zy, which are
subleading and cannot be constrained with existing data,
are scaled by p;;. The results combining the decay modes
at 7+ 8 TeV, and separately at 13 TeV, are shown in the
middle section of Fig. 2. The overall result, combining all
decay modes and all c.m. energies, is shown in the lower
section, with numerical values given in Table 1. Table I
includes a breakdown of the total uncertainties into their
statistical and systematic components. The overall result is
gy = 1.26f8‘§61, which agrees with the SM expectation
sy = 1 within 1 standard deviation.

The principal sources of experimental systematic uncer-
tainty in the overall result for y,7; stem from the uncertainty
in the lepton and b jet identification efficiencies and in the
7, and jet energy scales. The background theory systematic
uncertainty is dominated by modeling uncertainties in 7
production in association with a W boson, a Z boson, or a
pair of b or ¢ quark jets. The dominant contribution to the
signal theory systematic uncertainty arises from the finite
accuracy in the SM prediction for the ffH cross section
because of missing higher order terms and uncertainties in
the proton parton density functions [35].

To highlight the excess of data over the expectation from
the background-only hypothesis, we classify each event

511" (7 TeV) + 19.7 o' (8 TeV) + 35.9 o™ (13 TeV)

s CMS ¢ Observed
10°¢ [ Background
[ Uncertainty
10° S ttH (u. =1.26)
" ttH (1™=1.00)
= 104 ttH
[
i
10%F
10%F
10¢ ‘
T ? o : I
. 3.0F
E%” 2.5F
< 2.0
3 15F
O 10 d| hd T & i R er——— ;
-30 25 -20 -15 -1.0 -05 0.0
log, (S/B)
FIG. 3. Distribution of events as a function of the decimal

logarithm of S/B, where S and B are the expected postfit signal
(with p7z = 1) and background yields, respectively, in each bin
of the distributions considered in this combination. The shaded
histogram shows the expected background distribution. The two
hatched histograms, each stacked on top of the background
histogram, show the signal expectation for the SM (u; = 1) and
the observed (u;y = 1.26) signal strengths. The lower panel
shows the ratios of the expected signal and observed results
relative to the expected background.

that enters the combined fit by the ratio S/B, where S and B
are the expected postfit signal (with pzy = 1) and back-
ground yields, respectively, in each bin of the distributions
considered in the combination. The distribution of
logio(S/B) is shown in Fig. 3. The main sensitivity at
high values of S/B is given by events selected in the H —
yy analysis with a diphoton mass around 125 GeV and by
events selected in the H — tt7~, H > WW*, and H — bb
analyses with high values of the multivariate discriminating
variables used for the signal extraction. A broad excess of
events in the rightmost bins of this distribution is observed,
consistent with the expectation for t7H production with a
SM-like cross section.

The value of the test statistic ¢ as a function of uzy is
shown in Fig. 4, with pu;zy based on the combination of
decay modes described above for the combined fit. The
results are shown for the combination of all decay modes at
748 TeV and at 13 TeV, separately, and for all decay
modes at all c.m. energies. To quantify the significance of
the measured 77H yield, we compute the probability of the
background-only hypothesis (p value) as the tail integral of
the test statistic using the overall combination evaluated at
pgy = 0 under the asymptotic approximation [45]. This
corresponds to a significance of 5.2 standard deviations for
a one-tailed Gaussian distribution. The expected signifi-
cance for a SM Higgs boson with a mass of 125.09 GeV,
evaluated through use of an Asimov data set [45], is 4.2
standard deviations.

In summary, we have reported the observation of #7H
production with a significance of 5.2 standard deviations

5.1 o™ (7 TeV) + 19.7 o (8 TeV) + 35.9 fb™' (13 TeV)
T T T T K T

35¢ w i
— Combined
- cmMs SM expected ]
30k — 13 TeV B

25
20

FIG. 4. Test statistic ¢, described in the text, as a function of
gy for all decay modes at 7 4+ 8 TeV and at 13 TeV, separately,
and for all decay modes at all c.m. energies. The expected SM
result for the overall combination is also shown. The horizontal
dashed lines indicate the p values for the background-only
hypothesis obtained from the asymptotic distribution of ¢,
expressed in units of the number of standard deviations.
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above the background-only hypothesis, at a Higgs boson
mass of 125.09 GeV. The measured production rate is
consistent with the standard model prediction within one
standard deviation. In addition to comprising the first
observation of a new Higgs boson production mechanism,
this measurement establishes the tree-level coupling of the
Higgs boson to the top quark, and hence to an up-
type quark.
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Measurement of the Top Quark Pair Production Cross Section in Proton-Proton
Collisions at /s = 13 TeV
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The top quark pair production cross section is measured for the first time in proton-proton collisions at
/s =13 TeV by the CMS experiment at the CERN LHC, using data corresponding to an integrated
luminosity of 43 pb~!. The measurement is performed by analyzing events with at least one electron and

one muon of opposite charge, and at

least

two jets. The measured cross section is

746 + 58(stat) £ 53(syst) &= 36(lumi) pb, in agreement with the expectation from the standard model.

DOI: 10.1103/PhysRevLett.116.052002

The measurement of 77 production at a center-of-mass
energy not previously accessed has great discovery poten-
tial for physics beyond the standard model (SM), because
new phenomena can significantly enhance the #7 cross
section. The increased energy also allows for a test of the
production mechanism, dominated at the CERN LHC by
gluon-gluon fusion, and of the validity of the theory of
quantum chromodynamics (QCD). Furthermore, top quark
production is an important source of background in many
searches for physics beyond the SM, and its accurate
evaluation is important. Previously, large samples of top
quark events were collected in proton-proton collisions at
the LHC at /s =7 and 8 TeV and used to study f7
production in different final states by the ATLAS [1-11]
and CMS [12-20] collaborations.

This Letter presents the first measurement of the 77
production cross section o7 at /s = 13 TeV, utilizing data
corresponding to an integrated luminosity of 43 pb~!
recorded by the CMS experiment. In the SM, top quarks
are produced predominantly in ¢7 pairs via the strong
interaction, and each top quark decays almost exclusively
to a W boson and a b quark. For this study, we select events
that contain at least one electron and one muon of opposite
charge, and at least two jets.

The central feature of the CMS detector [21] is a
superconducting solenoid of 6 m internal diameter, provid-
ing a magnetic field of 3.8 T. A silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter
(ECAL), and a brass and scintillator hadron calorimeter,
each composed of a barrel and two endcap sections, are
located within the solenoid volume. Muons are measured in
gas-ionization detectors embedded in the steel flux-return
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yoke outside the solenoid. A two-tier trigger system selects
the most interesting pp collisions for offline analysis. A
more detailed description of the CMS detector, together
with a definition of its coordinate system and kinematic
variables, can be found in Ref. [21].

We use several Monte Carlo (MC) generator programs
to simulate signal and background processes. The next-
to-leading-order (NLO) POWHEG (v2) [22,23] generator is
used to generate t7 signal events, assuming a top quark
mass of m, = 172.5 GeV [24]. We utilize the NNPDF3.0
NLO [25] parton distribution functions (PDF) in the MC
calculations. The events are interfaced to PYTHIA (v8.205)
[26,27] with the CUETP8MI1 tune [28,29] to simulate
parton showering, hadronization, and the underlying
event. An alternative sample is obtained using the
HERWIG++ (v2.7.1) [30] program to model the parton
shower. Another sample of #7 events is generated using
MG5_AMC@NLO (v5_2.2.2) [31] and MADSPIN [32] gen-
erators, and again PYTHIA (v8.205) for parton showering,
hadronization, and the underlying event. The MC gen-
erators have been validated by comparing to unfolded
differential distributions of 7 production at /s =
8 TeV [33].

Background events are simulated by the MG5_AMCe
NLO (v5_2.2.2) generator for W + jets production and
Drell-Yan (DY) quark-antiquark annihilation into lepton-
antilepton pairs through virtual photon or Z boson
exchange, with normalization taken from data.
Associated top quark and W boson production (tW) is
simulated using POWHEG (v1) [34,35] and PYTHIA (v8.205),
and is normalized to the approximate next-to-next-to-
leading-order (NNLO) cross section [36]. The contribu-
tions from WW, WZ and ZZ (referred to as V'V) processes
are simulated with pyTHIA (v8.205), and normalized to
their NLO cross sections [37]. All other backgrounds are
estimated from control samples extracted from collision
data. The simulated samples include additional interactions
per bunch crossing (pileup). On average, about 20 colli-
sions per bunch crossing are present in our data.

© 2016 CERN, for the CMS Collaboration
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The SM prediction for the ¢7 production cross section
at+/s = 13 TeV is calculated with the TOP++ program [38]
at NNLO in perturbative QCD, including soft-gluon
resummation  at  next-to-next-to-leading-log  order
(NNLL) [39-44], assuming m, = 172.5 GeV. The result
is oNNLOTNNLL — 837130 (scale) = 35(PDF + a,) pb. The
expected yields for signal in all figures and tables are
normalized to this value. The first uncertainty reflects
uncertainties in the factorization and renormalization
scales, yr and ug. The second uncertainty, associated with
the PDFs and strong coupling constant ay, is obtained by
following the PDFALHC prescription [45,46] using the
MSTW2008 68% C.L. NNLO [47,48], CT10 NNLO
[49,50], and NNPDF2.3 5f FEN [51] PDF sets.

At the trigger level, events are required to contain one
electron and one muon, where the electron has transverse
momentum pp > 12 GeV and the muon has pp >
17 GeV, or the electron has pr > 17 GeV and the muon
has pp > 8 GeV. Offline, particle candidates are recon-
structed with the CMS particle-flow (PF) algorithm
[52,53]. The PF algorithm reconstructs and identifies
each individual particle using an optimized combination
of information from the various elements of the CMS
detector.

Events are selected to contain one electron [54] and one
muon [55] of opposite charge, both of which are required to
have pr > 20 GeV and || < 2.4 (but excluding electrons
within a small region of |;| between the barrel and endcap
sections of the ECAL). The electron and muon candidates
are required to be sufficiently isolated from nearby jet
activity as follows. For each electron and muon candidate, a
cone of AR =0.3 and AR = 0.4, respectively, is con-
structed around the direction of the track at the event vertex,
where AR is defined as \/(An)? + (A¢)?, and Ay and A
are the distances in pseudorapidity and azimuthal angle.
Excluding the contribution from the lepton candidate, the
scalar sum of the pr of all particle candidates that are inside
AR and are consistent with arising from the chosen primary
event vertex is calculated to define a relative isolation
discriminant, /., through the ratio of this sum to the py of
the lepton candidate. The neutral-particle contribution to
I, is corrected for pileup based on the average energy
density deposited by neutral particles in the event. This
corresponds to an average pr from pileup determined
event-by-event that is subtracted from the summed scalar
pr in the isolation cone. An electron and muon candidate is
selected if they have respective values of 7 < 0.11
and /4 < 0.12.

In events with more than one pair of leptons passing the
above selection, the two leptons of opposite charge and
different flavor with the largest pt are selected for further
study. Events with 7 leptons contribute to the measurement
only if they decay to electrons or muons that satisfy the
selection requirements, and are included in the MC
simulations.

The efficiency of the lepton selection is measured using a
“tag-and-probe” method in same-flavor dilepton events
enriched in Z boson candidates, as described in
Refs. [19,56]. Differences in the event topology with
respect to t7 production are accounted for as a systematic
uncertainty. In the current data set, the measured values for
the combined identification and isolation efficiencies are
typically 92% for muons and 77% for electrons. Based on a
comparison of lepton selection efficiencies in data and
simulation, the event yield in simulation is corrected using
pt- and n-dependent data-to-simulation scale factors (SF)
to provide consistency with data. They have average values
of 1.00 for muons and 0.96 for electrons.

Candidate events with dilepton invariant masses of
mg, <20 GeV are removed to suppress backgrounds,
mainly from low-mass DY processes. Jets are reconstructed
from the PF particle candidates using the anti-kt clustering
algorithm [57] with a distance parameter of 0.4, optimized
for the running conditions at higher center-of-mass energy.
The jet energy is corrected for pileup in a manner similar to
that used to find the energy within the lepton isolation cone.
Jet energy corrections are also applied as a function of jet
pr and 57 [58] to data and simulation. Events are required to
have at least two reconstructed jets with pr > 30 GeV
and || < 2.4.

Backgrounds in this analysis arise primarily from tW,
DY, and VV events in which at least two leptons are
produced. Background yields from tW and V'V events are
estimated from simulation. The e*u¥ DY background
normalization is estimated from data using the “Rouyin”
method [19,59,60], where events with e™e™ and g~ final
states are explored as follows. A data-to-simulation nor-
malization factor is estimated from the number of events
within the Z boson mass window in data, and extrapolated
to the number of events outside the Z mass window with
corrections based on control regions in data enriched in DY
events. This factor is found to be 1.04 + 0.16(stat).

Other background sources, such as 17 or W + jets events
with decays into one lepton and jets, can contaminate the
signal sample if a jet is incorrectly reconstructed as a
lepton, or an event contains a lepton from the decay of
bottom or charm hadrons. These are grouped into the
nonprompt-lepton category, together with contributions
that can arise, for example, from the decays of mesons,
photon conversions to e"e™ pairs in the material of the
detector, or effects from detector resolution. The non-
prompt-lepton background is estimated from an extrapo-
lation of a control region of same-sign (SS) dilepton events
to the signal region of opposite-sign (OS) dileptons. The SS
control region is defined using the same criteria as used for
the nominal signal region, except requiring eu pairs of the
same charge. The SS dilepton events predominantly con-
tain at least one misidentified lepton. Other SM processes,
such as DY, tW, VV and 7 dilepton production have
significantly smaller contributions, and are estimated using
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FIG. 1. The distributions in (top) the jet multiplicity, and

(bottom) Hr in events passing the dilepton criteria. The expected
distributions for 7 signal and individual backgrounds are shown
after implementing data-based corrections; the last bin contains
the overflow events. The ratios of data to the sum of the expected
yields are given at the bottom of each panel.

simulation. The scaling from the SS control region in data
to the signal region is performed using an extrapolation
factor, extracted from MC simulation, given by the ratio of
the number of OS events with misidentified leptons to the
number of SS events with misidentified leptons. From the
eight same-sign events observed in data, the expected
contamination of 1.7 0.4 events due to DY, tW, VV
and 77 dilepton production is subtracted, and the result is
multiplied by the OS to SS ratio of 1.4 + 0.3 to obtain an
estimate of 8.5+ 4.4 nonprompt lepton events contami-
nating the signal, including statistical and systematic
uncertainties. This agrees with predictions from MC
simulations of semileptonic 77 and W + jets events.

Figure 1 (top) shows the multiplicity of jets and (bottom)
the scalar pp sum of all jets (Ht) for events passing the
dilepton criteria. Agreement is observed between data and
the predictions for signal and background.

After requiring at least two jets, we obtain the plots
presented in Fig. 2, where (top) shows the distribution in
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FIG. 2. The distributions in (top) the dilepton invariant mass,
and (bottom) the difference in the azimuthal angle between the
two leptons after all selections. The last bin in (top) contains the
overflow events. The ratios of data to the sum of the expected
yields are given at the bottom of each panel.

the invariant dilepton mass m,,, which is sensitive to the
existence of a new heavy object decaying into a {7 pair.
Figure 2 (bottom) shows the difference in azimuthal angle
between the two leptons, A¢(e,u), and explores the
correlation between the 7 and 7 spins [61-66]. For both
distributions, data are in agreement with the SM
expectations.

The dominant uncertainty is due to the preliminary
integrated luminosity, which is estimated from x-y beam-
beam scans performed in July 2015 utilizing the methods of
Ref. [67]. The resulting uncertainty in the integrated
luminosity is 4.8%.

Smaller uncertainties arise from the measured trigger
efficiency, and the lepton identification and isolation
efficiencies. After the offline dilepton selection, the
trigger efficiency is measured in data to be (91 +£4)%
using triggers based on the py imbalance in the event. This
efficiency is applied to the MC simulations and the
uncertainty is taken as a global uncertainty. The uncertain-
ties on the electron and muon identification and isolation
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efficiencies are estimated by changing the pr- and #-
dependent SF values by one standard deviation (+1¢). The
modeling of lepton energy scales is studied using Z — ee
and up events in data and in simulation, yielding an
uncertainty in the electron energy scale of 1%, and in
the muon energy scale of 0.5%. The impact of the
uncertainty in the jet energy scale (JES) is estimated by
changing the pr—and 5-dependent JES SF by + 10, and the
uncertainty in jet energy resolution (JER) uncertainty is
estimated through similar #-dependent 16 changes in the
JER SF. The maximum of each of the deviations is taken as
the uncertainty.

The distribution of the number of vertices per beam
crossing is compared between data and simulation. The
results indicate agreement of the total pp inelastic cross
section within 10%. The result of varying this cross section
by £10% for all MC samples is used to obtain the
systematic uncertainty due to pileup.

Theory uncertainties on #7 production involve the sys-
tematic bias related to the missing higher-order diagrams in
POWHEG, and is estimated through studies of the signal
acceptance by changing the renormalization and factoriza-
tion scales in POWHEG simultaneously within the range
[1/2,2p] (u = pg = pp). In addition, the predictions of the
NLO generators MG5_AMC@NLO (v5_2.2.2) and POWHEG
are compared for ¢7 production, where both use PYTHIA
(v8.205) for hadronization, parton showering, and simu-
lation of the underlying event. The uncertainty arising from
the hadronization model mainly affects the JES and the
fragmentation of jets. The uncertainty in the JES already
contains a contribution from the uncertainty in the hadro-
nization. The hadronization uncertainty is also determined
by comparing samples of events generated with POWHEG,
where the hadronization is either modeled with PYTHIA
(v8.205) or HERWIG++ (v2.7.1). This also includes
differences in parton showering, and the underlying event,
and is called 7 modeling uncertainty. All theory uncer-
tainties on #f production are taken as the maximum
difference found in the results. The uncertainty from the
choice of PDF is determined by reweighting the sample of
simulated 77 events according to the 26 CT10 NLO [49,50]
and the 100 NNPDF3.0 sets [25] of PDF uncertainties.

An uncertainty of 30% in cross sections for tW and VV
backgrounds are taken from measurements [68—76]. For
DY production, a global cross section uncertainty of 15% is
applied, which is derived from the variation of the SF for
events passing the dilepton criteria and events passing all
selection cuts. The systematic uncertainty in the estimated

TABLE I. Summary of individual contributions to the system-
atic uncertainty in the o; measurement. The uncertainties are
given in pb, and as relative uncertainties. The separate total
systematic uncertainty without integrated luminosity, the part
attributed to the integrated luminosity, and the statistical con-
tributions are added in quadrature to obtain the total uncertainty.

Source Ac; (pb)  Aci/o; (%)
Trigger efficiencies 33 4.4
Lepton efficiencies 25 34
Lepton energy scale <1 <0.1
Jet energy scale 11 1.5
Jet energy resolution <1 <0.1
Pileup 5.2 0.7
QCD scales 1.4 0.2
NLO generator of 77 signal 14 1.9
Modeling of #7 signal 13 1.8
PDF 18 2.4
Single top W background 13 1.8
VV background 35 0.5
Drell-Yan background 4.1 0.5
Nonprompt leptons background 7.6 1.0
Total systematic (w/o luminosity) 53 7.2
Integrated luminosity 36 4.8
Statistical uncertainty 58 7.8
Total 87 12

Table I summarizes the magnitude of the statistical and
systematic uncertainties from different sources contributing
to the 77 production cross section. All sources of uncer-
tainties are added in quadrature.

Table II shows the total number of events observed in
data, together with the total number of background events
expected from simulation or estimated from data. The mean
acceptance multiplied by the selection efficiency and
the branching fraction, as estimated from simulation
at m, = 172.5 GeV, is ¢ = (0.60 = 0.04)%, including
statistical and systematic uncertainties. The measured
fiducial cross section for #7 production with two leptons
(one electron and one muon) in the range pt > 20 GeV
and [y <24 is ol = 12.4 4 1.0(stat) & 1.0(syst)+
0.6(lumi) pb. After applying all corrections, the inclusive

TABLE II.  The number of ey events after final event selection
expected for background, and observed in data. The uncertainties
represent the statistical and systematic components added in
quadrature.

nonprompt lepton background is given mainly by the Source Number of events e*u7
systematic uncertainty in the ratio of OS to SS events with  Drell-Yan 69+12
misidentified leptons in the MC simulations. We checked =~ Nonprompt leptons 8.5+44

how well the simulation models the production of mis- W 109+34
identified leptons by examining additional control regions, ¥V 2.7+09

with the observed discrepancy used to assign an uncertainty E(:tzl background 29. 12 236 5.7

of 23% to the method.
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cross section is measured to be o,; = 746 + 58(stat)
£53(syst) & 36(lumi) pb.

A linear parametrization of the acceptance dependence
on m, in the range 169.5-175.5 GeV results in a cross
section reduction of ~0.7% at m; = 173.34 GeV, the
current world average of the top quark mass [24].

In an alternative analysis, the selected sample is split into
events with 0, 1, 2, and > 2 b quark jets, and 0, 1, 2, and
> 2 additional light-flavor or gluon jets (i.e., not identified
as b quark jets). Jets are identified as b quark jets using the
combined secondary vertex (CSV) algorithm [77]. A
maximum likelihood fit of the yields in different input
samples is performed to extract simultaneously o; and
the b tagging efficiency. Systematic uncertainties are
implemented through nuisance parameters [78]. This result
is within 1% of the nominal analysis.

Figure 1 in the Supplemental Material [79] presents a
summary of results for o,; from the combination of the
Tevatron measurements at 1.96 TeV [80], from CMS
measurements at /s =7 and 8 TeV [14,19], and from
the measurement presented here at /s = 13 TeV, com-
pared to the NNLO + NNLL predictions as a function of
/s for pp and pp collisions [44].

In summary, the first measurement of the 77 production
cross section in proton-proton collisions at /s = 13 TeV is
presented for events containing an electron-muon pair and
at least two jets. The measurement is obtained through an
event-counting analysis based on a data sample correspond-
ing to an integrated luminosity of 43 pb~!. The result is
65 = 746 & 58(stat) & 53(syst) + 36(lumi) pb, with a
total relative uncertainty of 12%. This measurement is
consistent with the SM prediction of o—f‘-[]NL(”NNLL =
832:‘1‘2 pb for a top quark mass of 172.5 GeV.
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Introduction

The study of top quark pair (tt) production in proton-proton (pp) collisions at the CERN
LHC provides an important test of the standard model (SM). The total production cross

section, oy, can be accurately predicted by quantum chromodynamics (QCD) calculations

at next-to-next-to-leading order (NNLO). A measurement of o can thus provide con-

straints on essential ingredients in the calculation, such as the top quark mass, the proton
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parton distribution functions (PDFs), and the strong coupling as. Furthermore, deviations
from these predictions can be an indication of physics beyond the SM. For example, in
supersymmetric (SUSY) models, tt pairs may appear as decay products of heavier new
particles, increasing the tt yields.

Studies of the tt production cross section, as well as dedicated searches for deviations
from the SM predictions, have been performed in recent years by the ATLAS and CMS
collaborations using a variety of production and decay channels [1-22]. So far, all results
are consistent with the SM.

This paper presents a new measurement of o, in pp collisions at centre-of-mass ener-
gies of 7 and 8 TeV. The measurement is performed in the eu channel, where each W boson
from the top quark decays into a charged lepton and a neutrino. Compared to the previous
CMS analyses in the dilepton channel at 7TeV [8] and 8 TeV [1], the new measurement
is performed using the complete CMS data samples recorded in the years 2011 and 2012,
with integrated luminosities of 5.0 and 19.7fb~! at /s = 7 and 8 TeV, respectively. The
restriction to the ep channel provides a pure tt event sample owing to the negligible con-
tamination from Z/v* processes with same-flavoured leptons in the final state. The event
selection is based on the kinematic properties of the leptons. An improved cross section
extraction method is used, performing a template fit of the signal and background con-
tributions to multi-differential binned distributions related to the multiplicity of b quark
jets (referred to as b jets in the following) and the multiplicity and transverse momenta
of other jets in the event. The results obtained with this method (referred to as the “ref-
erence method” in the following) are cross-checked with an analysis performed using an
event counting method.

The cross section is first determined in a fiducial (“visible”) range, ag’%s, defined by
requirements on the transverse momentum and pseudorapidity of the electron and muon.
The results are then extrapolated to obtain the cross section in the full phase space, oz,
with an additional assessment of the extrapolation uncertainties. The ratio of the cross
sections at the two centre-of-mass energies is also presented. The measurements of o
at 7 and 8 TeV are used to determine, together with the NNLO prediction [23], the top
quark pole mass. Following a previous CMS analysis [24], the mass is determined via the
dependence of the theoretically predicted cross section on the top quark mass.

The data are also used to constrain the cross section of pair production of the lightest
supersymmetric partner of the top quark, the top squark, in the context of SUSY models
with R-parity conservation [25]. The study focuses on models predicting the decay of top
squarks into a top quark and a neutralino, t — t%(l), and the three-body decay, t — bVVZ(IJ7
with the neutralino assumed to be the lightest supersymmetric particle (LSP) [26]. The
pair production and the subsequent decays of the top squarks can lead to a final state
that is very similar to the SM tt events. The search is performed with the 8 TeV data,
looking for an excess of the observed event yields of tt events with respect to the SM
predictions. Exclusion limits are set with 95% confidence level (CL) for the SUSY signal
strength as a function of the top squark mass for two neutralino mass hypotheses. Previous
measurements setting exclusion limits in a similar regime can be found in [14, 27].

This paper is structured as follows. Section 2 contains a brief description of the CMS
detector, followed by details of the event simulation and theoretical calculations for the tt
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cross section are given in section 3. The event selection and the definitions of the visible
and total cross sections are given in sections 4 and 5, respectively. The methods used to
measure the cross section are explained in section 6 and the systematic uncertainties are
described in section 7. The measured tt production cross sections are reported in section 8,
with the extraction of the top quark mass presented in section 9. The search for SUSY is
described in section 10 and a summary is provided in section 11.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two
endcap sections. Extensive forward calorimetry complements the coverage provided by the
barrel and endcap detectors. Muons are measured in gas-ionisation detectors embedded
in the steel flux-return yoke outside the solenoid. A more detailed description of the
CMS detector, together with a definition of the coordinate system used and the relevant
kinematic variables, can be found in ref. [28].

The particle-flow (PF) [29, 30] event algorithm reconstructs and identifies each individ-
ual particle with an optimised combination of information from the various elements of the
CMS detector. The energy of photons is directly obtained from the ECAL measurement.
The energy of electrons is determined from a combination of the electron momentum at the
primary interaction vertex as determined by the tracker, the energy of the corresponding
ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with
originating from the electron track. The energy of muons is obtained from the curvature
of the corresponding track. The energy of charged hadrons is determined from a combi-
nation of their momentum measured in the tracker and the matching ECAL and HCAL
energy deposits, corrected for zero-suppression effects and for the response function of the
calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from
the corresponding corrected ECAL and HCAL energy.

3 Event simulation and theoretical calculations

Experimental effects, related to the event reconstruction and choice of selection criteria,
together with the detector resolution, are modelled using Monte Carlo (MC) event gener-
ators interfaced with a detailed detector simulation. Unless specified, the same generators
and parton shower models are used for the samples at 7 and 8 TeV.

The tt sample is simulated using the MADGRAPH event generator (v. 5.1.5.11) [31],
which implements the relevant matrix elements at tree level with up to three additional
partons. The MADSPIN [32] package is used to incorporate spin correlation effects. The
value of the top quark mass is fixed to 172.5 GeV and the proton structure is described by
the CTEQG6L1 [33] PDF set. The generated events are subsequently processed with PYTHIA
(v. 6.426) [34] for parton showering and hadronisation, and the MLM prescription [35] is
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used for matching of matrix-element jets to parton showers. Decays of 7 leptons are handled
with TAUOLA (v. 2.75) [36]. An additional tt signal sample, which is used to determine
specific model uncertainties of the measurement, is obtained with the next-to-leading-order
(NLO) generator POWHEG (v. 1.0 r1380) [37] and also interfaced with PYTHIA. In POWHEG,
the value of the top quark mass is also set to 172.5 GeV, and the CT10 [38] PDF set is used
to describe the proton structure. The PYTHIA Z2* tune, derived from the Z1 tune [39],
is used to characterise the underlying event in the tt samples at 7 and 8 TeV. The Z1
tune uses the CTEQ5SL PDF set, whereas Z2* adopts CTEQG6L. The propagation of the
generated particles through the CMS detector and the modelling of the detector response
is performed using GEANT4 (v. 9.4) [40].

Only tt pair decays into e*uT + X in the final state are considered signal, including
intermediate leptonic 7 decays. The remaining tt decay modes are considered background
processes and referred to as “tt bkg.”.

The other SM background samples are simulated with MADGRAPH (without the MAD-
SPIN package), POWHEG, or PYTHIA, depending on the process. The main background
contributions originate from the production of W and Z/~* bosons with additional jets
(referred to in the following as W+jets and Drell-Yan (DY), respectively), single top quark
tW channel, diboson (WW, WZ, and ZZ, referred to as VV in the following), tt produc-
tion in association with a Z, W, or v boson (referred to as ttV in the following), and QCD
multijet events. The W+jets, DY, and ttV samples are simulated with MADGRAPH with
up to two additional partons in the final state. The POWHEG [41, 42] generator is used for
simulating single top quark production, while PYTHIA is used to simulate diboson and QCD
multijet events. Parton showering and hadronisation are also simulated with PYTHIA in all
the background samples. The PYTHIA Z2* tune is used to characterise the underlying event
in the background samples at /s = 8 TeV, while the Z2 tune [43] is used at /s = 7TeV.

The simulated samples are normalised according to their expected total cross sections
for integrated luminosities of 5.0 (19.7) fb~! for \/s = 7 (8) TeV. The expected cross sections
are obtained from NNLO calculations for W+jets [44] and DY [45] processes, NLO+next-
to-next-to-leading-log (NNLL) calculations for top quark tW or tW channel [46], NLO
calculations for VV [47], tt+W [48], and tt+Z [49] processes, and leading-order (LO)
calculations for QCD multijet events [34].

A number of additional pp simulated hadronic interactions (pileup) are added to each
simulated event to reproduce the multiple interactions in each bunch crossing in the data
taking. The pileup events are generated using PYTHIA. Scale factors (SFs) described in
section 4 are applied when needed to improve the description of the data by the simulation.

Calculations of the o at full NNLO accuracy in perturbative QCD, including the
resummation of NNLL soft-gluon terms [50], are used to normalise the tt simulated samples
and to extract the top quark pole mass. Assuming a top quark mass of 172.5 GeV, the
predicted cross sections are:

o = 177.37 47 (scale) £ 9.0 (PDF+ag) pb, at /s = 7TeV and
o = 252,97 54 (scale) £ 11.7 (PDF+ag) pb, at /s = 8 TeV.
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The first uncertainty is an estimate of the effect of missing higher-order corrections and
is determined by independent variations of the factorisation and renormalisation scales, up
and pg, by factors of two, up and down from their default values (the top quark mass). The
second uncertainty is associated with variations in ag and the PDF, following the PDF4LHC
prescription with the MSTW2008 68% CL NNLO, CT10 NNLO, and NNPDF2.3 5f{ FFN
PDF sets (as detailed in refs. [51, 52] and references therein, as well as in refs. [53-55]).
These values were calculated using the ToP+4-2.0 program [50]. The ratio of the cross
sections at 7 and 8 TeV computed with NNPDF2.3, RYNO = 43 (8 TeV) /0 (7 TeV), is
1.437 4 0.001 (scale) + 0.006 (PDF) + 0.001 (as) [56].

4 Event selection

At trigger level, events are required to have one electron and one muon. For the 8 TeV
data set one of the two leptons is required to have pt > 17 GeV and the other pr > 8 GeV.
For the 7TeV data set both leptons are required to have pr > 10 GeV or to fulfil the same
criterion as for the 8 TeV data set. The ep trigger efficiency is measured in data with a
method based on triggers that are uncorrelated with those used in the analysis [1, 57].
In particular, the triggers require jets or missing transverse energy, which is defined as
the magnitude of the projection, on the plane perpendicular to the beam direction, of the
vector sum of the momenta of all reconstructed particles in an event. The trigger efficiency
for events containing an eu pair passing all selection criteria is approximately 96% at 7 TeV
and 93% at 8 TeV. Using the en trigger efficiency measured in data, the corresponding
efficiencies in the simulation are corrected by n-dependent SF's, which have an average
value of 0.99 at 7TeV and 0.97 at 8 TeV.

An interaction vertex [58] is required within 24 cm of the detector centre along the
beam line direction, and within 2 cm of the beam line in the transverse plane. Among all
such vertices, the primary vertex of an event is identified as the one with the largest value
of the scalar sum of the pgf of the associated tracks.

Leptons are required to have pp > 20 GeV and |n| < 2.4. The lepton-candidate tracks
are required to originate from the primary vertex.

Lepton candidates are required to be isolated from other PF candidates in the event.
For each electron [59] or muon [60] candidate, a cone with AR = 0.3 or 0.4, respectively,
is constructed around the track direction at the primary vertex. Here AR is defined
as AR = V(An)? + (A¢)?, where An and A¢ are the differences in pseudorapidity and
azimuthal angle (in radians) between any PF candidate and the lepton track direction.
The scalar sum of the pp of all PF candidates contained within the cone is calculated,
excluding the contribution from the lepton candidate itself. All charged PF candidates not
associated with the chosen primary vertex are assumed to arise from pileup events, and
are excluded from the calculation of the pt deposited in the cone. The neutral component
is also corrected for pileup effects. The relative isolation discriminant, I, is defined as
the ratio of this sum to the pr of the lepton candidate. An electron candidate is selected
if I.e1 < 0.10; the corresponding requirement for muons is I < 0.12.

The efficiency of the lepton selection is measured using a “tag-and-probe” method in
dilepton events enriched with Z boson candidates [8, 61]. The measured values for the
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combined identification and isolation efficiencies are typically 80% for electrons and 90%
for muons. The lepton identification efficiencies in simulation are corrected to the measured
values in data by pr and n dependent SFs, which have values in the range 0.97-0.99. From
all events that contain oppositely charged lepton pairs, events are selected if the lepton pair
with the largest value of the scalar sum of the pt corresponds to an ep pair. Candidate
events with ey invariant masses me, < 20GeV are removed to reduce the contamination
from QCD multijet processes. This selection is referred to as “ep selection”.

Jets are reconstructed using the anti-kt clustering algorithm [62] with a distance pa-
rameter R = 0.5. The algorithm uses the PF candidates as input objects. To minimise the
impact of pileup, charged particle candidates not associated with the primary vertex are
excluded. The jet energy is corrected for pileup in a manner similar to the correction of
the total energy inside the lepton isolation cone. Additional jet energy corrections are also
applied as a function of the jet pr and 5 [63]. Jets are selected if they have pr > 30 GeV
and |n| < 2.4 and the angular distance between them and the selected leptons satisfies
AR(jet, lepton) > 0.5.

As the tt events are expected to contain mainly jets from the hadronisation of b quarks,
requiring the presence of b jets can reduce background from events without b quarks. Jets
are identified as b jets (b-tagged) using the combined secondary vertex algorithm [64].
The discriminator threshold chosen for the reference method to extract the cross section
corresponds to an identification efficiency for b jets of about 50% and a misidentification
(mistag) probability of about 10% for ¢ quark jets and 0.1% for light-flavour jets (u, d,
s, and gluons). A looser discriminator threshold is chosen for the event counting method
such that the efficiency is about 70% for jets originating from b quarks and 20% for ¢
quark jets, while the probability of mistagging for jets originating from light flavours is
around 1% [64]. For the reference method there are no constraints on the number of jets
and b-tagged jets in the event.

Figures 1 and 2 show for the 7 and 8 TeV data and simulations, respectively, the pr and
7 distributions of the highest (leading) and second-highest (subleading) pr lepton from the
selected ep pair, after the ep selection is applied. The data are compared to the expected
distributions for the tt signal and individual backgrounds, which are derived from MC
simulated samples. The contributions from QCD multijet, W +jets, and tt background
processes arise from events where at least one jet is incorrectly reconstructed as a lepton
or a lepton that does not originate from a prompt W or Z boson decay fulfils the selection
criteria. These contributions are referred to as “non W/Z” background.

In general, the sum of the estimated contributions provides an adequate description of
the data, within uncertainties. However, as observed previously [57], the simulation is seen
to have a somewhat harder pr spectrum than measured. The impact on the measurement
is accounted for by including an additional modelling uncertainty.

Figure 3 shows the number of b-tagged jets in events passing the ep selection at 7 and
8 TeV. It should be noted that the size of the uncertainties in figures 1-3 does not reflect
those in the final measurements, which are constrained by the likelihood fit described in
section 6.1. Good agreement is observed between data and the sum of the expected yields.
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Figure 1. Distributions of pr (left) and n (right) of the leading (top) and subleading (bottom)
leptons, after the ep selection, for the 7 TeV data. The last bin of the pr distributions includes the
overflow events. The hatched bands correspond to the total uncertainty in the sum of the predicted
yields. The ratios of data to the sum of the predicted yields are shown at the bottom of each plot.
Here, an additional solid gray band represents the contribution from the statistical uncertainty in
the MC simulation. The contributing systematic uncertainties are discussed in section 7.

5 Cross section definitions

The tt production cross sections are first measured in a fiducial range, defined within the
kinematic acceptance of the tt decay particles that are reconstructable in the detector.
This avoids the need for extrapolating the cross sections into the unmeasured kinematic
phase space of these particles. In this analysis the fiducial range is defined by the pr
and 7 requirements on the electron and muon in the final state. The visible cross section,
O’E%is, is defined for events containing an oppositely charged ep pair from the decay chain
t = Wb — fvb (including W — 7v — fvvr) and with both leptons satisfying pr > 20 GeV
and |n| < 2.4. This visible cross section is then extrapolated to obtain the cross section for

tt production at parton level in the full phase space using the formula

vis
%

A (5.1)

O =

Here, A, denotes the acceptance defined as the fraction of all tt events fulfilling the
above selection criteria for the visible cross section. The acceptance is determined from the
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Figure 2. Distributions of pr (left) and n (right) of the leading (top) and subleading (bottom)
leptons, after the e selection, for the 8 TeV data. The last bin of the pr distributions includes the
overflow events. The hatched bands correspond to the total uncertainty in the sum of the predicted
yields. The ratios of data to the sum of the predicted yields are shown at the bottom of each plot.
Here, an additional solid grey band represents the contribution from the statistical uncertainty in
the MC simulation. The contributing systematic uncertainties are discussed in section 7.
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Figure 3. Number of b-tagged jets after the ep selection for 7TeV (left) and 8 TeV (right). The
hatched bands correspond to the total uncertainty in the sum of the predicted yields. The ratios of
data to the sum of the predicted yields are shown at the bottom of each plot. Here, an additional
solid grey band represents the contribution from the statistical uncertainty in the MC simulation.
The contributing systematic uncertainties are discussed in section 7.
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simulated tt signal sample, and includes the leptonic branching fraction of the W bosons

of 10.86% [65].

6 Analysis methods for the measurement of the cross section

Two methods are used to measure the tt production cross section. The reference method is
a binned likelihood fit to multi-differential final state distributions, performed in categories
of number of additional and b-tagged jets, as described in section 6.1. In addition, an
analysis is performed using an event counting technique, as explained in section 6.2.

6.1 Binned likelihood fit

An extended binned likelihood fit is applied to determine atV%s. The expected signal and
background distributions are modelled in the fit by template histograms constructed from

the simulated samples. The free parameters in the fit are O'Ztlb, the background normalisation
parameters & = (w1, ws,...,wk) for the K sources of backgrounds, and the M nuisance
parameters A = (A1, A2,..., Ay ), representing sources of systematic uncertainties other

than the background normalisation, such as the jet energy scale and the trigger efficiency.
The likelihood function L, based on Poisson statistics, is given by

K M
=TTt l-padi /) [T won) TT 70m). (61)
i k=1 m=1

Here, 7 denotes the bin index of the chosen final state distribution, and p; and n; are
the expected and observed event numbers in bin i. The terms m(wy) and 7(A.,) denote
prior probability density functions for the background and the other nuisance parameters,
representing the prior knowledge of these parameters. The Poisson expectation values p;
can be further decomposed as

pi = si(05, X) +ZbMC()\) 1+ Yewp)- (6.2)

Here, s; denotes the expected number of tt signal events, which depends on O'E%is and the

bMC represents the nominal template prediction of

nuisance parameters X. The quantity
background events from source & in bin i, and i its estimated relative global normalisation
uncertainty. In this analysis the background normalisation parameters wy and the other
nuisance parameters )\, are defined such that each prior can be represented by a unit
normal distribution, unless mentioned otherwise.

A suitable differential distribution for the likelihood fit is the number of selected b-
tagged jets in the event. The probability to reconstruct and identify one of the two b jets
from the decaying tt pair is nearly independent of the probability to reconstruct and identify
the other b jet. Because of the large mass of the top quark, the kinematic properties of the
two b jets are determined to a large extent by the nearly independent decay topologies of
the t and t, and strong kinematic acceptance correlations arise only for extreme production
topologies, such as for tt pairs with a large Lorentz boost.
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Under the assumption of the independence of the probabilities to identify the b jets,
it is possible to express the number of expected signal events with exactly one (s1), and
exactly two (s2) b-tagged jets using binomial probabilities [14]:

S1 = Seu 26b(1 — Obeb), (6.3)

2
59 = Sep €,Ch-

Here, seu is the total number of events after the ep selection and can be written as
Sep = Eaz’fisecu, with £ being the integrated luminosity and ee, the efficiency for events
to pass the ep selection. The parameter €, comprises the total efficiency that a b jet is
reconstructed within the kinematic acceptance and b-tagged. The quantity C}, corrects
for the small correlations between the tagging of the two b jets and can be expressed
as C, = 4seus2/(s1 + 282)2.
The remaining signal events with zero or more than two b-tagged jets are considered
in a third category:
S0 = Seu 1- 26b(1 — CbEb) — CbE% . (6.5)

In ref. [14], two equations similar to eqs. (6.3), (6.4) are directly solved for the tt
production cross section and €. In the present analysis, eqs. (6.3), (6.4) are used together
with eq. (6.5) in the template fit. The quantities ey, €y, and C}, are directly determined
from the tt signal simulation, expressing e, as (s1 + 2s2)/2s¢, and parametrised as a
function of the nuisance parameters X. The nominal values for the 8 TeV simulated tT
signal are €g, = 0.51, e, = 0.36, and C}, = 0.99, and the values for the 7TeV sample are
similar. The use of these equations facilitates an accurate modelling of the expected signal
rates as a function of the nuisance parameters, i.e. avoiding mismodelling effects that could
arise from approximating the dependences as linear functions.

In order to improve the sensitivity of the fit, the events are further categorised into
four classes of multiplicity of additional jets in the event (zero, one, two, and three or more
additional jets). This leads, together with the three classes of b-tagged jets, to 12 different
categories in total. Additional jets must be non-b-tagged jets. In case there is no additional
jet, the corresponding event yields are directly used in the likelihood fit, otherwise events
are further categorised into bins of the pr of the least energetic additional jet in the event.

The signal subcategory probabilities, background rates, and values of €ey, €, and
C}, are obtained from simulation and depend on the nuisance parameters X. Each relevant
dependency of a quantity on a parameter A\, is modelled by a second-order polynomial, that
is constructed from evaluating the quantity at three values A\, = 0,1, —1, corresponding
to the nominal value of the parameter and to £1 standard deviation (o) variations. For
a few sources of uncertainty, only one exact variation is possible, e.g. when there are only
two variants of signal generators available that differ in a certain uncertainty source such
as the matrix element calculation; in such cases, a linear function is chosen to model
the dependence of the quantity on the respective A,,. For several nuisance parameters
representing systematic modelling uncertainties in the measurement, a box prior is chosen
instead of the standard unit normal prior, with a value of 0.5 between —1 and +1 and zero
elsewhere. Such priors are chosen for the following uncertainties (discussed in section 7.2):

~10 —
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Figure 4. Total event yield for zero additional non-b-tagged jets (left) and pr of the non-b-tagged
jet with the lowest pr in the event (right) for events with one, two, and at least three additional non-
b-tagged jets, and with zero or more than two (top row), one (middle row), and two (bottom row)
b-tagged jets at /s = 7TeV. The last bin of the pr distributions includes the overflow events. The
hatched bands correspond to the sum of statistical and systematic uncertainties in the event yield
for the sum of signal and background predictions. The ratios of data to the sum of the predicted
yields are shown at the bottom of each plot. Here, an additional solid grey band represents the
contribution from the statistical uncertainty in the MC simulation.

renormalisation and factorisation scales, jet-parton matching scale, top quark pr modelling,
colour reconnection, underlying event, and matrix element generator.

The likelihood fit is finally performed using the function x* = —21In L, where L is the
likelihood function given in eq. (6.1). The MINUIT [66] program is used to minimise this x?
as function of the free fit parameters o, &, and X. The fit uncertainty in o; is determined
using MINOS, the profile likelihood algorithm which is part of MINUIT. Figures 4 and 5 show
the multi-differential distributions used in the fit. A reasonably good agreement is found
between data and expectations before the fit.

Figures 6 and 7 compare the data with the simulation after the simultaneous fit at 7
and 8 TeV. The uncertainty bands are calculated taking into account the full correlation
matrix. The description of the data by the simulation has improved with the fit. The best
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Figure 5. Total event yield for zero additional non-b-tagged jets (left) and pr of the additional
non-b-tagged jet with the lowest pr in the event (right) for events with one, two, and at least three
additional non-b-tagged jets, and with zero or more than two (top row), one (middle row), and two
(bottom row) b-tagged jets at /s = 8 TeV. The last bin of the pr distributions includes the overflow
events. The hatched bands correspond to the sum of statistical and systematic uncertainties in the
event yield for the sum of signal and background predictions. The ratios of data to the sum of
the predicted yields are shown at the bottom of each plot. Here, an additional solid grey band
represents the contribution from the statistical uncertainty in the MC simulation.

fit values of the nuisance parameters correspond to variations that are for most cases within
1o of the prior uncertainties, about 98% of the cases. The maximum observed variation
is about 1.90, corresponding to the uncertainty in the mistag SFs, see section 7. Other
uncertainties with variations between 1 and 1.50 are two components of the jet energy
scale corrections and the statistical component of the b tagging SF's.

The fiducial tt production cross sections at /s = 7 and 8 TeV are determined simul-
taneously. For each centre-of-mass energy, a likelihood is defined as in eq. (6.1), respective
x? functions are constructed, and the sum of both x? functions is minimised. Correlations
between systematic uncertainties are fully taken into account (see section 7.3).
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Figure 6. Fitted total event yield for zero additional non-b-tagged jets (left) and pr of the non-
b-tagged jet with the lowest pr in the event (right) for events with one, two, and at least three
additional non-b-tagged jets, and with zero or more than two (top row), one (middle row), and two
(bottom row) b-tagged jets at /s = 7 TeV. The last bin of the pr distributions includes the overflow
events. The hatched bands correspond to the sum of statistical and systematic uncertainties in the
event yield for the sum of signal and background predictions after the fit, and include all correlations.
The ratios of data to the sum of the predicted yields are shown at the bottom of each plot. Here,

an additional solid grey band represents the contribution from the statistical uncertainty in the MC
simulation.

6.2 Event counting method

The tt production cross section is also measured by applying an event counting method
similar to the one used in a previous measurement [1]. This method provides a cross-check
of the reference method.

In this analysis, events are counted after applying the ey selection described in section 4
with additional requirements that help to further suppress the background contribution:
the presence of at least two jets is required, of which at least one has to be b-tagged.
Compared with ref. [1], tighter requirements on lepton isolation and identification, as well
as on b tagging, are applied to further reduce the background contribution.

Techniques based on control samples in data are used to estimate the background
contribution arising from DY and from non W/Z events. The contributions of the remaining
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Figure 7. Fitted total event yield for zero additional non-b-tagged jets (left) and pr of the non-
b-tagged jet with the lowest pr in the event (right) for events with one, two, and at least three
additional non-b-tagged jets, and with zero or more than two (top row), one (middle row), and two
(bottom row) b-tagged jets at /s = 8 TeV. The last bin of the pr distributions includes the overflow
events. The hatched bands correspond to the sum of statistical and systematic uncertainties in the
event yield for the sum of signal and background predictions after the fit, and include all correlations.
The ratios of data to the sum of the predicted yields are shown at the bottom of each plot. Here,

an additional solid grey band represents the contribution from the statistical uncertainty in the
MC simulation.

background processes are estimated from simulation. The DY contribution is estimated
using the “Rey /" method [1], in which events with eTe™ and u*u~ final states are used
to obtain a normalisation factor. This is estimated from the number of events within the
7 boson mass window in data, and extrapolated to the number of events outside the Z
mass window with corrections based on control regions in data enriched in DY events.
The contribution to the background originating from non W/Z boson events is estimated
by subtracting the same-sign prompt-lepton contributions from the same-sign event yields
in data and multiplying by the ratio of opposite-sign over same-sign events. This ratio,
originating from non-prompt lepton backgrounds, is taken from simulation.

Table 1 shows the total number of events observed in data and the numbers of expected
signal and background events fulfilling all selection criteria. For both data sets, a good
agreement between data and expected number of events is observed.
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Source Number of ey events

7TeV 8 TeV
DY 22+3+3 173 £ 25 £+ 26
Non W/Z 51£5+15 146 £ 10 £ 44
Single top quark (tW) 204 +3£61 1034 £3 £ 314
\'A% T+1+2 3B+2+11
ttV 12+14+3 84 +1+26
Total background 296 £ 6 £+ 63 1472 + 27 + 319
tt dilepton signal 5008 £ 15 £ 188 24440 4 44 £ 956
Data 4970 25441

Table 1. Number of selected events for the event counting method for the 7 and 8 TeV data
sets. The results are given for the individual sources of background, tt signal, and data. The
two uncertainties quoted correspond to the statistical and systematic components (cf. section 7),

respectively.
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Figure 8. Comparison of the b jet multiplicity distributions in the ep channel for 7 (left) and 8
(right) TeV between the data and simulation for events fulfilling the ep selection and the requirement
of having at least two jets. The hatched bands correspond to the sum of statistical and systematic
uncertainties in the event yield for the signal and background predictions. The ratios of data to
the predicted yields are shown at the bottom of each plot. Here, an additional solid grey band
represents the contribution from the statistical uncertainty in the MC simulation.

Figure 8 shows the b jet multiplicity in events passing the full event selection, except for
the b jet requirement, for data collected at 7 and 8 TeV. In both cases the total predicted

yields provide a good description of the measured distributions.

The cross section oy is determined from the number of data events after background
subtraction, and dividing by the integrated luminosity of the data sample and by the
product of detector and kinematical acceptance, selection efficiency, as estimated from
simulation for a top quark mass of 172.5GeV, and branching fraction of the selected tt

dilepton final state.
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7 Systematic uncertainties

The measurement of the top quark pair production cross section is affected by systematic
uncertainties that originate from detector effects and from theoretical assumptions. Each
source of systematic uncertainty is assessed individually by suitable variations of the MC
simulations or by varying parameter values within their estimated uncertainties in the
analysis. Each source is represented by a nuisance parameter, which is fitted together
with atvgs, as described in section 6. For the event counting method, the same sources of
systematic uncertainty are evaluated following the procedure in ref. [1].

7.1 Experimental uncertainties

The uncertainty in the dilepton trigger (“Trigger”) and lepton identification efficiencies
(“Lepton ID/isolation”) are estimated by varying the SFs within their uncertainties, which
are in the range of 1-2%.

The lepton energies (“Lepton energy scale”) are corrected separately for electrons [59]
and for muons [67]. Their scales are varied by 0.15% for electrons and 0.3% for muons.

The uncertainty due to the limited knowledge of the jet energy scale (“JES”) is deter-
mined by variations of the jet energy in bins of pt and 7 [63]. For the reference method,
these variations are divided into 27 sources and the effect of each source is evaluated in-
dividually. For the event counting method, the total variation is used to determine the
uncertainty.

The uncertainty due to the limited accuracy of the jet energy resolution (“JER”)
is determined by changing the simulated JER by +2.5%, +4%, and +5%, for jets with
In] < 1.7, 1.7 < |n] < 2.3, and |n| > 2.3, respectively [63].

For the normalisation of each background source, an uncertainty of £30% is assumed.
In the case of the single top quark background (“¢W /tW”), the variation covers the uncer-
tainty in the absolute rate, including uncertainties due to PDFs. The same global variation
is applied to the other dominant background contribution, DY. The predicted cross sec-
tion has an uncertainty of ~5%, including PDF uncertainties. The variation used here
additionally covers the observed differences in heavy-flavour composition between data
and simulation in dedicated CMS analyses and is also suggested by estimates based on
data [4, §].

The uncertainties due to the b tagging efficiency (“b tag”) and misidentification rate
(“Mistag”) are determined by varying the b tagging SFs of the b jets or the light-flavour
jets, respectively, by the uncertainties quoted in ref. [64]. For the reference method, the
b tagging uncertainties are divided into 19 individual sources, some of them are corre-
lated to other systematic uncertainties, such as JER or pileup. The remaining sources are
evaluated individually.

The effect of pileup events (“Pileup”) is evaluated by weighting the inelastic pp cross
section in simulation to the minimum bias cross section determined in data. The pileup
model estimates the mean number of additional pp interactions to be about 9 events for the
data collected at 7TeV and 21 for the data collected at 8 TeV. These estimates are based
on the total inelastic pp cross sections at /s = 7 (8) TeV, which are determined to be 73.5
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(69.4) mb, following the measurement described in ref. [68]. The systematic uncertainty is
determined by varying the cross sections within their uncertainty, 8% at 7 TeV and +5%
at 8 TeV.

The uncertainty in the luminosity (“Luminosity”) measurement is 2.2% [69] at 7 TeV
and 2.6% [70] at 8 TeV.

7.2 Theoretical uncertainties

The impact of theoretical assumptions in the modelling is determined by repeating the
analysis and replacing the standard MADGRAPH tt simulation by dedicated simulation
samples with varied parameters.

The uncertainty in modelling of the hard-production process (“Q? scale”) is assessed
through a simultaneous variation of renormalisation and factorisation scales in the MAD-
GRAPH sample by factors of 2 and 0.5 relative to their common nominal value, which is
set to the p = }L2R = Q? scale of the hard process. In MADGRAPH, it is defined by
Q? = m? + Epgf, where the sum is over all additional final state partons in the matrix
element calculations.

The impact of the choice of the scale that separates the description of jet production
through matrix elements or parton shower (“ME/PS matching”) in MADGRAPH is studied
by changing its reference value of 20 GeV to 40 GeV and to 10 GeV.

The effect of the matrix-element generator choice on the measurement is evaluated
by using POWHEG [37, 41, 42] for the tt simulation instead of MADGRAPH (“MADGRAPH
vs POWHEG”).

The flavour-dependent hadronisation uncertainty (“Hadronisation (JES)”) is part of
the JES uncertainty and comes from differences in the jet energy response for different
jet flavours. It is estimated by the differences between using simulations with the Lund
fragmentation model in PYTHIA and cluster fragmentation model in HERWIG++ [71] and
is evaluated for each jet flavour independently. An additional uncertainty included in this
source is the uncertainty in the b quark fragmentation tune. This is evaluated by vary-
ing the Bowler-Lund b quark fragmentation model in tune Z2* to describe the results by
ALEPH [72] and DELPHI [73] for the b quark fragmentation functions. Another uncer-
tainty included in this source is the uncertainty in the semileptonic branching fraction of
B hadrons, varied between 10.05% and 11.27%, which is the range of the measurements
from B®/B* decays and their uncertainties [65].

Differential cross section measurements [57] have shown that the pr of the top quark
is softer than predicted by the nominal MADGRAPH simulation used to measure the cross
section. To account for this effect, the difference between the result obtained with the nom-
inal simulation and using the MADGRAPH prediction reweighted to describe the measured
top quark pr spectrum is taken as a systematic uncertainty (“Top quark pp modelling”).

The uncertainties from ambiguities in modelling colour reconnection effects (“Colour
reconnection”) are estimated by comparing simulations of an underlying event tune in-
cluding colour reconnection to a tune without it, the Perugia 2011 (P11) and P11 noCR
tunes [74].
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The uncertainty in the modelling of the underlying event (“Underlying event”) is esti-
mated by evaluating the relative variations of two different P11 PYTHIA tunes with respect
to the standard P11 tune: the mpiHi and the TeV tunes with higher and lower underlying
event activity, respectively.

The uncertainty from the choice of PDFs (“PDF”) is determined by reweighting
the sample of simulated tt events according to the 52 CT10 error PDF sets [38], scaled
to 68% CL.

7.3 Correlations between systematic uncertainties for the measurements at 7
and 8 TeV

A number of systematic uncertainties affect the measurements at /s = 7 and 8 TeV sim-
ilarly, while others are completely decoupled. In this analysis, systematic uncertainties
are treated as either uncorrelated, partially correlated, or fully correlated between the two
measurements. For fully correlated systematic uncertainties, common nuisance parame-
ters are used in the simultaneous likelihood fit to the two data sets. For each partially
correlated systematic uncertainty source, three nuisance parameters are introduced, one
for each data set for the uncorrelated part and one common parameter for the correlated
part. The degree of correlation is modelled by the parameter p. The uncertainties of the
correlated and the two uncorrelated parameters are taken to be fractions p and V1 — p?,
respectively, of the uncertainty of the original nuisance parameter. The p values assumed
for this analysis are listed in table 2.

For experimental sources, the same procedures are usually employed at the two centre-
of-mass energies for calibration and determination of uncertainties. Also, the same MC
generators are used for the modelling of background processes. Hence, these uncertainties
are treated as 100% correlated, however for each source a (usually small) uncorrelated
component arises from statistical fluctuations in the data or simulated samples. The re-
sulting correlation coefficients are estimated to be 0.9 for several sources and 0.8 for the
“Trigger” and “Mistag” sources. For the “Pileup” source a relatively small correlation of
0.5 is assumed because of the largely different beam conditions at the two energies.

From the uncertainties related to the JES, the flavour components (“JES: flavour”),
owing to the comparison between different hadronisation models, and components related
to the extrapolation from Z — ¢¢ kinematic acceptance to the full phase space using MC
simulation (“JES: absolute extrapolation”) are taken as fully correlated. The JES sources
related to pileup (“JES: pileup”) are treated as uncorrelated, because of different proce-
dures used for the uncertainty assessment at the two energies, as well as the remaining
terms (“JES: other”). The JES component of the b tagging uncertainties is fitted indepen-
dently, assigning a correlation coefficient of 0.2 that reflects the amount of correlated JES
uncertainty sources.

All modelling uncertainties are assumed to be fully correlated between the two centre-
of-mass energies, including the three remaining JES parts. The integrated luminosity
uncertainties are treated as fully uncorrelated, to account for the different beam conditions
and specific effects associated to each measurement. It has been checked that variations
of the assumed correlations within reasonable ranges lead to negligible changes of the
extracted cross sections.
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Uncertainty source p
Trigger 0.8
Electron ID 0.9
Electron energy scale 0.9
Muon ID 0.9
Muon energy scale 0.9
JES: flavour 1
JES: pileup 0
JES: absolute extrapolation 1
JES: other 0
Jet energy resolution 0.9
Each background 0.9
b-tag (JES) 0.2
b-tag (stat) 0
b-tag (syst) 1
Mistag 0.8
Pileup 0.5
LR, UF scales 1
ME/PS matching 1
MADGRAPH vs POWHEG 1
b quark fragmentation tune 1
B hadron semileptonic branching fraction 1
Top quark pt modelling 1
Colour reconnection 1
Underlying event 1
PDF 1
Integrated luminosity 0

Table 2. Assumed correlations p between systematic uncertainties for the 7 and 8 TeV data sets.
If p = 0, the uncertainties are treated as uncorrelated between the two sets.

7.4 Final uncertainties

The total uncertainties in the fiducial cross sections, as obtained with the binned likelihood
fit (section 6.1), are 754 % at 7TeV and T57 % at 8 TeV. The impact of the sources of
systematic uncertainties in this total uncertainty are listed in table 3. These are estimated
by removing groups of uncertainties one at a time and gauging the difference in quadrature
on the total uncertainty. Significant contributions to the total uncertainty spread over
many different sources of experimental and modelling uncertainties with “Lumi”, “Lepton
ID/isolation”, “Trigger”, and “DY” being the four largest sources. The observed shifts of
the fitted background or other nuisance parameters compared to their assumed uncertainty
before the fit are in general small, indicating a consistent fit.
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Uncertainty [%)
Source
7TeV  8TeV

Trigger 1.3 1.2
Lepton ID/isolation 1.5 1.5
Lepton energy scale 0.2 0.1
Jet energy scale 0.8 0.9
Jet energy resolution 0.1 0.1
tW/tW 1.0 0.6
DY 1.4 1.3
tt bkg. 0.1 0.1
ttVv 0.1 0.1
Diboson 0.2 0.6
W+jets/QCD 0.1 0.2
b-tag 0.5 0.5
Mistag 0.2 0.1
Pileup 0.3 0.3
UR, UF scales 0.3 0.6
ME/PS matching 0.1 0.1
MADGRAPH vs POWHEG 0.4 0.5
Hadronisation (JES) 0.7 0.7
Top quark pt modelling 0.3 0.4
Colour reconnection 0.1 0.2
Underlying event 0.1 0.1
PDF 0.2 0.3
Integrated luminosity 2.2 2.6
Statistical 1.2 0.6

Table 3. ITllustrative summary of the individual contributions to the total uncertainty in the visible
tt cross section measurements.

8 Cross section measurement

The results of the tt cross section measurements in pp collisions at 7 and 8 TeV are presented
in the fiducial range and in the full phase space.
8.1 Fiducial cross section

The fiducial cross sections are defined for tt production with events containing an oppositely
charged ep pair with both leptons having pp > 20 GeV and |n| < 2.4. The measured cross
sections, using the binned likelihood fit extraction method (section 6) and assuming a top
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Soree Uncertainty [%]
7TeV  8TeV
Total (visible) +38 i
Q? scale (extrapol.) Y o3
ME/PS matching (extrapol.) fg:% t8;§
Top quark pr (extrapol.) o3 108
PDF (extrapol.) o1 ]
Total 138 e

Table 4. Individual contributions to the systematic uncertainty in the total tt cross section mea-
surements. The total systematic uncertainties in the fiducial cross sections o

vis
tt

“Total (visible)”, and those in the full phase space cross section o,; in the row “Total”.

are given in the row

quark mass of 172.5 GeV, are

J;’Eis = 3.03 4 0.04 (stat) " 503 (syst) & 0.07 (lumi) pb, at /s = 7TeV and
ol = 4.23 +0.02 (stat) g (syst) £ 0.11 (lumi) pb, at /s = 8 TeV.

The uncertainties are due to statistical fluctuations, combined experimental and theoretical
systematic effects on the measurement, and the uncertainty in the measurement of the
integrated luminosity. A summary of the systematic uncertainties is presented in table 3.

8.2 Full phase space cross section

The full phase space (total) cross sections for tt production are calculated from the fiducial
cross section results by dividing az’%s by the acceptance, as in eq. (5.1). The quantity Aey is
determined from the tt signal MC simulation. As it depends on the exact theoretical model
used in the event generation part of the simulation, it is parametrised as a function of the
same nuisance parameters that were used for the modelling uncertainties (section 7) in the
binned likelihood fit extraction of the fiducial cross sections. The fitted values of these
nuisance parameters are used to obtain the best estimates of Ag,, 1.745 x 1072 at 7TeV
and 1.728 x 1072 at 8 TeV, which are used for the determination of the nominal values of
oy;- In order to determine the uncertainty in the phase space extrapolation modelled by
Aey, each relevant nuisance parameter is iteratively varied from the fitted value by the £1o
values before the fit, while all other nuisance parameters are kept at their fitted values.
The resulting variations of A, are taken as an additional extrapolation uncertainty. The
sources that are considered here are “ur and pp scales”, “ME/PS matching”, “Top quark
pr modelling”, and “PDF” (see section 7), and the individual uncertainties in oy from
these sources are added in quadrature. The resulting systematic uncertainties are listed in
table 4.
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The measurements of ozat the two centre-of-mass energies are
o = 173.6 £ 2.1 (stat) T} ] (syst) £ 3.8 (lumi) pb, at /s = 7TeV and
o = 244.9 + 1.4 (stat) T 82 (syst) + 6.4 (lumi) pb, at /5 = 8 TeV.

After adding the uncertainties in quadrature, the resulting total uncertainties are
6.2pb (3.6%) at /s = 7TeV and 9.1pb (3.7%) at /s = 8 TeV.
The results obtained with the method based on event counting (see section 6.2) are

o = 165.9 + 2.5 (stat) = 6.2 (syst) + 3.6 (lumi) pb, at v/s =7TeV and
o = 241.1 + 1.6 (stat) & 10.0 (syst) & 6.3 (lumi) pb, at /s = 8 TeV.

As expected, the statistical and systematic uncertainties are slightly larger than those
obtained with the reference method. The results of the two methods are in agreement.

The cross section measurements agree with previous results [1, 4, 8, 14, 15, 21, 22].
They constitute the most precise CMS measurements of oz to date and have a similar
precision to the most precise ATLAS result [14], obtained in the same decay channel. For
both centre-of-mass energies, the predicted cross sections at NNLO (see section 3) are in
good agreement with the measurements.

The ratio of cross sections using the results obtained with the reference analysis
amounts to

Ry =07 (8TeV) /o (7TTeV) = 1.41 £ 0.06.

Here, the correlated uncertainty obtained from the simultaneous likelihood fit (section 6)
of the fiducial cross sections at the two centre-of-mass energies is fully taken into account
as well as the correlated uncertainty on the acceptances arising from model uncertainties,
which are assumed to be fully correlated between the two energies. The total relative
uncertainty of the ratio is 4.2%, indicating a partial cancellation of systematic uncertainties.
The predicted ratio at NNLO (see section 3) is consistent with the measurement.

9 Determination of the top quark pole mass

The full phase space cross sections are used to determine the top quark pole mass (my) via
the dependence of the theoretically predicted cross section on my and comparing it to the
measured cross section. For this purpose, the cross section fit and the extrapolation to the
full phase space (see sections 6 and 8.2) are repeated for three different hypotheses for the
top quark mass parameter in the MC simulation (m%\’lc): 169.5, 172.5, and 175.5 GeV. For
each mass value a sample of simulated tt events, generated with the corresponding mlt\'10
value, is used in the fit as a signal model. The dependence of the distributions used in the
fit on detector effects is evaluated individually for each mass value. Their dependence on
modelling uncertainties varies little over the studied mass range and is thus taken from the
nominal mass value (mM® = 172.5GeV). The obtained cross section dependence on the

mass can be parametrised as an exponential function:
o (7TeV, mMC) = exp {70.1718 (mMC/GeV — 178.5)] +170.9pb,

oz (8 TeV, mMC) = exp [—0.1603 (mMC/GeV — 185.4)] +237.0pb.
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To express the measured dependence as a function of my instead of mMC, the difference

MC needs to be accounted for. This is estimated to be of the order

between my and m
of 1GeV [75]. Therefore, an additional uncertainty A, + in the obtained cross section
dependence is introduced. It is evaluated by shifting the measured dependence by +1 GeV
in mM€ and recording the difference in o,;. For the determination of ms, this contribution
to the total uncertainty is almost negligible. In consequence, the measurements of o; can

be represented by Gaussian likelihoods as a function of my of the form

(Utf(mt) - Utf)Q
AT AL |7

myt

(9-1)

Lexp(my, o5) = exp

where A represents the total uncertainty in each of the cross section measurements and
o (m¢) the measured dependence of the cross section on mg.

The predicted dependence of o,; on the top quark pole mass at NNLO+NNLL is de-
termined with TOP++, employing different PDF sets (NNPDF3.0 [76], CT14 [77], and
MMHT2014 [78]) with ag = 0.118 & 0.001. Additionally, uncertainties of 1.79% at 7 TeV
and 1.72% at 8 TeV are assigned to the predicted cross section values to account for the un-
certainty in the LHC beam energy [79]. The predicted o is represented by an asymmetric
Gaussian function with width A, 1, comprising PDF, ay, and the beam energy uncertainty
summed in quadrature. This function is convolved with a box function to account for the
uncertainty in the renormalisation and factorisation scales in the prediction [24]. The result
of the convolution is given as

h 1
Y (me) - o oW (my) — o
er

=——|eaf| ————| - — |,
C(my) V240, ¢ V24, -

1 Ut(

Lpred("ntv O—tf) (92)

where O't(? ) and Jt(? denote the upper and lower predicted cross section values, respectively,
from variations of the renormalisation and factorisation scales. The normalisation factor

C(my) assures that max(Lpeq) = 1 for any fixed my.

Figure 9 shows the likelihoods for the predicted tt cross section employing NNPDF3.0
and the measurement of o at /s = 7 and 8 TeV as a function of m;. The product of the
two likelihoods is used to fit the mass value by maximizing the likelihood simultaneously
with respect to my and ;. The extracted top quark pole masses using different PDF sets
are listed in table 5. The contributions from uncertainties in the CT14 PDF set are scaled
to a 68% CL.

Finally, a weighted average is calculated, taking into account all systematic uncertainty
correlations between the measured cross sections at 7 and 8 TeV, and assuming 100%
correlated uncertainties for the theoretical predictions at the two energies. The resulting
top quark pole masses are listed in table 6 and are in good agreement with each other and
previous measurements [14, 24].
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my [GeV |
7TeV 8 TeV
NNPDF3.0  173.5735 174.2739
MMHT2014 173.9739  174.4731
CT14 1741722 174.67%3

Table 5. Top quark pole mass at NNLO+NNLL extracted by comparing the measured tt produc-
tion cross section at 7 and 8 TeV with predictions employing different PDF sets.

my [GeV |
NNPDF3.0  173.8%}7
MMHT2014  174.1%3%
CT14 174.3723

Table 6. Combined top quark pole mass at NNLO+NNLL extracted by comparing the measured
tt production cross section with predictions employing different PDF sets.
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Figure 9. Likelihood for the predicted dependence of the tt production cross section on the
top quark pole mass for 7 and 8 TeV determined with TOP++, employing the NNPDF3.0 PDF
set. The measured dependences on the mass are given by the dashed lines, their 1o-uncertainties
are represented by the dotted lines. The extracted mass at each value of /s is indicated by a

black point, with its lo-uncertainty constructed from the continuous contour, corresponding to

—2Alog(LpredLexp) = 1.
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Figure 10. Diagram displaying the top squark pair production at the LHC in the decay mode
where each top squark decays to a top quark and a neutralino 5{?

10 Limits on top squark pair production

The SUSY models are predicated on the existence of partners for SM particles. A light
top squark could contribute to the cancellation of the quadratic divergences in the Higgs
mass loop corrections [26]. SUSY scenarios with a neutralino as LSP and a nearly mass-
degenerate top squark provide one theoretically possible way to account for the observed
relic abundance of dark matter [80, 81]. There are therefore strong motivations to search
for a top squark with a mass close to, or even below, the TeV scale.

In the following, a SUSY model with R-parity conservation is considered, where top
squarks are pair-produced via the strong interaction. The top squark decays into a top
quark and the LSP, considered here as the lightest neutralino ')Z?. A simplified model is used,
where the parameters are the top squark and neutralino masses [82, 83]. The branching
fraction of top squark into a top quark and a neutralino is assumed to be 100%, and the
top quark polarisation is assumed to be fully right-handed. A diagram of the process is
shown in figure 10.

Top squark pair production with the top squarks decaying into a top quark and a
neutralino could produce final states very similar to the one from tt production but with
additional missing transverse energy. If the difference between the masses of the top squark
and the neutralino is close to the top quark mass, the events would have similar topologies
to the SM tt events. In such situations, direct top squark searches have low sensitivity
because of the overwhelming tt background. However, from a very precise tt cross section
measurement, top squark pair events can be searched for by looking for a small excess in
the measured cross section compared to the SM expectation. The study presented here is
complementary to the direct searches performed by CMS [84-86] and ATLAS [87-89], as it
is more sensitive in a mass region, m(t) ~ m(x")+ms, that is not accessible to conventional
SUSY searches. Previous indirect searches in this mass region have been performed by the
ATLAS collaboration [27, 90].

The 8 TeV data, analysed with the counting method (section 6.2), are used to derive
upper limits on the production cross section for the top squark pair production for different
top squark masses. The number of observed events in data is compared to the sum of SM
tt and background events and the expected yields from top squark pair production.
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Figure 11. Expected and observed limits at 95% CL on the signal strength (see text) as a function
of the top squark mass for neutralino masses of 1 GeV (left) and 12.5 GeV (right). The widest bands
show the 68% and 95% CL ranges of the expected limit. The narrowest band quantifies the impact
of the theoretical uncertainty in the cross section of the SUSY signal on the observed limit.

Top squark pair events generated with MADGRAPH with up to two associated partons
are used for this study. The detector response is described using a fast simulation [91]. In
order to account for differences with the full simulation of the CMS detector used for all
other samples, a correction for the b tagging SFs is applied. Furthermore, a 10% uncertainty
on the signal yields is added to account for the differences in lepton and trigger efficiencies
between the fast and the full simulations. The signal samples are normalized according to
the cross sections calculated at NLO+next-to-leading-logarithmic accuracy [92-96].

The 95% exclusion limits are calculated from Bayesian and modified CLg techniques
implemented in the THETA framework [97]. The yields of events given in table 1 (where tt
MC events are normalised to the predicted NNLO cross section [23, 50]) are used, account-
ing for all the systematic uncertainties described in section 7. The uncertainty of 3.5% in
the theoretical tt cross section is included to account for effects from renormalisation and
factorisation scale and PDF uncertainties in the calculation [23].

The observed and expected limits on the mass of the top squark for neutralino masses
of 1 and 12.5GeV are shown in figure 11. The signal strength p is defined as the ratio
between the excluded cross section and the predicted one. Top squarks with masses below
189 GeV are excluded at 95% CL for the neutralino mass of 1 GeV, and in the range 185—
189 GeV for the neutralino mass of 12.5 GeV.

The effect of the top quark polarisation on the final result is studied by calculating the
exclusion limits assuming that the top quarks are 100% left-handed polarised. No signifi-
cant differences are observed compared to the case of right-handed polarised top quarks.

11 Summary

A measurement of the inclusive tt production cross section in proton-proton collisions at
the LHC is presented using the full 2011-2012 data samples of 5.0fb~! at /s = 7 TeV and
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19.7fb71 at v/s = 8TeV. The analysis is performed in the eu channel using an improved
cross section extraction method. The cross sections are determined with a binned likelihood
fit to the pr distribution of the non-b-tagged jet with the lowest pr among the selected
jets in the event, using categories of number of b-tagged and additional non-b-tagged jets.
Assuming a top quark mass of 172.5 GeV, the results are

o =173.6£2.1 (stat)fif’) (syst) £ 3.8 (lumi) pb, at /s = 7TeV and
o =2449+14 (stat)f?:é (syst) £ 6.4 (lumi) pb, at /s = 8TeV,

in good agreement with recent NNLO QCD calculations. The ratio of the cross sections at
the two different values of /s is determined to be 1.41+0.06. Moreover, the cross sections
are measured in fiducial ranges defined by the transverse momentum and pseudorapidity
requirements on the two charged leptons in the final state. The measurements constitute the
most precise CMS results of o5 so far, and are competitive with recent ATLAS results [14].

The inclusive cross sections at 7 and 8 TeV are used to determine the top quark pole
mass via the dependence of the theoretically predicted cross section on the mass, employing
three different PDF sets. The values of the mass are consistent between the three sets.
The most precise result, 173.81’%:; GeV, is obtained using the NNPDF3.0 PDF set.

The 8 TeV data are also used to constrain the cross section of pair production of
supersymmetric top squarks with masses close to the top quark mass. No excess of event
yields with respect to the SM prediction is found, and exclusion limits are presented as a
function of the top squark mass for two different neutralino masses.
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Abstract Jet multiplicity distributions in top quark pair
(tt) events are measured in pp collisions at a centre-of-
mass energy of 8 TeV with the CMS detector at the LHC
using a data set corresponding to an integrated luminosity
of 19.7fb~!. The measurement is performed in the dilepton
decay channels (ete™, u™ ™, and e* 1 F). The absolute and
normalized differential cross sections for tt production are
measured as a function of the jet multiplicity in the event for
different jet transverse momentum thresholds and the kine-
matic properties of the leading additional jets. The differ-
ential ttb and ttbb cross sections are presented for the first
time as a function of the kinematic properties of the leading
additional b jets. Furthermore, the fraction of events without
additional jets above a threshold is measured as a function of
the transverse momenta of the leading additional jets and the
scalar sum of the transverse momenta of all additional jets.
The data are compared and found to be consistent with pre-
dictions from several perturbative quantum chromodynamics
event generators and a next-to-leading order calculation.

1 Introduction

Precise measurements of tt production and decay properties
[1-9] provide crucial information for testing the expectations
of the standard model (SM) and specifically of calculations
in the framework of perturbative quantum chromodynamics
(QCD) at high-energy scales. At the energies of the CERN
LHC, about half of the tt events contain jets with transverse
momentum (pr) larger than 30 GeV that do not come from the
weak decay of the tt system [5]. In this paper, these jets will
be referred to as “additional jets” and the events as “tt+jets”.
The additional jets typically arise from initial-state QCD radi-
ation, and their study provides an essential test of the validity
and completeness of higher-order QCD calculations describ-
ing the processes leading to multijet events.

* e-mail: cms-publication-committee-chair@cern.ch

A correct description of these events is also relevant
because tt+jets processes constitute important backgrounds
in the searches for new physics. These processes also con-
stitute a challenging background in the attempt to observe
the production of a Higgs boson in association with a tt pair
(ttH), where the Higgs boson decays to a bottom (b) quark
pair (bb), because of the much larger cross section compared
to the ttH signal. Such a process has an irreducible nonreso-
nant background from tt pair production in association with
a bb pair from gluon splitting. Therefore, measurements of
tt+jets and ttbb production can give important information
about the main background in the search for the ttH process
and provide a good test of next-to-leading-order (NLO) QCD
calculations.

Here, we present a detailed study of the production of tt
events with additional jets and b quark jets in the final state
from pp collisions at /s = 8 TeV using the data recorded in
2012 with the CMS detector, corresponding to an integrated
luminosity of 19.7 fb~!. The tt pairs are reconstructed in
the dilepton decay channel with two oppositely charged iso-
lated leptons (electrons or muons) and at least two jets. The
analysis follows, to a large extent, the strategy used in the
measurement of normalized tt differential cross sections in
the same decay channel described in Ref. [8].

The measurements of the absolute and normalized differ-
ential tt cross sections are performed as a function of the jet
multiplicity for different pt thresholds for the jets, in order
to probe the momentum dependence of the hard-gluon emis-
sion. The results are presented in a visible phase space in
which all selected final-state objects are produced within the
detector acceptance and are thus measurable experimentally.
The study extends the previous measurement at /s = 7 TeV
[5], where only normalized differential cross sections were
presented.

The absolute and normalized tt+jets production cross sec-
tions are also measured as a function of the pr and pseu-
dorapidity () [10] of the leading additional jets, ordered by
p1- The CMS experiment has previously published a mea-
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surement of the inclusive ttbb production cross section [11].
In the present analysis, the ttbb and ttb (referred to as “ttbb
(ttb)” in the following) cross sections are measured for the
first time differentially as a function of the properties of the
additional jets associated with b quarks, which will hereafter
be called b jets. The ttbb process corresponds to events where
two additional b jets are generated in the visible phase space,
while ttb represents the same physical process, where only
one additional b jet is within the acceptance requirements.
In cases with at least two additional jets or two b jets, the
cross section is also measured as a function of the angular
distance between the two jets and their dijet invariant mass.
The results are reported both in the visible phase space and
extrapolated to the full phase space of the tt system to facil-
itate the comparison with theoretical calculations.

Finally, the fraction of events that do not contain additional
jets (gap fraction) is determined as a function of the thresh-
old on the leading and subleading additional-jet pt, and the
scalar sum of all additional-jet pr. This was first measured
in Refs. [5,12].

The results are compared at particle level to theoreti-
cal predictions obtained with four different event genera-
tors: MADGRAPH [13], MC@NLO [14], POWHEG [15], and
MG5_AMC@NLO [16], interfaced with either PYTHIA [17]
or HERWIG [ 18], and in the case of POWHEG with both. Addi-
tionally, the measurements as a function of the b jet quanti-
ties are compared to the predictions from the event generator
POWHEL [19].

This paper is structured as follows. A brief description of
the CMS detector is provided in Sect. 2. Details of the event
simulation generators and their theoretical predictions are
given in Sect. 3. The event selection and the method used to
identify the additional radiation in the event for both tt+jets
and ttbb (ttb) studies are presented in Sects. 4 and 5. The
cross section measurement and the systematic uncertainties
are described in Sects. 6 and 7. The results as a function of the
jet multiplicity and the kinematic properties of the additional
jets and b jets are presented in Sects. 8-10. The definition
of the gap fraction and the results are described in Sect. 11.
Finally, a summary is given in Sect. 12.

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromag-
netic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter, each composed of a barrel and two endcap sec-
tions. Extensive forward calorimetry complements the cov-
erage provided by the barrel and endcap detectors. Muons
are measured in gas-ionization detectors embedded in the
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steel flux-return yoke outside the solenoid. A more detailed
description of the CMS detector, together with a definition of
the coordinate system used and the relevant kinematic vari-
ables, can be found in Ref. [10].

3 Event simulation and theoretical predictions

Experimental effects coming from event reconstruction,
selection criteria, and detector resolution are modelled using
Monte Carlo (MC) event generators interfaced with a detailed
simulation of the CMS detector response using GEANT4
(v.9.4) [20].

The MADGRAPH (v. 5.1.5.11) [13] generator calculates
the matrix elements at tree level up to a given order in c.
In particular, the simulated tt sample used in this analysis is
generated with up to three additional partons. The MADSPIN
[21] package is used to incorporate spin correlations of the
top quark decay products. The value of the top quark mass
is chosen to be m; = 172.5GeV, and the proton structure
is described by the CTEQ6L1 [22] set of parton distribu-
tion functions (PDF). The generated events are subsequently
processed with PYTHIA (v. 6.426) [17] for fragmentation and
hadronization, using the MLM prescription for the matching
of higher-multiplicity matrix element calculations with par-
ton showers [23]. The PYTHIA parameters for the underlying
event, parton shower, and hadronization are set according to
the Z2* tune, which is derived from the Z1 tune [24]. The Z1
tune uses the CTEQSL PDFs, whereas Z2* adopts CTEQ6L.

In addition to the nominal tt MADGRAPH sample, ded-
icated samples are generated by varying the central value
of the renormalization (uRr) and factorization (up) scales
and the matrix element/parton showering matching scale (jet-
parton matching scale). These samples are produced to deter-
mine the systematic uncertainties in the measurement owing
to the theoretical assumptions on the modelling of tt events,
as well as for comparisons with the measured distributions.
The nominal values of g and ur are defined by the 0% scale
in the event: Mlzz = u% =0%r= ml2 +> p%(jet), where the
sum runs over all the additional jets in the event not coming
from the tt decay. The samples with the varied scales use
N«é = V“% = 4Q2 and Q2/4, respectively. For the nominal
MADGRAPH sample, a jet-parton matching scale of 40 GeV
is chosen, while for the varied samples, values of 60 and
30 GeV are employed, respectively. These scales correspond
to jet-parton matching thresholds of 20 GeV for the nominal
sample, and 40 and 10 GeV for the varied ones.

The POWHEG (v. 1.0 r1380) and MC@NLO (v. 3.41) gen-
erators, along with the CT10 [25] and CTEQ6M [22] PDFs,
are used, respectively, for comparisons with the data. The
POWHEG generator simulates calculations of tt production to
full NLO accuracy, and is matched with two parton shower
MC generators: the PYTHIA (v. 6.426) Z2* tune (designated
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as PYTHIAG in the following), and the HERWIG [18] (v. 6.520)
AUET?2 tune [26] (referred to as HERWIG6 in the following).
The parton showering in PYTHIA is based on a transverse-
momentum ordering of parton showers, whereas HERWIG
uses angular ordering. The MC@NLO generator implements
the hard matrix element to full NLO accuracy, matched with
HERWIG (v. 6.520) for the initial- and final-state parton show-
ers using the default tune. These two generators, POWHEG and
MC@NLO, are formally equivalent up to the NLO accuracy,
but they differ in the techniques used to avoid double count-
ing of radiative corrections that may arise from interfacing
with the parton showering generators.

The cross section as a function of jet multiplicity and the
gap fraction measurements are compared to the NLO pre-
dictions of the POWHEG (v2) [15] and MG5_AMC@NLO
[16] generators. The POWHEG (v2) generator is matched to
the PYTHIA (v. 8.205) CUETP8MI1 tune [27] (referred to
as PYTHIA8), HERWIGO, and PYTHIAG. In these samples the
HDAMP parameter of POWHEGBOX, which controls the matrix
element and parton shower matching and effectively regu-
lates the high-pr radiation, is set to m¢ = 172.5GeV. The
MG5_AMC®@NLO generator simulates tt events with up to
two additional partons at NLO, and is matched to the PYTHIA8
parton shower simulation using the FXFX merging prescrip-
tion [28]. The top quark mass value used in all these simula-
tions is also 172.5 GeV and the PDF setis NNPDF3.0 [29]. In
addition, a tt MADGRAPH sample matched to PYTHIAS for the
parton showering and hadronization is used for comparisons
with the data.

The ttbb production cross sections are also compared with
the predictions by the generator POWHEL [19] (HELAC-
NLO [30] + POWHEGBOX [31]), which implements the full
ttbb process at NLO QCD accuracy, with parton shower
matching based on the POWHEG NLO matching algorithm
[15,32]. The events are further hadronized by means of
PYTHIA (v. 6.428), using parameters of the Perugia 2011 C
tune [33]. In the generation of the events, the renormaliza-
tion and factorization scales are fixed to ur = ug = Hr/4,
where Hr is the sum of the transverse energies of the final-
state partons (t, t, b, b) from the underlying tree-level process,
and the CT10 PDFs are used.

The SM background samples are simulated with MAD-
GRAPH, POWHEG, or PYTHIA, depending on the process. The
MADGRAPH generator is used to simulate Z/y % production
(referred to as Drell-Yan, DY, in the following), tt production
in association with an additional boson (referred to as tt+Z,
tt+W, and tt+y ), and W boson production with additional jets
(W+jets in the following). Single top quark events (tW chan-
nel) are simulated using POWHEG. Diboson (WW, WZ, and
77) and QCD multijet events are simulated using PYTHIA.
For the ttb and ttbb measurements, the expected contribu-
tion from SM ttH processes, simulated with PYTHIA, is also
considered, although the final state has not yet been observed.

For comparison with the measured distributions, the
events in the simulated samples are normalized to an inte-
grated luminosity of 19.7 fb~! according to their predicted
cross sections. These are taken from next-to-next-to-leading-
order (NNLO) (W+jets [34] and DY [35]), NLO + next-to-
next-to-leading logarithmic (NNLL) (single top quark tW
channel [36]), NLO (diboson [37], tt+Z [38], tt+W [38], and
tt+H [39]), and leading-order (LO) (QCD multijet [17]) cal-
culations. The contribution of QCD multijet events is found
to be negligible. The predicted cross section for the tt+y
sample is obtained by scaling the LO cross section obtained
with the WHIZARD event generator [40] by an NLO/LO K-
factor correction [41]. The tt simulated sample is normal-
ized to the total cross section o = 252.9 + g:g(scale) +
11.7(PDF + «y) pb, calculated with the TOP++2.0 program
to NNLO in perturbative QCD, including soft-gluon resum-
mation to NNLL order [42], and assuming m; = 172.5 GeV.
The first uncertainty comes from the independent varia-
tion of the factorization and renormalization scales, ur and
uE, while the second one is associated with variations in
the PDF and «j, following the PDF4ALHC prescription with
the MSTW2008 68 % confidence level (CL) NNLO, CT10
NNLO, and NNPDF2.3 5f FEN PDF sets (see Refs. [43,44]
and references therein and Refs. [45-47]).

A number of additional pp simulated hadronic interactions
(“pileup”) are added to each simulated event to reproduce the
multiple interactions in each bunch crossing from the lumi-
nosity conditions in the real data taking. Correction factors
for detector effects (described in Sects. 4 and 6) are applied,
when needed, to improve the description of the data by the
simulation.

4 Event reconstruction and selection

The event selection is based on the decay topology of the tt
events, where each top quark decays into a W boson and a
b quark. Only the cases in which both W bosons decayed
to a charged lepton and a neutrino are considered. These
signatures imply the presence of isolated leptons, missing
transverse momentum owing to the neutrinos from W boson
decays, and highly energetic jets. The heavy-quark content of
the jets is identified through b tagging techniques. The same
requirements are applied to select the events for the differ-
ent measurements, with the exception of the requirements
on the b jets, which have been optimized independently for
the tt+jets and ttbb (ttb) cases. The description of the event
reconstruction and selection is detailed in the following.
Events are reconstructed using a particle-flow (PF) algo-
rithm, in which signals from all subdetectors are combined
[48,49]. Charged particles are required to originate from
the primary collision vertex [50], defined as the vertex with
the highest sum of p% of all reconstructed tracks associated
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with it. Therefore, charged-hadron candidates from pileup
events, i.e. originating from additional pp interactions within
the same bunch crossing, are removed before jet cluster-
ing on an event-by-event basis. Subsequently, the remaining
neutral-particle component from pileup events is accounted
for through jet energy corrections [51].

Muon candidates are reconstructed from tracks that can be
linked between the silicon tracker and the muon system [52].
The muons are required to have pr > 20GeV, be within
[n] < 2.4, and have a relative isolation I, < 0.15. The
parameter /¢ is defined as the sum of the p of all neutral and
charged reconstructed PF candidates, except the muon itself,
inside a cone of AR = /(An)? + (A¢)? < 0.3 around
the muon direction, divided by the muon pt, where An and
A¢ are the difference in pseudorapidity and azimuthal angle
between the directions of the candidate and the muon, respec-
tively. Electron candidates are identified by combining infor-
mation from charged-track trajectories and energy deposi-
tion measurements in the ECAL [53], and are required to be
within |n| < 2.4, have a transverse energy of at least 20 GeV,
and fulfill 1o < 0.15 inside a cone of AR < 0.3. Electrons
from identified photon conversions are rejected. The lepton
identification and isolation efficiencies are determined via a
tag-and-probe method using Z boson events.

Jets are reconstructed by clustering the PF candidates,
using the anti-kt clustering algorithm [54,55] with a dis-
tance parameter of 0.5. The jet momentum is determined
as the vectorial sum of all particle momenta in the jet, and
is found in the simulation to be within 5 to 10 % of the true
momentum over the entire pt range and detector acceptance.
Jet energy corrections are derived from the simulation, and
are confirmed with in situ measurements with the energy
balance of dijet and photon+jet events [56]. The jet energy
resolution amounts typically to 15 % at 10 GeV and 8 % at
100 GeV. Muons and electrons passing less stringent require-
ments compared to the ones mentioned above are identified
and excluded from the clustering process. Jets are selected
in the interval || < 2.4 and with pt > 20 GeV. Addition-
ally, the jets identified as part of the decay products of the tt
system (cf. Sect. 5) must fulfill p > 30 GeV. Jets originat-
ing from the hadronization of b quarks are identified using
a combined secondary vertex algorithm (CSV) [57], which
provides a b tagging discriminant by combining identified
secondary vertices and track-based lifetime information.

The missing transverse energy (£T) is defined as the mag-
nitude of the projection on the plane perpendicular to the
beams of the negative vector sum of the momenta of all recon-
structed particles in an event [58]. To mitigate the effect of
contributions from pileup on the £t resolution, we use a mul-
tivariate correction where the measured momentum is sep-
arated into components that originate from the primary and
the other collision vertices [59]. This correction improves the
Et resolution by ~5 %.
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Events are triggered by requiring combinations of two lep-
tons (¢ =e or i), where one fulfills a pr threshold of 17 GeV
and the other of 8 GeV, irrespective of the flavour of the lep-
tons. The dilepton trigger efficiencies are measured using
samples selected with triggers that require a minimum £t or
number of jets in the event, and are only weakly correlated
to the dilepton triggers used in the analysis.

Events are selected if there are at least two isolated leptons
of opposite charge. Events with a lepton pair invariant mass
less than 20 GeV are removed to suppress events from heavy-
flavour resonance decays, QCD multijet, and DY production.
In the pup and ee channels, the dilepton invariant mass is
required to be outside aZ boson mass window of 91+£15 GeV,
and £ is required to be larger than 40 GeV.

For the tt+jets selection, a minimum of two jets is required,
of which at least one must be tagged as a b jet. A loose CSV
discriminator value is chosen such that the efficiency for tag-
ging jets from b (c) quarks is ~85 % (40 %), while the prob-
ability of tagging jets originating from light quarks (u, d, or
s) or gluons is around 10 %. Efficiency corrections, depend-
ing on jet pr and n, are applied to account for differences
in the performance of the b tagging algorithm between data
and simulation.

For the ttbb (ttb) selection, at least three b-tagged jets
are required (without further requirements on the minimum
number of jets). In this case, a tighter discriminator value
[57] is chosen to increase the purity of the sample. The effi-
ciency of this working point is approximately 70 % (20 %)
for jets originating from a b (c) quark, while the misiden-
tification rate for light-quark and gluon jets is around 1 %.
The shape of the CSV discriminant distribution in simulation
is corrected to better describe the efficiency observed in the
data. This correction is derived separately for light-flavour
and b jets from a tag-and-probe approach using control sam-
ples enriched in events with a Z boson and exactly two jets,
and tt events in the ex channel with no additional jets [60].

5 Identification of additional radiation in the event

To study additional jet activity in the data, the identification
of jets arising from the decay of the tt system is crucial.
In particular, we need to identify correctly the two b jets
from the top quark decays in events with more than two b
jets. This is achieved by following two independent but com-
plementary approaches: a kinematic reconstruction [61] and
a multivariate analysis, optimized for the two cases under
study, tt+jets and ttbb (ttb), respectively. The purpose of the
kinematic reconstruction is to completely reconstruct the tt
system based on £t and the information on identified jets
and leptons, taking into account detector resolution effects.
This method is optimized for the case where the b jets in the
event only arise from the decay of the top quark pair. The
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multivariate approach is optimized for events with more b
jets than just those from the tt system. This method identifies
the two jets that most likely originated from the top quark
decays, and the additional b jets, but does not perform a full
reconstruction of the tt system. Both methods are described
in the following sections.

5.1 Kinematic reconstruction in tt+jets events

The kinematic reconstruction method was developed and
used for the first time in the analysis from Ref. [8]. In this
method the following constraints are imposed: £ is assumed
to originate solely from the two neutrinos; the W boson
invariant mass is fixed to 80.4 GeV [62]; and the top quark
and antiquark masses are fixed to a value of 172.5 GeV. Each
pair of jets and lepton-jet combination fulfilling the selection
criteria is considered in the kinematic reconstruction. Effects
of detector resolution are accounted for by randomly smear-
ing the measured energies and directions of the reconstructed
lepton and b jet candidates by their resolutions. These are
determined from the simulation of signal events by com-
paring the reconstructed b jets and leptons matched to the
generated b quarks and leptons from top quark decays. For
a given smearing, the solution of the equations for the neu-
trino momenta yielding the smallest invariant mass of the tt
system is chosen. For each solution, a weight is calculated
based on the expected invariant mass spectrum of the lep-
ton and b jet from the top quark decays at the parton level.
The weights are summed over 100 randomly smeared recon-
struction attempts, and the kinematics of the top quark and
antiquark are calculated as a weighted average. Finally, the
two jets and lepton-jet combinations that yield the maximum
sum of weights are chosen for further analysis. Combinations
with two b-tagged jets are chosen over those with a single
b-tagged jet. The efficiency of the kinematic reconstruction,
defined as the number of events with a solution divided by
the total number of selected tt+jets events, is approximately
94 %. The efficiency in simulation is similar to the one in
data for all jet multiplicities. Events with no valid solution
for the neutrino momenta are excluded from further analysis.
In events with additional jets, the algorithm correctly identi-
fies the two jets coming from the tt decay in about 70 % of
the cases.

After the full event selection is applied, the dominant back-
ground in the ept channel originates from other tt decay chan-
nels and is estimated using simulation. This contribution cor-
responds mostly to leptonic t decays, which are considered
background in the tt+jets measurements. In the ee and pu
channels, the dominant background contribution arises from
Z/y*+jets production. The normalization of this background
contribution is derived from data using the events rejected
by the Z boson veto, scaled by the ratio of events failing
and passing this selection, estimated from simulation [63].

The remaining backgrounds, including the single top quark
tW channel, W+jets, diboson, and QCD multijet events, are
estimated from simulation for all the channels.

In Fig. 1, the multiplicity distributions of the selected jets
per event are shown for different jet pt thresholds and com-
pared to SM predictions. In this figure and the following
ones, the tt sample is simulated using MADGRAPH+PYTHIAG,
where only tt events with two leptons (e or ) from the W
boson decay are considered as signal. All other tt events,
specifically those originating from decays via 7 leptons,
which are the dominant contribution, are considered as back-
ground. In the following figures, “Electroweak” corresponds
to DY, W+jets, and diboson processes, and “tt bkg.” includes
the tt+y /W /Z events. The data are well described by the sim-
ulation, both for the low jet pr threshold of 30 GeV and the
higher thresholds of 60 and 100 GeV. The hatched regions
in Figs. 1, 2 and 3 correspond to the uncertainties affecting
the shape of the simulated signal and background events (cf.
Sect. 6), and are dominated by modelling uncertainties in the
former.

Additional jets in the event are defined as those jets within
the phase space described in the event selection (cf. Sect. 4)
that are not identified by the kinematic reconstruction to be
part of the tt system. The n and pr distributions of the addi-
tional jets with the largest and second largest pr in the event
(referred to as the leading and subleading additional jets in
the following) are shown in Fig. 2. Three additional event
variables are considered: the scalar sum of the pr of all
additional jets, Hr, the invariant mass of the leading and
subleading additional jets, mj;, and their angular separation,
ARjj = V(A2 + (A$)?, where An and A¢ are the pseu-
dorapidity and azimuthal differences between the directions
of the two jets. These distributions are shown in Fig. 3. The
predictions from the simulation, also shown in the figures,
describe the data within the uncertainties.

5.2 Identification of tt jets and additional jets in ttbb events

The multivariate approach uses a boosted decision tree (BDT)
to distinguish the b jets stemming from the tt system from
those arising from additional radiation for final states with
more than two b jets. This method is optimized for ttbb
topologies in the dilepton final state of the tt system. The
BDT is set up using the TMVA package [64]. To avoid any
dependence on the kinematics of the additional jets, and espe-
cially on the invariant mass of the two additional jets, the
method identifies the jets stemming from the tt system by
making use of properties of the tt system that are expected
to be mostly insensitive to the additional radiation. The vari-
ables combine information from the two final-state leptons,
the jets, and 7. All possible pairs of reconstructed jets in an
event are considered. For each pair, one jet is assigned to the
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Fig. 1 Reconstructed jet multiplicity distribution after event selection
indata (points) and from signal and background simulation (histograms)
for all jets with pr of at least 30 GeV (top), 60 GeV (bottom left), and
100 GeV (bottom right). The hatched regions correspond to the uncer-

b jet and the other to the b jet. This assignment is needed to
define the variables used in the BDT and is based on the mea-
surement of the charge of each jet, which is calculated from
the charge and the momenta of the PF constituents used in
the jet clustering. The jet in the pair with the largest charge is
assigned to the b, while the other jet is assigned to the b. The
efficiency of this jet charge pairing is defined as the fraction
of events where the assigned b and b are correctly matched
to the corresponding generated b and b jets, and amounts to
68 %.

A total of twelve variables are included in the BDT. Some
examples of the variables used are: the sum and difference of
the invariant mass of the b¢™ and b¢~ systems, m®¢" £m° " ;
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tainties affecting the shape of the distributions in the simulated signal
tt events and backgrounds (cf. Sect. 6). The lower plots show the ratio
of the data to the MC simulation prediction. Note that in all cases the
event selection requires at least two jets with pt > 30 GeV

the absolute difference in the azimuthal angle between them,
| A@PCTPET|: the pr of the be™ and b~ systems, pll’f+ and
pl}r; and the difference between the invariant mass of the
two b jets and two leptons and the invariant mass of the bb
pair, mbPETET _ b The complete list of variables can be
found in Appendix A. The main challenge with this method
is the large number of possible jet assignments, given four
genuine b jets and potential extra jets from additional radia-
tion in each event. The basic methodology is to use the BDT
discriminant value of each dijet combination as a measure of
the probability that the combination stems from the tt sys-
tem. The jets from the tt system are then identified as the pair
with the highest BDT discriminant. From the remaining jets,
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Fig. 2 Distribution of the n (left) and pr (right) of the leading (top
row) and subleading (bottom row) additional reconstructed jets in data
(points) and from signal and background simulation (histograms). The
hatched regions correspond to the uncertainties affecting the shape of

those b-tagged jets with the highest pr are selected as being
the leading additional ones.

The BDT training is performed on a large and statistically
independent sample of simulated ttH events with the Higgs
boson mass varied over the range 110-140GeV. The ttbb
events are not included in the training to avoid the risk of
overtraining owing to the limited number of events in the
available simulated samples. The simulated ttH (bb) sample
is suited for this purpose since the four b jets from the decay
of the tt system and the Higgs boson have similar kinematic
distributions. Since it is significantly harder to identify the
jets from the tt system in ttH events than in ttbb events, where
the additional b jets arise from initial- or final-state radiation,
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the simulated distributions in the signal tt events and backgrounds (cf.
Sect. 6). The lower plots show the ratio of the data to the MC simulation
prediction

a good BDT performance with ttH events implies also a good
identification in ttbb events. The distributions of the BDT dis-
criminant in data and simulation are shown in Fig. 4 for all
dijet combinations in an event, and for the combination with
the highest weight that is assigned to the tt system. The sub-
set “Minor bkg.” includes all non-tt processes and tt+Z,/W /y
events. There is good agreement between the data and simu-
lation distributions within the statistical uncertainties.

The number of simulated events with correct assignments
for the additional b jets in ttH events relative to the total
number of events where those jets are selected and matched
to the corresponding generator jets, is approximately 34 %.
In ttbb events, this fraction is about 40 %. This efficiency is
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Fig. 3 Distribution of the scalar sum of the pr of all additional jets Ht
(top), the invariant mass of the leading and subleading additional jets
mjj (bottom left), and their angular distance AR;; (bottom right) in data
(points) and from signal and background simulation (histograms). The

high enough to allow the measurement of the tt cross section
as a function of the kinematic variables of the additional
b jets (the probability of selecting the correct assignments
by choosing random combinations of jets is 17 % in events
with four jets and 10 % in events with five jets). The relative
increase in efficiency with respect to the use of the kinematic
reconstruction for ttbb is about 15 %. Additionally, the BDT
approach improves the correlation between the generated and
reconstructed variables, especially for the distribution of the
invariant mass of the two leading additional b jets my}, and
their angular separation ARy, = +/(An)2 + (A¢)?2, where
An and A¢ are the pseudorapidity and azimuthal differences
between the directions of the two b jets.
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the distributions in the simulated signal tt events and backgrounds (cf.
Sect. 6). The lower plots show the ratio of the data to the MC simulation
prediction

The expected fraction of events with additional b jets is not
properly modelled in the simulation, in agreement with the
observation of a previous CMS measurement [11]. This dis-
crepancy between the MADGRAPH+PYTHIA simulation and
data can be seen in the b jet multiplicity distribution, as shown
in Fig. 5.

To improve the description of the data by the simulation, a
template fit to the b-tagged jet multiplicity distribution is per-
formed using three different templates obtained from simula-
tion. One template corresponds to the ttb and ttbb processes,
defined at the generator level as the events where one or two
additional b jets are generated within the acceptance require-
ments, pt > 20GeV and |n| < 2.4, (referred to as “tt+HF”).
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and from signal and background simulation (histograms) for events ful-
filling the lepton selection criteria, having >2 jets, >1 b-tagged jet (lef?),
and the post-fit distribution (right). The hatched area represents the sta-

The ttbb and ttb processes are combined into a single tem-
plate because they only differ by the kinematic properties of
the second additional b jet. Details about the definition of
the b jets and the acceptance are given in Sect. 7. The sec-
ond template includes the background contribution coming
from ttcc and tt+light-jets events (referred to as “tt other™),
where ttcC events are defined as those that have at least one
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b-tagged jet multiplicity (cf. Sect. 5.2). The hatched area represents the
statistical uncertainty in the simulated samples. “Minor bkg.” includes
all non-tt processes and tt+Z/W /y. The lower plots show the ratio of
the data to the MC simulation prediction
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tistical uncertainty in the simulated samples. “Minor bkg.” includes all
non-tt processes and tt+Z/W /y . The lower plots show the ratio of the
data to the MC simulation prediction

¢ jet within the acceptance and no additional b jets. This
contribution is not large enough to be constrained by data,
therefore it is combined with the tt+light-jets process in a
single template. The third template contains the remaining
background processes, including tt2b, which corresponds to
events with two additional b hadrons that are close enough
in direction to produce a single b jet. This process, produced
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by collinear g — bb splitting, is treated separately owing
to the large theoretical uncertainty in its cross section and
insufficient statistical precision to constrain it with data. The
normalizations of the first two templates are free parameters
in the fit. The third is fixed to the corresponding cross sec-
tion described in Sect. 3, except for the cross section for the
tt2b process, which is corrected by a factor of 1.74f8:$i [65].
The normalization factors obtained for the template fit cor-
respond to 1.66 £ 0.43 (tt+HF) and 1.00 %= 0.01 (tt other).
Details about the uncertainties in those factors are presented
in Sect. 6.1.1. The improved description of the b jet multi-
plicity can be seen in Fig. 5 (right).

Figure 6 (top) shows the pr and || distributions of the
leading additional b jet, measured in events with at least three
b-tagged jets (using the tighter discriminator value described
in Sect. 4), after the full selection and including all correc-
tions. The distributions of the prt and || of the second addi-
tional b jet in events with exactly four b-tagged jets, ARy,
and mypyp, are also presented. The dominant contribution arises
from the ttbb process. The tt decays into 7 leptons decaying
leptonically are included as signal to increase the number of
ttb and ttbb events both in data and simulation. It has been
checked that the distribution of the variables of relevance for
this analysis do not differ between the leptons directly pro-
duced from W boson decays and the leptons from 7 decays
within the statistical uncertainties in the selected ttb and ttbb
events. In general, the variables presented are well described
by the simulation, after correcting for the heavy-flavour con-
tent measured in data, although the simulation tends to predict
smaller values of A Ry, than the data. After the full selection,
the dominant background contribution arises from dilepton
tt events with additional light-quark, gluon, and ¢ jets, corre-
sponding to about 50 and 20 % of the total expected yields for
the ttb and ttbb cases, respectively. Smaller background con-
tributions come from single top quark production, tt in asso-
ciation with Wor Z bosons, and tt events in the lepton+jets
decay channels. The contribution from ttH (bb) is also small,
amounting to 0.9 and 3 % of the total expected events for the
ttb and ttbb distributions. The contribution from background
sources other than top quark production processes such as
DY, diboson, or QCD multijet is negligible.

6 Systematic uncertainties

Different sources of systematic uncertainties are considered
arising from detector effects, as well as theoretical uncertain-
ties. Each systematic uncertainty is determined individually
in each bin of the measurement by varying the corresponding
efficiency, resolution, or model parameter within its uncer-
tainty, in a similar way as in the CMS previous measurement
of the tt differential cross sections [8]. For each variation,
the measured differential cross section is recalculated and
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the difference with respect to the nominal result is taken
as the systematic uncertainty. The overall uncertainty in the
measurement is then derived by adding all contributions in
quadrature, assuming the sources of systematic uncertainty
to be fully uncorrelated.

6.1 Experimental uncertainties

The experimental sources of systematic uncertainty consid-
ered are the jet energy scale (JES), jet energy resolution
(JER), background normalization, lepton trigger and iden-
tification efficiencies, b tagging efficiency, integrated lumi-
nosity, pileup modelling, and kinematic reconstruction effi-
ciency.

The experimental uncertainty from the JES is determined
by varying the energy scale of the reconstructed jets as a func-
tion of their pr and n by its uncertainty [56]. The uncertainty
from the JER is estimated by varying the simulated JER by
its n-dependent uncertainty [56].

The uncertainty from the normalization of the back-
grounds that are taken from simulation is determined by vary-
ing the cross section used to normalize the sample, see Sect. 3,
by £30 %. This variation takes into account the uncertainty
in the predicted cross section and all other sources of system-
atic uncertainty [5,8,66]. In the case of the tW background,
the variation of 30 % covers the theoretical uncertainty in
the absolute rate, including uncertainties owing to the PDFs.
The contribution from the DY process, as determined from
data, is varied in the normalization by +30 % [1,63].

The trigger and lepton identification efficiencies in simu-
lation are corrected by lepton pr and n multiplicative data-
to-simulation scale factors. The systematic uncertainties are
estimated by varying the factors by their uncertainties, which
are in the range 1-2 %.

For the tt+jets measurements, the b tagging efficiency in
simulation is also corrected by scale factors depending on
the pr and 7 of the jet. The shape uncertainty in the b tag-
ging efficiency is then determined by taking the maximum
change in the shape of the pr and |n| distributions of the b
jet, obtained by changing the scale factors. This is achieved
by dividing the b jet distributions in pr and || into two bins
at the median of the respective distributions. The b tagging
scale factors for b jets in the first bin are scaled up by half the
uncertainties quoted in Ref. [57], while those in the second
bin are scaled down, and vice versa, so that a maximum vari-
ation is assumed and the difference between the scale factors
in the two bins reflects the full uncertainty. The changes are
made separately in the pr and |n| distributions, and inde-
pendently for heavy-flavour (b and c) and light-flavour (s, u,
d, and gluon) jets, assuming that they are all uncorrelated.
A normalization uncertainty is obtained by varying the scale
factors up and down by half the uncertainties. The total uncer-
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show the ratio of the data to the MC simulation prediction
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tainty is obtained by summing in quadrature the independent
variations.

The uncertainty in the integrated luminosity is 2.6 % [67].
The effect of the uncertainty in the level of pileup is estimated
by varying the inelastic pp cross section in simulation by
+5 %.

The uncertainty coming from the kinematic reconstruction
method is determined from the uncertainty in the correction
factor applied to account for the small difference in efficiency
between the simulation and data, defined as the ratio between
the events with a solution and the total number of selected
events.

6.1.1 Specific systematic uncertainties associated with the
ttbb (ttb) measurements

In the ttbb (ttb) measurements, an additional uncertainty
associated with the template fit to the b-tagged jet multi-
plicity distribution is considered. Since the input templates
are known to finite precision, both the statistical and system-
atic uncertainties in the templates are taken into account. The
considered systematic uncertainties that affect the shapes of
the templates are those of the JES, the CSV discriminant scale
factors following the method described in [60], the cross sec-
tion of the ttct process, which is varied by 50 % [60], and
the uncertainty in the tt2b cross section. This is taken as the
maximum between the largest uncertainty from the measure-
ment described in Ref. [65] and the difference between the
corrected cross section and the prediction by the nominal
MADGRAPH simulation used in this analysis. This results in
a variation of the cross section of about +40 %. This uncer-
tainty is included as a systematic uncertainty in the shape of
the background template.

6.2 Model uncertainties

The impact of theoretical assumptions on the measurement is
determined by repeating the analysis, replacing the standard
MADGRAPH signal simulation by alternative simulation sam-
ples. The uncertainty in the modelling of the hard-production
process is assessed by varying the common renormalization
and factorization scale in the MADGRAPH signal samples up
and down by a factor of two with respect to its nominal value
of the Q in the event (cf. Sect. 3). Furthermore, the effect of
additional jet production in MADGRAPH is studied by vary-
ing up and down by a factor of two the threshold between jet
production at the matrix element level and via parton shower-
ing. The uncertainties from ambiguities in modelling colour
reconnection (CR) effects are estimated by comparing sim-
ulations of an underlying-event (UE) tune including colour
reconnection to a tune without it (Perugia 2011 and Perugia
2011 noCR tunes, described in Ref. [33]). The modelling
of the UE is evaluated by comparing two different Perugia
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11 (P11) PYTHIA tunes, mpiHi and TeV, to the standard P11
tune. The dependency of the measurement on the top quark
mass is obtained using dedicated samples in which the mass
is varied by £1 GeV with respect to the default value used
in the simulation. The uncertainty from parton shower mod-
elling is determined by comparing two samples simulated
with POWHEG and MC @NLO, using either PYTHIA or HERWIG
for the simulation of the parton shower, underlying event,
and hadronization. The effect of the uncertainty in the PDFs
on the measurement is assessed by reweighting the sample
of simulated tt signal events according to the 52 CT10 error
PDF sets, at the 90 % CL [25].

Since the total uncertainty in the ttb and ttbb production
cross sections is largely dominated by the statistical uncer-
tainty in the data, a simpler approach than for the tt+jets
measurements is chosen to conservatively estimate the sys-
tematic uncertainties: instead of repeating the measurement,
the uncertainty from each source is taken as the difference
between the nominal MADGRAPH+PYTHIA sample and the
dedicated simulated sample at generator level. In the case
of the uncertainty coming from the renormalization and fac-
torization scales, the uncertainty estimated in the previous
inclusive cross section measurement [11] is assigned.

6.3 Summary of the typical systematic uncertainties

Typical values of the systematic uncertainties in the abso-
lute differential cross sections are summarized in Table 1
for illustrative purposes. They are the median values of the
distribution of uncertainties over all bins of the measured
variables. Details on the impact of the different uncertainties
in the results are given in Sects. 8—11.

In general, for the tt+jets case, the dominant systematic
uncertainties arise from the uncertainty in the JES, as well as
from model uncertainties such as the renormalization, fac-
torization, and jet-parton matching scales and the hadroniza-
tion uncertainties. For the ttb and ttbb cross sections, the
total uncertainty, including all systematic uncertainties, is
only about 10 % larger than the statistical uncertainty. The
experimental uncertainties with an impact on the normaliza-
tion of the expected number of signal events, such as lepton
and trigger efficiencies, have a negligible effect on the final
cross section determination, since the normalization of the
different processes is effectively constrained by the template
fit.

7 Differential tt cross section

The absolute differential tt cross section is defined as:

—1 ard J
dog 25 Ay Naaa = Ni)

. 1
dx; ALL ’ M
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Table 1 Summary of the typical systematic uncertainties in the mea-
surements of the tt+jets and ttbb (ttb) absolute differential cross sections
and their sources. The median of the distribution of uncertainties over
all bins of each measured differential cross section is quoted

Relative systematic uncertainty (%)

Source tt+jets ttbb (ttb)

Experimental uncertainties
Trigger efficiency 1.3 0.1
Lepton selection 2.2 0.1
Jet energy scale 6.8 11
Jet energy resolution 0.3 2.5
Background estimate 2.1 5.6
b tagging 0.5 12
Kinematic reconstruction 0.3 -
Pileup 0.3 1.7

Model uncertainties
Fact./renorm. scale 2.7 8.0
Jet-parton matching scale 1.3 3.0
Hadronization 45 52
Top quark mass 1.4 2.0
PDF choice 0.3 0.9
Underlying event 1.0 29
Colour reconnection 1.3 1.9

where j represents the bin index of the reconstructed vari-
able x, i is the index of the corresponding generator-level bin,
Nc{ata is the number of data events in bin j, Ngk is the number
of estimated background events, £ is the integrated luminos-
ity, and Al is the bin width. Effects from detector efficiency
and resolution in each bin i of the measurement are corrected
by the use of a regularized inversion of the response matrix
(symbolized by A;l) described in this section.

For the measurements of tt+jets, the estimated number of
background events from processes other than tt production
(Npon i bkg) 18 subtracted from the number of events in data
(N). The contribution from other tt decay modes is taken
into account by correcting the difference N—N;, oy (i kg bY the
signal fraction, defined as the ratio of the number of selected
tt signal events to the total number of selected tt events, as
determined from simulation. This avoids the dependence on
the inclusive tt cross section used for normalization. For the
tth and ttbb production cross sections, where the different tt
contributions are fitted to the data, the expected contribution
from all background sources is directly subtracted from the
number of data events.

The normalized differential cross section is derived by
dividing the absolute result, Eq. (1), by the total cross section,
obtained by integrating over all bins for each observable.
Because of the normalization, the systematic uncertainties
that are correlated across all bins of the measurement, e.g.
the uncertainty in the integrated luminosity, cancel out.

Effects from the trigger and reconstruction efficiencies
and resolutions, leading to migrations of events across bin
boundaries and statistical correlations among neighbouring
bins, are corrected using a regularized unfolding method
[8,68,69]. The response matrix A;; that corrects for migra-
tions and efficiencies is calculated from simulated tt events
using MADGRAPH. The generalized inverse of the response
matrix is used to obtain the unfolded distribution from the
measured distribution by applying a x 2 technique. To avoid
nonphysical fluctuations, a smoothing prescription (regular-
ization) is applied. The regularization level is determined
individually for each distribution using the averaged global
correlation method [70]. To keep the bin-to-bin migrations
small, the width of bins in the measurements are chosen
according to their purity and stability. The purity is the num-
ber of events generated and correctly reconstructed in a cer-
tain bin divided by the total number of reconstructed events
in the same bin. The stability is the ratio of the number of
events generated and reconstructed in a bin to the total num-
ber of events generated in that bin. The purity and stability
of the bins are typically larger than 40-50 %, which ensures
that the bin-to-bin migrations are small enough to perform
the measurement. The performance of the unfolding proce-
dure is tested for possible biases from the choice of the input
model (the tt MADGRAPH simulation). It has been verified
that by reweighting the tt simulation the unfolding procedure
based on the nominal response matrix reproduces the altered
shapes within the statistical uncertainties. In addition, tt sam-
ples simulated with POWHEG and MC@NLO are employed
to obtain the response matrices used in the unfolding for
the determination of systematic uncertainties of the model
(Sect. 6.2). Therefore, possible effects from the unfolding
procedure are already taken into account in the systematic
uncertainties.

The differential cross section is reported at the particle
level, where objects are defined as follows. Leptons from
W boson decays are defined after final-state radiation, and
jets are defined at the particle level by applying the anti-kt
clustering algorithm with a distance parameter of 0.5 [54]
to all stable particles, excluding the decay products from W
boson decays into ev, v, and leptonic t final states. A jet
is defined as a b jet if it has at least one b hadron associated
with it. To perform the matching between b hadrons and jets,
the b hadron momentum is scaled down to a negligible value
and included in the jet clustering (so-called ghost matching
[51]). The b jets from the tt decay are identified by matching
the b hadrons to the corresponding original b quarks. The
measurements are presented for two different phase-space
regions, defined by the kinematic and geometric attributes of
the tt decay products and the additional jets. The visible phase
space is defined by the following kinematic requirements:

— Leptons: pr > 20GeV, |n| < 2.4,
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— b jets arising from top quarks: pt > 30GeV, |n| < 2.4,
— Additional jets and b jets: pt > 20GeV, |n| < 2.4.

The full phase space is defined by requiring only the addi-
tional jets or b jets be within the above-mentioned kinematic
range, without additional requirements on the decay products
of the tt system, and including the correction for the corre-
sponding dileptonic branching fraction, calculated using the
leptonic branching fraction of the W boson [62].

In the following sections, the tt differential cross section
measured as a function of the jet multiplicity in the visible
phase space and the results as a function of the kinematic
variables of the additional jets in the event, measured in the
visible and the full phase-space regions, are discussed. The
absolute cross sections are presented as figures and compared
to different predictions. The full results are given in tables
in Appendix B, along with the normalized differential cross
sections measurements.

8 Differential tt cross sections as a function of jet
multiplicity

InFig. 7, the absolute differential tt cross section is shown for
three different jet pr thresholds: pt > 30, 60, and 100 GeV.
The results are presented for a nominal top quark mass of
172.5 GeV. The lower part of each figure shows the ratio of
the predictions from simulation to the data. The light and dark
bands in the ratio indicate the statistical and total uncertain-
ties in the data for each bin, which reflect the uncertainties for
aratio of 1.0. All predictions are normalized to the measured
cross section in the range shown in the histogram, which is
evaluated by integrating over all bins for each observable.
The results are summarized in Table 2, together with the
normalized cross sections. In general, the MADGRAPH gen-
erator interfaced with PYTHIA6, and POWHEG interfaced both
with HERWIG6 and PYTHIAG, provide reasonable descriptions
of the data. The MC@NLO generator interfaced with HER-
WIG6 does not generate sufficiently large jet multiplicities,
especially for the lowest jet pr threshold. The sensitivity
of MADGRAPH to scale variations is investigated through
the comparison of different renormalization, factorization,
and jet-parton matching scales with respect to the nominal
MADGRAPH simulation. Variations in the jet-parton matching
threshold do not yield large effects in the cross section, while
the shape and normalization are more affected by the varia-
tions in the renormalization and factorization scales, which
lead to a slightly worse description of the data up to high jet
multiplicities, compared to their nominal values.

In Fig. 8, the results are compared to the predictions
from MADGRAPH and MG5_AMC@NLO interfaced with
PYTHIAS, and the POWHEG generator with the HDAMP param-
eter set to my = 172.5 GeV (labelled POWHEG (hgamp = m1¢)

@ Springer

in the legend), interfaced with PYTHIAG, PYTHIAS8, and HER-
WIG6. The MADGRAPH and MG5_AMC@NLO simulations
interfaced with PYTHIAS predict larger jet multiplicities than
measured in the data for all the considered pr thresholds. In
general, no large deviations between data and the different
POWHEG predictions are observed.

The total systematic uncertainty in the absolute differen-
tial cross section ranges between 6 to 30 %, while for the nor-
malized cross section it varies from 2 % up to 20 % for the bins
corresponding to the highest number of jets. In both cases, the
dominant experimental systematic uncertainty arises from
the JES, having a maximum value of 16 % for the absolute
cross section bin with at least six jets and pr > 30GeV.
Typical systematic uncertainty values range between 0.5 and
8 %, while the uncertainty in the normalized cross section is
0.5—4 %. Regarding the modelling uncertainties, the most rel-
evant ones are the uncertainty in the renormalization and fac-
torization scales and the parton shower modelling, up to 6 and
10 %, respectively. The uncertainties from the assumed top
quark mass used in the simulation and the jet-parton match-
ing threshold amount to 1-2 %. Other modelling uncertain-
ties such as PDF, CR, and UE have slightly smaller impact.
These uncertainties cancel to a large extent in the normal-
ized results, with typical contributions below 0.5 %. The total
contribution from the integrated luminosity, lepton identifi-
cation, and trigger efficiency, which only affect the normal-
ization, is 3.5 %. This contribution is below 0.1 % for every
bin in the normalized results. The uncertainty from the esti-
mate of the background contribution is around 2 % for the
absolute cross sections and typically below 0.5 % for the
normalized results.

9 Differential tt cross sections as a function of the
kinematic variables of the additional jets

The absolute and normalized differential cross sections are
measured as a function of the kinematic variables of the
additional jets in the visible phase space defined in Sect. 7.
The results are compared to predictions from four differ-
ent generators: POWHEG interfaced with PYTHIAG and HER-
WIG6, MC @ NLO+HERWIG6, and MADGRAPH+PYTHIAG with
varied renormalization, factorization, and jet-parton match-
ing scales. All predictions are normalized to the measured
cross section over the range of the observable shown in the
histogram in the corresponding figures.

The absolute differential cross sections as a function of
the pr of the leading and subleading additional jets and Hr,
the scalar sum of the pr of all additional jets in the event, are
shown in Fig. 9. The total uncertainties in the absolute cross
sections range from 8—14 % for the leading additional jet pt
and Hr, and up to 40 % for the subleading additional jet pr,
while the systematic uncertainties in the normalized cross
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pared with predictions from MADGRAPH interfaced with PYTHIAG and
PYTHIAS, and MG5_AMC@NLO interfaced with PYTHIAS. The figures
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on the right show the behaviour of the POWHEG generator without and
with HDAMP set to m, matched with different versions and tunes of
PYTHIA and HERWIGO. The inner (outer) vertical bars indicate the sta-
tistical (total) uncertainties. The lower part of each plot shows the ratio
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and MC@NLO+HERWIG6 (left) and to MADGRAPH with varied renor-
malization, factorization, and jet-parton matching scales (right). The
inner (outer) vertical bars indicate the statistical (total) uncertainties.
The lower part of each plot shows the ratio of the predictions to the data
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sections for the bins with the larger number of events are
about 3—4 %. The dominant sources of systematic uncertain-
ties arise in both cases from model uncertainties, in particular
the renormalization and factorization scales, and the parton
shower modelling (up to 10 % for the absolute cross sections),
and JES (3-6 % for the absolute cross sections). The typi-
cal contribution of other uncertainties such as the assumed
top quark mass in the simulation, background contribution,
etc., amounts to 1-3 % and 0.5-1.5 %, for the absolute and
normalized cross sections, respectively.

In general, the simulation predictions describe the behavi-
our of the data for the leading additional jet momenta
and Hr, although some predictions, in particular POWHEG,
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and to MADGRAPH with varied renormalization, factorization, and jet-
parton matching scales (right). The inner (outer) vertical bars indicate
the statistical (total) uncertainties. The lower part of each plot shows
the ratio of the predictions to the data

favour a harder pr spectrum for the leading jet. The
MC@NLO+HERWIG6O prediction yields the largest discrep-
ancies. The varied MADGRAPH samples provide similar
descriptions of the shape of the data, except for MADGRAPH
with the lower ur = pup scale, which worsens the agreement.

The results as a function of || are presented in Fig. 10.
The typical total systematic uncertainties in the absolute cross
sections vary from 6.5-19 % for the leading additional jet and
about 11-20 % for the subleading one. The uncertainty in the
normalized cross section ranges from 1.5-9 % and 5-14 %,
respectively. The shape of the || distribution is well mod-
elled by MC@NLO+HERWIG6. The distributions from MAD-
GRAPH and POWHEG Yyield a similar description of the data,
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being slightly more central than MC@NLO. Variations of the
MADGRAPH parameters have little impact on these distribu-
tions.

The differential cross section is also measured as a func-
tion of the dijet angular separation AR;; and invariant mass
mj; for the leading and subleading additional jets (Fig. 11). In
general, all simulations provide a reasonable description of
the distributions for both variables. All results are reported
in Tables 3, 4 and 5 in Appendix B. Representative exam-
ples of the migration matrices are presented in Fig. 24 in
Appendix C.

The absolute and normalized differential cross sections
are also measured as a function of the kinematic variables
of the additional jets and b jets in the event for the full
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lower part of each plot shows the ratio of the predictions to the data

phase space of the tt system to facilitate comparison with
theoretical calculations. In this case, the phase space is
defined only by the kinematic requirements on the additional
jets.

Figures 12 and 13 show the absolute cross sections as
a function of the pr and |n| of the leading and subleading
additional jets and Hr, while the results as a function of ARj;
and mj; are presented in Fig. 14.

The total uncertainties range between 8-12 % for the
leading jet pt and Ht, 10 % at lower prt and 40 % in the
tails of distribution of the subleading jet pr. The uncertain-
ties for |n| are 6-16 % and 10-30 % for the leading and
subleading additional jets, respectively. The typical uncer-
tainties in the cross section as a function of ARj; and mj;
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Fig. 13 Absolute differential tt cross section as a function of the || of
the leading additional jet (fop) and the subleading additional jet (bot-
tom) measured in the full phase space of the tt system, corrected for
acceptance and branching fractions. Data are compared to predictions
from MADGRAPH+PYTHIAG, POWHEG+PYTHIAG, POWHEG+HERWIGO,

are on the order of 10-20 %. The uncertainties are dom-
inated by the JES, scale uncertainties, and shower mod-
elling.

The numerical values are given in Tables 6, 7 and 8 of
Appendix B, together with the normalized results. In the lat-
ter, the uncertainties are on average 2—3 times smaller than
for the absolute cross sections, owing to the cancellation of
uncertainties such as the integrated luminosity, lepton iden-
tification, and trigger efficiency, as well as a large fraction
of the JES and model uncertainties, as discussed in Sect. 8.
The dominant systematic uncertainties are still the model
uncertainties, although they are typically smaller than for
the absolute cross sections.
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malization, factorization, and jet-parton matching scales (right). The
inner (outer) vertical bars indicate the statistical (total) uncertainties.
The lower part of each plot shows the ratio of the predictions to the data

The shapes of the distributions measured in the full and
visible phase-space regions of the tt system are similar, while
the absolute differential cross sections are a factor of 2.2
larger than those in the visible phase space of the tt system
(excluding the factor due to the leptonic branching fraction
correction (4.54 4+ 0.10) % [62]).

10 Differential ttbb (ttb) cross sections as a function of
the kinematic variables of the additional b jets

Figure 15 shows the absolute tt differential cross sections in
the visible phase space of the tt system and the additional b
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Fig. 14 Absolute differential tt cross section as a function of ARj;
between the leading and subleading additional jets (fop) and their invari-
ant mass, mjj (bottom) measured in the full phase space of the tt sys-
tem, corrected for acceptance and branching fractions. Data are com-
pared to predictions from MADGRAPH+PYTHIAG6, POWHEG+PYTHIAG,

jets as a function of the pr and || of the leading and sub-
leading additional b jets, and A Ry, and mpp of the two b jets.
The uncertainties in the measured cross sections as a func-
tion of the b jet kinematic variables are dominated by the
statistical uncertainties, with values varying from 20-100 %.
The results are quantified in Tables 9 and 10 in Appendix B,
together with the normalized results. The corresponding
migration matrices between the reconstructed and particle
levels for the kinematic properties of the additional b jets are
presented in Fig. 25 in Appendix C for illustration purposes.

The dominant systematic uncertainties are the b tagging
efficiency and JES, up to 20 % and 15 %, respectively. Other
uncertainties have typical values on the order of or below 5 %.
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(total) uncertainties. The lower part of each plot shows the ratio of the
predictions to the data

The experimental sources of systematic uncertainties affect-
ing only the normalization, which are constrained in the fit,
have a negligible impact. The largest model uncertainty cor-
responds to that from the renormalization and factorization
scales of 8 %. The effect of the assumed top quark mass and
the PDF uncertainties have typical values of 1-2 %. On aver-
age, the inclusion of all the systematic uncertainties increases
the total uncertainties by 10 %.

The measured distributions are compared with the MAD-
GRAPH+PYTHIAG prediction, normalized to the correspond-
ing measured inclusive cross section in the same phase space.
The measurements are also compared to the predictions from
MC@NLO interfaced with HERWIG6 and from POWHEG with
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@ Springer

162




379 Page 24 of 56

Eur. Phys. J. C (2016) 76:379

PYTHIAG and HERWIG6. The normalization factors applied
to the MADGRAPH and POWHEG predictions are found to be
about 1.3 for results related to the leading additional b jet. The
predictions from both generators underestimate the ttbb cross
sections by a factor 1.8, in agreement with the results from
Ref. [11]. The normalization factors applied to MC@NLO are
approximately 2 and 4 for the leading and subleading addi-
tional b jet quantities, respectively, reflecting the observa-
tion that the generator does not simulate sufficiently large
jet multiplicities. All the predictions have slightly harder pt
spectra for the leading additional b jet than the data, while
they describe the behaviour of the |n| and my,, distributions
within the current precision. The predictions favour smaller
ARy values than the measurement, although the differences
are in general within two standard deviations of the total
uncertainty.

The ttbb production cross sections are compared to the
NLO calculation by POWHEL+PYTHIAG in Fig. 16. In the fig-
ure, the prediction is normalized to the absolute cross section
given by the calculation of 20.8 £0.6 (stat)ﬂ:i(scale) fb. The
prediction describes well the shape of the different distribu-
tions, while the predicted absolute ttbb cross section is about
30 % lower than the measured one, but compatible within
the uncertainties.

The absolute differential cross sections measured in the
visible phase space of the additional b jets and the full phase
space of the tt system are presented in Fig. 17 and given in
Tables 11 and 12 of Appendix B. The results are corrected
for acceptance and dileptonic branching fractions including
T leptonic decays (6.43 +0.14) % [62]. The results are com-
pared to the same predictions as in Fig. 15, which are scaled
to the measured cross section, obtained by integrating all
the bins of the corresponding distribution. The normalization
factor applied to the simulations is similar to the previous one
for the results in the visible phase space of the tt system. The
description of the data by the simulations is similar as well.
The total measured o5, as well as the agreement between
the data and the simulation, is in agreement with the result
obtained in Ref. [11]. In the full phase space, the inclusive
ttbb cross section at NLO given by POWHEL+PYTHIA6 cor-
responds to 62 &+ 1 (stat)f%%(scale) fb (excluding the dilep-
tonic branching fraction correction). The comparison of the
differential ttbb cross section with the NLO calculation is
presented in Fig. 18.

Differences between the kinematic properties of the addi-
tional jets and b jets are expected owing to the different pro-
duction mechanisms [71] of both processes. The dominant
production mechanism of pp — ttbb is gluon-gluon (gg)
scattering, while in the case of pp — ttjj, the quark-gluon
(qg) channel is equally relevant. The || distributions of the
additional b jets seem to be more central than the correspond-
ing distributions of the additional jets, see Figs. 10 and 13.
This difference can be attributed mainly to the contribution

@ Springer

of the production via the qg channel, which favours the emis-
sion of jets at larger |n|. The distributions of the differential
cross section as a function of mpp peak at smaller invariant
masses than those as a function of m;j;, presented in Figs. 11
and 14, because of the larger contribution of the gg chan-
nel. Given the large uncertainties in the ttbb measurements,
no statistically significant differences can be observed in the
shape of the pr distributions of the additional b jets compared
to the additional jets, shown in Figs. 9 and 12.

11 Additional jet gap fraction

An alternative way to investigate the jet activity arising from
quark and gluon radiation is to determine the fraction of
events that do not contain additional jets above a given pt
threshold [5,12]. A threshold observable, referred to as the
gap fraction, is defined as:

N(p})

fp = ,
T Niotal

@)

where Ny, is the total number of selected events and N ( p%)

is the number of events that do not contain at least j additional

jets (apart from the two jets from the tt solution hypothesis)

above a pr threshold, with j corresponding to one or two

jets. The measurements are presented as a function of the pt

of the leading and subleading additional jets, respectively.
A modified gap fraction can be defined as:

fHr) = —, 3)

where N (Hr) is the number of events in which the sum of
the scalar pr of the additional jets (Hr) is less than a certain
threshold. In both cases, detector effects are unfolded using
the MADGRAPH simulation to obtain the results at the particle
level. The additional jets at the generator level are defined as
all jets within the kinematic acceptance, excluding the two
b jets originating from the b quarks from top quark decay
(see Sect. 7). For each value of the pt and Ht thresholds the
gap fraction at the generator level is evaluated, along with
the equivalent distributions after the detector simulation and
analysis requirements. Given the high purity of the selected
events, above 70 % for any bin for the leading additional jet
pt and Hr, and above 85 % for any bin for the subleading
additional jets, a correction for detector effects is applied
by following a simpler approach than the unfolding method
used for other measurements presented here. The data are
corrected to the particle level by applying the ratio of the
generated distributions at particle level to the simulated ones
at the reconstruction level, using the nominal MADGRAPH
simulation.

The measured gap fraction distributions are compared
to predictions from MADGRAPH interfaced with PYTHIAG,
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Fig. 16 Absolute differential tt cross section measured in the visible
phase space of the tt system and the additional b jets, as a function of
the second additional b jet pt (fop left) and |n| (top right), the angular
separation A Ry}, between the two leading additional b jets (bottom left),

POWHEGH interfaced with PYTHIAG and HERWIG6, MC @NLO
interfaced with HERWIG6, and to the MADGRAPH predictions
with varied renormalization, factorization, and jet-parton
matching scales. Figure 19 displays the gap fraction dis-
tribution as a function of the pr of the leading and sub-
leading additional jets, and Hrt. The lower part of the fig-
ures shows the ratio of the predictions to the data. The light
band indicates the total uncertainty in the data in each bin.
The threshold, defined at the value where the data point is
shown, is varied from 25 GeV (lower value compared to pre-
vious measurements [5]) to 190 GeV. In general, MADGRAPH
interfaced with PYTHIAG agrees with the data distributions of
the three variables, while POWHEG interfaced with PYTHIAG
and HERWIG6 also provide a good description of the data,

19.7 fb™' (8 TeV)

0.05 T e e e e

o
2 0.045F CMS .

Data 3
PowHel+Pythia6 3

Stat.
Stat. ® Syst. b

0 02040608 112141618 2 2224
Subleading add. b jet In|

19.7 b (8 TeV)
= R A m R R BRAR
o} CMS e Data
o PowHel+Pythiaé
_8_ 103k u
(2] Qo
S el
B|E
helhe] _

10»4 -

10° . 3

b e b b by gy
Stat.

2lg 3r Stat. ® Syst. ]
28 2r ]
[ 1 |

0 150 200 250 300 350 400

50 100
my, [GeV]

and the invariant mass mpp of the two b jets (bottom right). Data are
compared with predictions from POWHEL+PYTHIAG6. The inner (outer)
vertical bars indicate the statistical (total) uncertainties. The lower part
of each plot shows the ratio of the calculation to data

though they tend to predict a lower gap fraction than the mea-
sured ones. The MC@NLO generator interfaced with HERWIG6
describes the data well as a function of the leading additional
jet pr. However, it predicts higher values of the gap frac-
tion as a function of the subleading jet pt and Ht. Modi-
fying the renormalization and factorization scales in MAD-
GRAPH worsens the agreement with data, while variations
of the jet-parton matching threshold provide similar predic-
tions as the nominal MADGRAPH simulation, in agreement
with the results shown before.

The results are also compared in Fig. 20 with the recently
available simulations, described in Sect. 3, matched to dif-
ferent versions of the parton showering models. The MAD-
GRAPH and MG5_AMC@NLO generators interfaced with
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PYTHIAS predict up to 10 % lower values of the gap frac-
tion for all the variables, which reflects the fact that those
simulations generate larger jet multiplicities, as discussed
in Sect. 8. Within the uncertainties, the predictions of the
POWHEG+PYTHIA8 simulation agree well with data, while
the POWHEG generator (with HDAMP = m;) interfaced with
PYTHIAG and HERWIGO tends to overestimate and underesti-
mate the measured values, respectively.

The gap fraction is also measured in different || regions
of the additional jets, with the results presented in Figs. 21, 22
and 23 as a function of the leading additional jet pr, sublead-
ing additional jet pt, and Hr, respectively. In general, the gap
fraction values predicted by the simulations describe the data
better in the higher || ranges. The values given by MAD-
GRAPH and POWHEG interfaced with PYTHIAG are slightly
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ant mass myy, of the two b jets (bottom right). Data are compared with
predictions from POWHEL+PYTHIAG. The inner (outer) vertical bars
indicate the statistical (total) uncertainties. The lower part of each plot
shows the ratio of the calculation to data

below the measured ones in the central region for the leading
pr jet and Ht, while MC@NLO+HERWIGH6 yields higher val-
ues of the gap fraction. In the case of the subleading jet pr,
all predictions agree with the data within the uncertainties,
except for MC@NLO+HERWIGO in the more central regions.
Variations of the jet-parton matching threshold do not have
a noticeable impact on the gap fraction, while MADGRAPH
with the varied renormalization and factorization scales pro-
vides a poorer description of the data.

The total systematic uncertainty in the gap fraction distri-
butions is about 5 % for low values of the threshold (pT or
Hr) and decreases to <0.5 % for the highest values. The mea-
surement of the gap fraction as a function of Ht has larger
uncertainties because of the impact of the lower-momentum
jets that have a significantly larger uncertainty, as discussed
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in Sect. 9. The uncertainty in JES is the dominant source
of systematic uncertainty, corresponding to approximately
4 % for the smallest pt and Ht values. Other sources with a
smaller impact on the total uncertainty are the b tagging effi-
ciency, JER, pileup, and the simulated sample used to correct
the data to the particle level.

12 Summary

Measurements of the absolute and normalized differential
top quark pair production cross sections have been presented
using pp collisions at a centre-of-mass energy of 8 TeV, cor-
responding to an integrated luminosity of 19.7fb~', in the
dilepton decay channel as a function of the number of jets in
the event, for three different jet pr thresholds, and as a func-
tion of the kinematic variables of the leading and subleading
additional jets. The results have been compared to the pre-
dictions from MADGRAPH interfaced with PYTHIAG6, POWHEG
interfaced with both PYTHIAG and HERWIG6, MC@NLO inter-
faced with HERWIG6, and MADGRAPH samples with var-
ied renormalization, factorization, and jet-parton matching
scales. In general, all these generators are found to give a
reasonable description of the data.

The MADGRAPH and POWHEG generators interfaced with
PYTHIAG describe the data well for all measured jet multi-
plicities; while MC@NLO interfaced with HERWIG6 generates
lower multiplicities than observed for the lower-pr thresh-
olds. The prediction from MADGRAPH with varied renormal-
ization and factorization scales does not provide an improved
description of the data compared to the nominal simulation.

These results are also compared to the predictions from
POWHEG with the HDAMP parameter set to the top quark
mass interfaced with PYTHIAG6, PYTHIA8, and HERWIGO,
which provide a reasonable description of the data within
the uncertainties, and the predictions from MADGRAPH and
MG5_AMC@NLO interfaced with PYTHIA8, which generate
higher jet multiplicities for all the pr thresholds.

The measured kinematic variables of the leading and sub-
leading additional jets are consistent with the various pre-
dictions. The simulations also describe well the data distri-
butions of the leading additional jet pt and Hr, although
they tend to predict higher pr values and more central val-
ues in 7. MADGRAPH with varied parameters yields similar
predictions, except for varying the renormalization and fac-
torization scales, which tends to give higher Hr values. The
MC@NLO generator predicts lower yields than observed for
the subleading additional jet pr.

The uncertainties in the measured ttbb (ttb) absolute and
normalized differential cross sections as a function of the b
jetkinematic variables are dominated by the statistical uncer-
tainties. In general, the predictions describe well the shape
of the measured cross sections as a function of the variables

studied, except for ARpp, where they favour smaller val-
ues than the measurement. The predictions underestimate
the total ttbb cross section by approximately a factor of 2,
in agreement with previous measurements [11]. The calcula-
tion by POWHEL [19] describes well the shape of the distri-
butions, while the predicted absolute cross section is about
30 % lower, but compatible with the measurements within
the uncertainties.

The gap fraction has been measured as a function of the
pr of the leading and subleading additional jets and Ht of
the additional jets in different n ranges. For a given threshold
value, the gap fraction as a function of Hr is lower than the
gap fraction as a function of the pr of the leading additional
jet, showing that the measurement is probing multiple quark
and gluon emission. Within the uncertainties, all predictions
describe the gap fraction well as a function of the momen-
tum of the first additional jet, while MC@NLO interfaced with
HERWIG fails to describe the gap fraction as a function of the
subleading additional jet pt and Ht. In general, MADGRAPH
with decreased renormalization and factorization scales more
poorly describes the observed gap fraction, while varying the
jet-parton matching threshold provides a similar description
of the data. The MADGRAPH and MG5_AMC@NLO gen-
erators interfaced with PYTHIA8 predict lower values than
measured. The POWHEG simulation with HDAMP = m inter-
faced with PYTHIAS is consistent with the data, while the
simulation interfaced with HERWIG6 and PYTHIAG tends to
worsen the comparison with the measurement.

In general, the different measurements presented are in
agreement with the SM predictions as formulated by the var-
ious event generators, within their uncertainties. The correct
description of tt+jets production is important since it consti-
tutes a major background in searches for new particles in sev-
eral supersymmetric models and in ttH processes, where the
Higgs boson decays into bb. The ttbb (ttb) differential cross
sections, measured here for the first time, also provide impor-
tant information about the main irreducible background in the
search for ttH (bb).
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A BDT variables

The variables used for the BDT are listed below. The can-
didate b jet is denoted with the superscript b in the follow-
ing equations, while the candidate anti-b jet is denoted as b.
Combinations of particles that are treated as a system by
adding their four-momentum vectors are denoted without a
comma, e.g. b represents the b jet and the antilepton sys-
tem. The angular separation AR = /(An)? + (A¢)? and
the azimuthal angular difference A¢ between the directions
of two particles is designated using the two particle abbrevi-
ations in a superscript, separated by a comma.

One variable is the difference in the jet charges, cre|, of
the b and b jets:

b
rel

o —¢
It is the only variable not directly related to the kinematical
properties of the tt decay and the additional radiation. The
values are by definition positive, as the jet with the highest
charge is always assigned as the anti-b jet.

There are three angular variables:

o 0.5 (|A¢"7T| + | AgPPr))
° |A¢bz+,6z-‘
o ARM" and ARDE

Here, j1 denotes the missing transverse momentum in an
event. The angles are defined such that —7 < A¢ < 7, and
consequently the absolute values are within [0, 7].

Two variables are the pr of the b jet (b jet) and charged
antilepton (lepton) systems:

. o
° p}}@ and p%ﬁ

The remaining variables are based on the invariant or
transverse masses of several particle combinations:

+ =
mbl + mb(
+ =
bt bt
- _
bbet e bb
jets bb
recoil

0.5 (my " + m?T)

. . . jets . . .
For any pair of jets, the variable m ., is the invariant mass

of all the other selected jets recoiling against this pair, i.e. all
selected jets except these two.

B Summary tables of absolute and normalized cross
section measurements

See Tables 2, 3,4,5,6,7,8,9,10, 11 and 12.
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Table 2 Absolute (left) and normalized (right) differential tt cross
sections as a function of the jet multiplicity (Njes) for jets with
pr > 30GeV (top), pr > 60GeV (middle), and pr > 100 GeV (bot-

tom), along with their statistical, systematic, and total uncertainties. The
results are presented at the particle level in the visible phase space of
the tt decay products and the additional jets

Niess do ™ /d Njets (pb) Stat. (%) Syst. (%) Tot. (%) (1/5%)(do ¥ /d Niers) Stat. (%) Syst. (%) Tot. (%)
pt > 30GeV
2 2.59 0.6 5.8 5.8 5.38 x 107! 0.6 3.6 3.6
3 1.43 15 10 10 295 x 107! 12 3.8 4.0
4 5.1 % 107! 22 14 14 1.05 x 107! 2.1 9.3 9.5
5 1.5 x 107! 3.6 28 28 3.1 x 1072 35 28 29
>6 5.0 x 1072 6.4 20 21 1.1 x 1072 6.2 16 17
pr > 60GeV
0 5.56 x 107! 15 7.4 75 1.17 x 107! 2.0 5.9 6.2
1 1.73 2.0 6.8 7.1 3.67 x 107! 1.4 1.9 23
2 1.87 12 5.9 6.1 3.93 x 107! 1.0 1.8 2.1
3 4.73 x 107! 22 8.4 8.6 9.85 x 1072 2.1 3.7 43
4 9.2 x 1072 4.6 19 19 2.0 x 1072 4.4 18 18
>5 1.9 x 1072 9.1 13 16 42 %1073 8.7 9.2 13
pr > 100 GeV
0 2.66 0.6 6.1 6.2 5.59 x 107! 0.6 29 29
1 1.37 1.6 7.6 77 2.92 x 107! 1.3 45 4.6
2 6.00 x 107! 2.0 6.5 6.8 1.25 x 107! 1.8 2.0 2.7
3 9.29 x 102 45 13 14 2.0x 1072 44 13 14
>4 1.37 x 1072 12 14 18 29 %1073 11 13 17

Table 3 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the pr (pri') and the || (|ni']) of the leading
additional jet in the event (not coming from the top quark decay prod-

ucts), along with their statistical, systematic, and total uncertainties.
The results are presented at the particle level in the visible phase space

pri! bin range (GeV) doVS/dpri! (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/5V%)(do"s/dpril) (GeV™!) Stat. (%) Syst. (%) Tot. (%)

20, 45 5.30 x 1072 0.8 8.2 8.2 1.82 x 1072 0.8 2.8 29
45, 80 2.17 x 1072 22 7.7 8.0 7.44 x 1073 1.4 3.9 4.1
80, 140 8.64 x 1073 22 7.9 8.2 2.96 x 1073 2.1 49 53
140, 200 2.8x 1073 3.4 9.3 10 9.78 x 10~* 33 6.7 7.4
200, 400 6.9 x 1074 3.8 14 14 24 %1074 35 14 14
[79!] bin range (GeV) do ¥ /d|ni'| (pb) Stat. (%) Syst. (%) Tot. (%) (1/5V%)(deV/d[pi|) Stat. (%) Syst. (%) Tot. (%)
0,0.6 1.32 12 6.5 6.6 427 x 107! 1.7 6.4 6.6
0.6,1.2 15 22 11 11 4.77 x 107! 1.4 23 2.7
12,1.8 1.3 2.0 10 10 420 % 107! 1.6 1.4 2.1
1.8,2.4 1.1 24 19 19 3.42 x 107! 1.9 93 95
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Table 4 Absolute (left) and normalized (right) differential tt cross sections as a function of the pr (pr?) and the |5| (|52]) of the subleading
additional jet, along with their statistical, systematic, and total uncertainties. The results are presented at particle level in the visible phase space

pri? bin range (GeV) do“s/dpri2 (pb/GeVns) Stat. (%) Syst. (%) Tot. (%) (1/0V%)(dos/dpri?) (GeV~') Stat. (%) Syst. (%) Tot. (%)

20, 35 4.7 x 1072 26 12 12 3.68 x 1072 1.1 45 47
35, 50 1.7 x 1072 47 8.8 10 132 x 1072 2.7 5.6 6.3
50, 80 6.82 x 1073 43 8.5 9.6 5.30 x 1073 5.2 7.1 8.7
80, 200 9.0 x 107* 4.9 27 27 7.1x 1074 4.6 25 26
200, 400 40 %1073 15 35 38 2.7 %1073 16 49 51
[712| bin range (GeV) do ¥ /d|7i%| (pb) Stat. (%) Syst. (%) Tot. (%) (1/0")(do/d|ni?)) Stat. (%) Syst. (%) Tot. (%)
0,0.6 6.4 x 107! 1.6 11 11 4.69 x 107! 32 8.6 9.2
0.6,1.2 6.2 x 107! 4.6 14 14 4.50 x 107! 2.9 5.2 6.0
1.2,1.8 53 % 107! 45 20 20 3.99 x 107! 32 6.0 6.8
1.8,2.4 4.7 x 107! 5.0 29 30 3.5x 107! 3.8 14 14

Table 5 Absolute (left) and normalized (right) differential tt cross
sections as a function of the invariant mass (mj;) of the two leading

additional jets in the event, the angle AR between them (AR;), and

Hry, along with their statistical, systematic, and total uncertainties. The
results are presented at the particle level in the visible phase space

mij bin range (GeV) do*/dmjj (pb/GeV)  Stat. (%) Syst. (%) Tot. (%) (1/0")(do/dmjj) (GeV™')  Stat. (%) Syst. (%) Tot. (%)

0, 60 4.4 %1073 1.3 14 14 3.7 x 1073 2.4 13 13

60, 100 7.6 x 1073 53 16 17 6.33 x 1073 3.6 49 6.0

100, 170 47 %1073 3.9 15 16 3.96 x 1073 2.8 49 5.6

170, 400 13 %1073 32 14 14 1.08 x 1073 2.4 43 5.2
ARj; bin range do Vs /dAR;j (pb) Stat. (%) Syst. (%) Tot. (%) (1/5")(do"¥/dAR})) Stat. (%) Syst. (%) Tot. (%)
0.5, 1.0 3.4 x 107! 24 11 11 2.8 x 107! 5.4 18 19
1.0,2.0 3.0 x 107! 6.2 29 30 2.4 x 107! 3.8 9.2 10
2.0,3.0 4.1x 107! 5.1 28 28 3.29 x 107! 3.0 75 8.1
3.0,4.0 2.8 x 107! 5.2 21 21 2.28 x 107! 35 72 8.0
4.0,5.0 7.7 x 1072 8.1 23 24 6.0 x 1072 73 19 20

Hr bin range dos /dHr (pb) Stat. (%) Syst. (%) Tot. (%) (1/0¥%)(do"™/dHr) Stat. (%) Syst. (%) Tot. (%)
20, 45 3.96 x 1072 1.0 7.6 77 1.35 x 1072 0.9 3.6 3.7

45, 80 2.0 x 1072 2.6 10 11 6.91 x 1073 1.7 32 3.6

80, 140 1.06 x 1072 2.0 9.3 95 3.53x 1073 1.9 2.6 33

140, 200 47 %1073 2.7 13 13 1.62 x 1073 26 6.6 7.1

200, 600 8.3 x 1074 2.6 15 15 2.8 x 1074 23 11 12
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Table 6 Absolute (left) and normalized (right) diﬁ‘er_emial tt cross sec- ucts), along with their statistical, systematic, and total uncertainties.
tions as a function of the pr (pri') and the || (|ni']) of the leading The results are presented at the particle level in the full phase space of
additional jet in the event (not coming from the top quark decay prod- the tt system, corrected for acceptance and branching fractions

pri! bin range (GeV) do™ /dpri! (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/o™)(do™/dpril) (GeV™!) Stat. (%) Syst. (%) Tot. (%)

20, 45 2.7 0.9 10 10 1.85 x 1072 0.7 2.3 2.4

45, 80 1.13 1.7 9.3 9.4 7.66 x 1073 1.3 34 3.6

80, 140 425 % 107! 1.8 7.6 7.8 2.88 x 1073 1.7 32 3.6

140, 200 1.36 x 107! 2.7 7.8 8.3 9.26 x 107* 2.6 4.4 5.1

200, 400 3.04 x 1072 3.0 7.8 8.4 2.07 x 10~* 2.9 8.0 8.5

[n3!| bin range (GeV) do™!/d|5i!| (pb) Stat. (%) Syst. (%) Tot. (%) (1/™)(do™/d|ni'|) Stat. (%) Syst. (%) Tot. (%)
0,0.6 65.7 1.4 6.2 6.4 437 x 107! 1.5 5.8 5.9
0.6,1.2 70.6 1.4 9.6 9.8 472 x 107! 1.2 22 2.5
12,18 63.2 1.5 9.6 9.8 4.19 x 107! 1.3 0.8 1.5
1.8,24 51 1.9 16 16 3.38 x 107! 1.7 74 7.6
Table 7 Absolute (left) and normalized (right) differential tt cross sec- ucts), along with their statistical, systematic, and total uncertainties.
tions as a function of the pr ( pTJZ) and the || (Jn#2|) of the subleading The results are presented at the particle level in the full phase space of
additional jet in the event (not coming from the top quark decay prod- the tt system, corrected for acceptance and branching fractions

pri? bin range (GeV) do™ /dpri? (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/o™)(do™/dpri?) (GeV~!) Stat. (%) Syst. (%) Tot. (%)

20, 35 2.4 1.6 15 15 3.76 x 102 0.9 39 4.0
35,50 8.7 x 107! 4.0 10 11 1.33 x 1072 2.8 5.8 6.5

50, 80 3.4 x 107! 3.9 12 13 5.18 x 1073 43 5.5 7.0

80, 200 4.2 x 1072 4.0 17 18 6.5 x 1074 3.8 21 21

200, 400 1.5x 1073 13 42 44 22 %1073 14 52 54

|712| bin range (GeV) do/d|ni| (pb) Stat. (%) Syst. (%) Tot. (%) (1) (dofll/d|ni?|) Stat. (%) Syst. (%) Tot. (%)
0,0.6 31.6 22 9.4 9.7 4.69 x 107! 29 9.1 9.5

0.6, 1.2 30 32 13 14 4.50 x 107! 2.4 4.4 5.0
12,18 27 33 20 20 4,02 x 107! 2.7 5.7 6.3
18,24 23 4.0 28 28 3.5 % 107! 34 13 13
Table 8 Absolute (left) and normalized (right) differential tt cross sec- Hr, along with their statistical, systematic, and total uncertainties. The
tions as a function of the invariant mass of the two first leading addi- results are presented at the particle level in the full phase space of tt
tional jets in the event (mjj), the angle AR between them (ARj;), and system, corrected for acceptance and branching fractions

mij bin range (GeV) do ™! /dmjj (pb/GeVns) Stat. (%) Syst. (%) Tot. (%) (1/o™)(do™/dmj) (GeV~!) Stat. (%) Syst. (%) Tot. (%)

0, 60 23 x 107! 1.7 18 18 3.7 x 1073 24 13 13
60, 100 4.0 x 107! 5.0 13 14 6.47 x 1073 35 43 5.5
100, 170 2.4 x 107! 33 10 12 3.98 x 1073 29 42 5.1
170, 400 6.4 x 1072 2.7 10 10 1.04 x 1073 25 5.4 6.0
ARj; bin range do™/dARy; (pb) Stat. (%) Syst. (%) Tot. (%) (1/c"™)(do™/dARy) Stat. (%) Syst. (%) Tot. (%)
0.5, 1.0 17 3.2 13 13 2.6 x 1071 45 11.6 12
1.0,2.0 16 4.0 13 14 2.45 x 107! 3.0 5.4 6.2
2.0,3.0 22 3.4 15 15 3.35x 107! 24 5.7 6.2
3.0,4.0 15 3.6 16 16 2.27 x 107! 2.8 6.0 6.7
40,5.0 3.8 6.5 22 23 5.8 x 1072 6.0 15 16
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Table 8 continued

Hr bin range do™'/d Hy (pb) Stat. (%) Syst. (%) Tot. (%) 1/ (o'l 7d Hy) Stat. (%) Syst. (%) Tot. (%)
20,45 2.01 1.0 8.2 8.3 1.36 x 1072 0.9 2.7 2.8
45,80 1.1 2.0 9.9 10 7.08 x 1073 1.5 2.0 2.5
80, 140 53 x 107! 1.7 11 11 3.56 x 1073 1.6 3.0 35
140, 200 23 x 107! 23 12 12 1.58 x 1073 22 47 5.1
200, 600 3.80 x 1072 2.0 9.2 9.4 2.56 x 10~* 1.9 5.8 6.1

Table 9 Absolute (left) and normalized (right) differential tt cross sec-
tions as a function of the pr and the |5 of the leading (pr°', |#®']) and
subleading (pt 52 1 b2)) additional b jet in the event (not coming from

the top quark decay products), along with their statistical, systematic,
and total uncertainties. The results are presented at particle level in the
visible phase space

p1 P! bin range (GeV) do“®/dpr®! (pb/GeVns) Stat. (%) Syst. (%)

Tot. (%) (1/0¥)(doVs/dprP!) (GeV~™!) Stat. (%) Syst. (%) Tot. (%)

20, 45 2.7 %1073 25 23 35 1.6 x 1072 26 25 36
45, 80 1.6 x 1073 23 18 29 9.8 x 1073 23 19 30
80, 200 29x 1074 28 19 34 1.8x 1073 28 21 35
200, 400 2.6 x 1072 64 46 78 1.6 x 1074 62 46 78
[7°!] bin range (GeV) do¥$/d|n®!| (pb) Stat. (%) Syst. (%) Tot. (%) (1/c")(do ¥ /d|n®!]) Stat. (%) Syst. (%) Tot. (%)
0,0.6 8.3 x 1072 25 8 26 0.5 32 8 33
0.6,1.2 6.6 x 1072 35 7 36 0.4 30 7 30
12,1.8 5.4 %1072 41 12 42 0.3 34 12 36
1.8,2.4 6.6 x 1072 35 12 37 0.4 29 12 32
pr "2 bin range (GeV) doVs/dpr®? (pb/GeV)  Stat. (%) Syst. (%) Tot. (%) (1/¥)(do"s/dprb?) (GeV~!) Stat. (%) Syst. (%) Tot. (%)
20, 45 9.6 x 1074 33 11 34 3.0 x 1072 18 8 20
45, 80 1.8 x 1074 54 24 60 55x1073 51 24 56
80, 200 1.8 x 1079 124 35 129 55x 1074 128 35 132
In®2| bin range (GeV) doi/d|5®2| (pb) Stat. (%) Syst. (%) Tot. (%) (1/0"%)(do"/d|n®2|) Stat. (%) Syst. (%) Tot. (%)
0,0.6 23 x 1072 47 25 53 0.8 57 25 62
0.6,1.2 1.2 x 1072 58 18 61 0.4 47 14 49
12,24 7.6 x 1073 97 38 104 0.3 79 37 87

Table 10 Absolute (left) and normalized (right) differential tt cross
sections as a function of the invariant mass of the two leading addi-
tional b jets in the event (mpp) and the angle ARy, along with their

statistical, systematic, and total uncertainties. The results are presented
at particle level in the visible phase space

mup bin range (GeV) do® /dmyy, (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/0¥)(do"' /dmyp) (GeV~!)  Stat. (%) Syst. (%) Tot. (%)

10, 60 2.6 x 1074 60 24 65 8.2 x 1073 64 23 68

60, 100 1.7 x 1074 118 42 125 55x 1073 104 41 112
100, 170 5.0x 1073 142 49 151 1.6 x 1073 135 47 142
170, 400 2.9 % 1073 64 44 77 9.4 x 1074 66 45 80
ARy bin range doV8/d ARy (pb) Stat. (%) Syst. (%) Tot. (%) (1/0"%)(do""/dARyb) Stat. (%) Syst. (%) Tot. (%)
0.5,1.0 25%x 1073 327 99 342 0.1 334 98 348
1.0,2.0 7.7 %1073 75 39 84 0.2 63 36 72
2.0,5.0 9.8 x 1073 29 14 32 0.3 19 15 24
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Table 11 Absolute (left) and normalized (right) differential tt
cross sections as a function of the pr and the |n| of the lead-
ing (p%l, [7°') and subleading (p%z, [nP2]) additional b jet in

the event (not coming from the top quark decay products), along

with their statistical, systematic, and total uncertainties. The results
are presented at particle level in the full phase space of the tt system,
corrected for acceptance and branching fractions

pr°! bin range (GeV) do™/dprP! (pb/GeV) Stat. (%) Syst. (%) Tot. (%) (1/o™M)(do™ /dprPl) (GeV~') Stat. (%) Syst. (%) Tot. (%)

20, 45 1.1 x 107!
45, 80 6.3 x 1072
80, 200 1.2x 1072
200, 400 1.0x 1073

33 25 41
17 19 25
22 20 29
53 39 66

1.7 x 1072
9.5x 1073
1.8x 1073
1.5%x 1074

24 24 34
19 19 27
26 20 33
55 39 67

[n®!| bin range (GeV) do™l/d|n®!| (pb)

Stat. (%) Syst. (%) Tot. (%)

(l/al‘ull)(do.full/dlnbl )

Stat. (%) Syst. (%) Tot. (%)

0.0,0.6 3.5
0.6,1.2 29
12,1.8 24
1.8,24 2.7

2