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Abstract

The investigation of proteins is highly relevant due to their various functions in living organisms
and their importance in nutrition. A technique that can access the collective dynamics of proteins
in solution is X-ray photon correlation spectroscopy (XPCS). Using the high coherent fluxes
provided by modern X-ray facilities, XPCS can resolve dynamics down to the molecular length
scale. However, the proteins’ sensitivity to X-ray radiation poses a serious challenge.

This thesis uses XPCS at a synchrotron source to systematically investigate the effects of the
X-ray dose and the X-ray dose rate on structure and dynamics of protein gels. The protein gels
are hen egg whites cooked at thirteen temperatures between 50 and 85 ◦C. At these tempera-
tures, the egg white proteins unfold and interconnect, leading to the formation of a gel network
at temperatures ≥ 60 ◦C. Among these egg white gel networks, we observe differences in the sus-
ceptibility to radiation damage. The gels prepared between 63 ◦C and 70 ◦C are more sensitive
to radiation effects, and the gel structure is broken up by X-ray doses of 2 kGy to 8 kGy causing
an acceleration of the sample dynamics. The egg white gel networks prepared above 73 ◦C are
strengthened by the denaturated ovalbumin, which increases the dose thresholds for structure
and dynamics by one order of magnitude.

Like other gels, the cooked egg white gels display ballistic motion where single relaxation
events in the network cause directional shifts in the surrounding sites. From the XPCS results, we
derive the velocity of this ballistic motion as a function of ten different fluences, revealing a linear
dependency of this velocity on the fluence. From this we calculate fluence thresholds above which
radiation-induced effects dominate the observed dynamics and find Φ∗ = (3±2)×10−3phs−1 nm−2

for the radiation-sensitive gels prepared at ≤ 70 ◦C and Φ∗ = (0.9 ± 0.3) ph s−1 nm−2 for those
prepared above 70 ◦C. A comparison to other sample systems suggests a connection between the
samples’ viscoelasticity and their sensitivity to X-ray radiation effects.

This thesis demonstrates how to determine a window of opportunity in terms of dose and
dose rate where intrinsic dynamical and structural properties can be measured with XPCS.
These insights can be used to evaluate new measurement schemes and make use of the improved
coherent flux at the next generation of X-ray facilities, which will perspectively also enable XPCS
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measurements on medically highly relevant protein systems.
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Zusammenfassung

Die Untersuchung von Proteinen ist von großer Bedeutung aufgrund ihrer vielfältigen Funktionen
in lebenden Organismen und ihrer Rolle in der Ernährung. Eine Technik, die die kollektive Dy-
namik von Proteinen in Lösung untersucht, ist Röntgenphotonenkorrelationsspektroskopie (engl.
X-ray photon correlation spectroscopy, XPCS). Mithilfe der hohen kohärenten Röntgenflüsse an
modernen Synchrotronanlagen kann XPCS die Dynamik bis hinunter zur molekularen Längen-
skala auflösen. Allerdings stellt die Empfindlichkeit der Proteine gegenüber Röntgenstrahlung
eine große Herausforderung dar.

In dieser Arbeit werden mit XPCS die Auswirkungen der Röntgendosis und der Röntgen-
dosisleistung auf die Struktur und die Dynamik von Proteingelen systematisch untersucht. Bei
den Proteingelen handelt es sich um Hühnereiweiß, das bei dreizehn Temperaturen zwischen 50
und 85 ◦C gekocht wurde. Bei diesen Temperaturen entfalten sich die Proteine im Eiweiß und
verbinden sich miteinander, was zur Bildung eines Gelnetzwerks bei Temperaturen ≥ 60 ◦C führt.
Bei diesen Eiweiß-Gelnetzwerken beobachten wir Unterschiede in der Suszeptibilität für Strahlen-
schäden. Die Gele, die zwischen 63 ◦C und 70 ◦C hergestellt wurden, sind empfindlicher gegenüber
Strahlungseffekten, und die Gelstruktur wird durch Röntgendosen von 2 bis 8 kGy aufgebrochen,
was eine Beschleunigung der Probendynamik bewirkt. Die Eiweiß-Gelnetzwerke, die über 73 ◦C

hergestellt wurden, werden durch denaturiertes Ovalbumin verstärkt, was die Dosisgrenzwerte
für Änderungen in Struktur und Dynamik um eine Größenordnung erhöht.

Wie andere Gele zeigen auch die gekochten Eiweißgele eine ballistische Bewegung, bei der
einzelne Relaxationsereignisse im Netzwerk Richtungsverschiebungen in den umgebenden Pro-
teinaggregaten verursachen. Aus den XPCS-Ergebnissen leiten wir die Geschwindigkeit der bal-
listischen Bewegung als Funktion von zehn verschiedenen Photonenflüssen ab und stellen eine
lineare Abhängigkeit dieser Geschwindigkeit von der Photonenflussdichte fest. Daraus berech-
nen wir Grenzwerte für die Röntgenflussdichte, oberhalb derer strahlungsinduzierte Effekte die
beobachtete Dynamik dominieren, und finden Φ∗ = (3±2)×10−3phs−1 nm−2 für die strahlungs-
empfindlichen Gele, die bei ≤ 70 ◦C hergestellt wurden und Φ∗ = (0.9± 0.3) ph s−1 nm−2 für die
Gele, die über 70 ◦C hergestellt wurden. Ein Vergleich mit anderen Probensystemen legt einen

III



ZUSAMMENFASSUNG

Zusammenhang zwischen Viskoelastizität und Empfindlichkeit gegenüber Röntgenstrahlungsef-
fekten nahe.

In dieser Arbeit wird gezeigt, wie ein Bereich in Bezug auf Dosis und Dosisleistung bestimmt
werden kann, in dem die intrinsischen dynamischen und strukturellen Eigenschaften mit XPCS
gemessen werden können. Diese Erkenntnisse können genutzt werden, um neue Messverfahren zu
evaluieren und den verbesserten kohärenten Röntgenfluss an der nächsten Generation von Rönt-
genanlagen zu nutzen, was perspektivisch auch XPCS-Messungen an medizinisch hoch relevanten
Proteinsystemen ermöglichen wird.
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Chapter 1

Introduction

Proteins are large molecules with a complex structure that arises from three-dimensional folding.
They fulfill a variety of tasks necessary for living organisms’ functions, for example, as enzymes
or antibodies [1]. Thanks to modern artificial intelligence tools, the structure of proteins can, in
most cases, be retrieved as soon as the sequence of amino acids is known [2], which is a great
achievement. In addition to the proteins’ structure, the fulfillment of their functions is determined
by their dynamical behavior [3–9]. In contrast to the protein structure, there are still many open
questions on the dynamics of proteins. There are different experimental techniques that give
insights into the dynamics of samples and that can be applied to the investigations of proteins
[10]. One of them is X-ray photon correlation spectroscopy (XPCS).

While most techniques track the diffusion of single tracer particles [11–15], XPCS [16–23]
opens up the unique opportunity to study collective dynamics in turbid samples [24, 25]. This
is why XPCS recently receives a lot of attention in the context of investigating interactions in
crowded protein solutions [26–29]. In an XPCS measurement, a coherent X-ray beam is employed
for a sequential illumination of the sample under investigation. If the sample is disordered, the
scattering pattern consists of speckles in which the positions of the scatterers inside the sample
are encoded. The dynamics of these scatterers inside the illuminated volume can be tracked
by correlations of the speckle intensities, and the type of motion can be accessed by fitting
Kohlrausch-Williams-Watts functions to the obtained correlation functions.

For a correlation function with a sufficient signal-to-noise ratio, the detector’s photon count
rate per frame needs to be high enough. Especially in the investigation of fast dynamics on small
length scales, a high coherent X-ray flux is required. This poses a challenge for the investigation
of biological samples, which are usually extraordinarily sensitive to the energy deposited in the
sample by X-rays (dose). This also limits the accuracy of structure determination with X-rays
[30–39]. The structure of large proteins can be determined from the diffraction pattern of a
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INTRODUCTION

protein crystal [40, 41], where cryo-cooling of the crystal can be used to reduce the propagation
of radiation damage through the sample. Thereby, the samples can absorb doses of 10MGy to
100MGy before the peaks in the scattering pattern degrade indicating changes to the protein’s
structure [42–46].

The structure of proteins in (aqueous) solutions is sensitive already to doses in the kGy range
[47] as the X-rays generate highly reactive species in the solution [48–51] that react with the
proteins. This hampers the investigation of the dynamics of proteins in solution, but it remains
elusive how the dose alters the dynamics or whether the dose rate plays a role. So far, XPCS
experiments have been successfully performed with protein gels, glasses, and phase-separated
protein solutions [27–29, 52–55] where high scattering contrasts and slow dynamics facilitate
measurements with low X-ray doses. In most of these experiments, dose and dose rate thresholds
were determined from changes in the static scattering.

Recently, it was observed that the dose rate can accelerate the dynamics of oxide, network,
and protein glasses [56–61]. However, it still needs to be made clear to which extent this affects
other jammed or diffusive systems. In this thesis, the effects of X-ray dose and dose rate are
systematically investigated on a protein gel system that was already subject to earlier XPCS
experiments: cooked hen egg white [54, 55].

Besides a high amount of water, hen egg white consists of a variety of proteins, where some
can be denaturated by heating and subsequently form a stable in-transparent gel network. The
denaturation temperatures of the most abundant protein components are distributed over a range
from 60 ◦C to 85 ◦C, which enables us to generate protein gel networks with different properties
by varying the preparation temperature of the egg white samples. This way, we prepare thirteen
different egg white gels and investigate structure and dynamics on the gel network’s length scale,
employing XPCS in the ultra-small angle X-ray scattering geometry.

We identify two classes of gel networks among the egg white samples: a soft gel network
that is created at preparation temperatures ≤ 70 ◦C and whose dynamics show a complex depen-
dence on the X-ray dose involving dose-dependent accelerations and slow-downs that set in above
thresholds of a few kGy. The second class, we label as strong gel networks as they are prepared
at higher temperatures leading to a higher density of crosslinks in the gel [62–64]. This makes
them less susceptible to radiation effects compared to the soft gel networks. All egg white gel
samples display linear accelerations of the dynamics as those observed in glassy systems [56–61].
However, for the soft gel network, this acceleration is orders of magnitude higher compared to
the protein glasses. We interpret this acceleration in the context of a stress relaxation model [65]
and derive fluence thresholds below which the intrinsic dynamics dominate the XPCS results.

The approaches for investigating X-ray radiation effects on the structure and dynamics of
proteins can help to identify windows of opportunity for future experiments on radiation-sensitive
samples. This is especially important in the development of new measurement schemes for the

2



upcoming fourth generation of synchrotron sources [19, 66, 67] that provide higher coherent fluxes
for XPCS experiments.

This thesis is structured as follows: Chapter 2 covers the theoretical foundations for under-
standing gels, precisely cooked egg white, the employed measurement techniques, and the effects
of X-ray radiation on matter, emphasizing the interaction with water. The realization of the ex-
periment is described in Chapter 3, including details on the sample preparation, the experimental
setup at the P10 coherence applications beamline, and the measurement protocols. Details on
the raw data and their processing are given in Chapter 4. The results are divided into two parts:
the results from the static scattering that are related to the sample’s structure are presented in
Chapter 5, while the XPCS results on the sample dynamics are the subject of Chapter 6. The
results from both chapters are unified and discussed in the context of other works in Chapter 7.
In the final Chapter 8, the findings are summarized, and an outlook is given.
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Chapter 2

Theoretical Concepts

This chapter introduces the theoretical framework necessary to understand how X-ray radiation
affects a prototypical egg white protein gel and how we track changes in structure and dynamics
with coherent X-ray scattering techniques. Section 2.1 introduces the gel state, where we focus
on the theory of gels in Section 2.1.1. The role of gels in food science will be elucidated in
Section 2.1.2, especially the role of hen egg white, whose protein components are described in
more detail in Section 2.1.3. The employed measurement techniques are introduced in Section 2.2.
Section 2.2.1 gives an overview of synchrotron radiation, which is used in both ultra-small angle
X-ray scattering, (Sec. 2.2.2) and X-ray photon correlation spectroscopy (XPCS) (Sec. 2.2.3).
Section 2.3 covers the interactions of high-energy X-rays with matter. The quantities necessary
for quantification of radiation effects, namely flux, fluence, dose, and dose rate, are covered in
Sections 2.3.1 to 2.3.3. The last two subsections 2.3.4 and 2.3.5 are dedicated to the radiation-
induced radiolysis of water and the subsequent effects on proteins in aqueous solutions.

2.1 Egg White as Prototypical Protein Gel

A topic in condensed matter physics that has received much attention in the last two decades is
dynamical arrest in soft matter systems. Dynamical arrest creates solid-like disordered structures
with unique properties that are interesting, for example, in the context of food science. These
structures arise as the system gets trapped in a non-ergodic state like a gel or a glass. These
different non-ergodic states can explained by exploring the phase diagram of a colloidal model
system.

5
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2.1.1 Colloidal Gels and Glasses

The following introduction to colloids is based on Ref. [68].

In a colloidal system, large particles (the colloidal particles) are distributed in a medium that
consists of much smaller molecules. Due to this size difference, certain aspects of this dispersion
medium can be neglected in the theoretical treatment. At the same time, the large size of the
colloidal particles leads to longer time scale of the processes in which these particles are involved,
facilitating experimental studies with techniques like dynamic light scattering. A common feature
of colloidal systems is that the motion of the colloidal particles is irregular, as it is caused by
random collisions with the thermally activated molecules from the solvent.

In order to see this random movement of the colloidal particles, they must not exceed certain
size limits: the particles need to be small enough such that the displacements from the collisions
with the solvent are of relevance, but large enough such that one colloidal particle interacts with
multiple solvent molecules at the same time. This last requirement enables us to treat the solvent
on a macroscopic level like a fluid whose effect on the motion of the particles can be described
in terms of its viscosity or temperature. These considerations limit colloidal particles to sizes of
1 nm to 10 µm.

The colloidal particles move randomly due to collisions with the thermally activated particles
from the solvent. This type of motion is also referred to as Brownian motion, as one of the early
observers was Robert Brown, who investigated pollen grains in water in 1827. Brownian motion
is described in more detail in Sec. 2.2.4.1. In this case, the only interactions between the colloidal
particles are hydrodynamics interactions mediated by the solvent.

To study phenomena like phase transitions, other interactions must enter the colloidal model
system. The most straightforward case that allows us to study a broad spectrum of phenomena
are sphere-shaped colloidal particles. In any case, these particles display two kinds of interaction
forces: an attractive van der Waals force [69] and a repulsive hard-sphere interaction that sets
in if the volumes of two colloidal particles try to overlap. Charged colloidal particles exert an
electrostatic force on each other that is usually repulsive for particles of the same kind [70–74]
and that is partly screened by the molecules in the solvent that arrange in a double-layer around
the colloidal particle.

The formation of a gel requires a long-range repulsive force, like the electrostatic force, and an
additional short-range attractive force, like the van der Waals force mentioned above or depletion
forces [75, 76] that attract two colloids whose excluded volumes overlap due to osmotic pressure.
This interplay of forces causes competing interactions, also referred to as short-range attraction,
long-range repulsion (SALR) interactions. Depending on the volume fraction of the particles
ϕ, the attraction strength U between them, and the range of the attractive force ξ [77], the
system eventually ends up in different non-ergodic states. In the limit of low volume fraction

6
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and high attractive force, the particles bond to each other, forming chains that interconnect into
a fractal-like, percolating network structure with large voids in between that are not occupied
by particles [78]. This stabilizing network gives rise to solid-like properties of the system [79,
80] despite the presence of a high amount of liquid in the system. These systems are what we
call gels. Material science identifies them by a yield stress below which deformations are elastic
[81, 82]. Gel networks can form already at volume fractions as low as ϕ = 10−3 as a result of
a spinodal decomposition where local density fluctuations trigger a demixing of the two phases
and the dense phase forms a percolating network [69, 77, 83–85].

A different non-ergodic state is observed in the limit of high volume fractions (ϕ > 0.58 [77])
and low attractive forces. Here, the distance between the particles decreases, and the long-range
repulsive force leads to a caging of the particles between their next neighbors and thereby to
dynamical arrest [86–88]. This densely-packed disordered state is called a repulsive glass [89].
Although the structure is comparable to that of a liquid, the viscosity changes dramatically to
values above 1012 Pa s at the glass transition [90]. These glass transitions can be described on
first principles using mode-coupling theory [90, 91]. For an increasing attractive strength, this
theory predicts the existence of a second type of glass that is stabilized by the attractive forces.
Simulations on dynamical arrest in colloidal suspensions by Zaccarelli and Poon suggest that
even at high attractive strengths, this glass is still stabilized by the repulsive forces, but the
mean square displacement of the particles is reduced when reaching the scale of the inter-particle
bond [89]. In addition, they predict the existence of a dense gel phase at ϕ < 0.62 where the
particles are forming cages similar to a glass, but the particles forming the cages are exchanging
over time [89].

There are two common frameworks for describing the formation of a gel network: the classical
mean field theory by Flory and Stockmayer [92–94] and the more generalized theory of percolation
[95]. The classical approach starts with monomers, where each can form up to f bonds with other
monomers. The probability for such bond formations is p, independent of the surrounding bonds.
The only restriction is that the formation of loops is prohibited. The resulting structure on which
the networks may form is a Bethe lattice. Figure 2.1 displays an example of a Bethe lattice where
the maximum number of bonds per lattice site is f = 3. After bonds have been closed randomly
with probability p we can identify clusters on the Bethe lattice, which are sets of two or more
sites that are interconnected by closed bonds. The number of closed bonds determines the size s

of the cluster. In Fig. 2.1, a cluster of size s = 6 is highlighted by a shaded area. The average size
of a cluster increases with the bond formation probability p, and at a certain point, an infinite
cluster will occur for the first time. This point is called percolation threshold pc, and the infinite
cluster is the gel network [96].

Analytic descriptions of the whole gelation process are complicated, especially on more com-
plex lattices, due to the variety of shapes in which clusters of the same size can come. That is
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Figure 2.1: Sketch of first three orders of neighboring sites on a Bethe lattice with three next
neighbors per site (f = 3). Solid lines represent closed bonds (probability p), and dotted lines
are open bonds (probability 1− p). Closed bonds connect lattice sites to clusters. The largest of
these clusters with a size of s = 6 in this example is highlighted by a shaded area.

why theoretic descriptions focus on the behavior close to the critical point (p → pc) [96]. In the
case of the Bethe lattice, the cluster size distribution ns close to the critical point scales like [92,
93, 97]:

ns ∝ s−5/2 exp
(
(p− pc)

2 · s
)

(s → ∞). (2.1)

Percolation theory generalizes the classical approach, which is restricted to the Bethe lattice
described above. In percolation theory, the clusters and gels are forming on regular lattices, which
is why the number of dimensions is also essential in this framework [96]. There are two ways to
introduce the probability p to the lattice and thereby to the cluster/gel formation process: in the
first case (bond percolation formalism), all lattice sites are occupied, and p is the probability that
a bond between next neighbor sites is formed, analogously to the bond formation on the Bethe
lattice. The second case is the site percolation formalism, where p is the probability that a lattice
site is occupied and all occupied next neighbor sites contribute to the cluster. In this picture,
the smallest cluster size s is equal to one, which corresponds to an occupied site surrounded
by unoccupied sites. Although there is, in most cases, no direct translation between the two
formalisms, it is commonly accepted that they are equivalent, and in the limit of infinite clusters,
yield the same results [98]. The advantage of the site percolation formalism is that it simplifies
the realization of computer simulations.
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2.1. EGG WHITE AS PROTOTYPICAL PROTEIN GEL

Figure 2.2: Visualization of cluster formation on a square lattice. Here, p is the probability that
a lattice site is occupied (pink color). Lattice sites belonging to the largest cluster are marked in
black. From left to right, p increases from 0.45 to 0.75, where at p = 0.59, a cluster appears that
spans across the finite lattice (from top to bottom). Figure adapted from [99].

Figure 2.2 shows a percolation simulation on a finite square lattice that uses the site percola-
tion formalism with different values for the probability p. Occupied sites are pink and the largest
cluster of occupied next-neighbor sites is highlighted in black. The size of this cluster increases
with increasing p as intuitively expected. In this finite case, the gel is reached by definition as
soon as a cluster appears that connects the top row of the lattice with the bottom row. The
percolation threshold pc cannot be derived from a single simulation like in Fig. 2.2 as it is defined
in the limit of an infinite lattice and can only be approximated by averaging over a large number
of simulations. Moreover, the percolation threshold pc depends on the dimensions of the system
and the number of next neighbors of each lattice site [99].

To describe the size of a complex structure, polymer physicists employ the radius of gyration
that is defined via [100]:

R2
s =

S∑
i=1

r2i
s
, (2.2)

where i runs over all s lattice sites that are part of the cluster, and ri is the distance of the ith
lattice site to the cluster’s center of mass. The relation between the size of a random cluster
s (number of connected lattice sites) and the expansion of the cluster (measured via the radius
of gyration) is more complex than for compact objects. Imagine, for example, a square in two-
dimensional space. If the length of all edges is doubled, the area scales by a factor of 4 = 22. This
equals the factor for the increase in length of the edge to the power of the conventional dimensions
of the system. The same relation is found for three-dimensional objects in three dimensions where
the volume increases by a factor of 8 = 23. This can be generalized to the following expression:

mass ∝ lengthdf , (2.3)

as Mandelbrot [101] did it. If the dimension df in the equation above does not match the Euclidian
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dimension of the space, the respective object is called a fractal object. In this sense, our clusters
formed below the percolation threshold are fractal-like as their fractal dimension is non-integer
and smaller than the Euclidian dimension [95]. Simulations on percolation on three-dimensional
lattices returned fractal dimensions of df ≈ 2.52 [102–104].

Because of the fractal character, it is difficult to derive the relation between occupation
probability p and cluster number distribution ns(p). But in general, the relation seems to have
the form [96]:

ns(p) = s−τf [(p− pc)s
σ] (p → pc, s → ∞). (2.4)

Here, σ and τ are scaling parameters and we restrict ourselves to the behavior close to the critical
point and large cluster sizes s as before in the classical theory. f(z) is the scaling function that
currently must be determined via computer simulations for most lattices. In the classical theory
on the Bethe lattice, f takes an exponential form, and the scaling parameters are τ = 5

2 and
σ = 1/2 [96].

For percolation theory, simulations on different three dimensional lattices yield τ = 2.19

[102, 103, 105, 106] and σ = 0.45 [103, 105] independent of the structure of the lattice. Even
simulations on a continuum [107, 108] yield the same exponents within the error bars as their
discrete lattice counterparts, which confirms that close to the critical point, where the cluster sizes
become large compared to the distance between neighboring lattice sites, details on the molecular
level become less important [96]. This feature of percolation theory is called universality. In this
understanding, the classical theory becomes just another universality class in the percolation
theory framework.

Experimental validation is required to determine if one of the universality classes (classical
theory or percolation theory in three dimensions) can describe a gel’s formation. One quantity
accessible in light scattering experiments is the radius of gyration[109–111]. However, these
measurements require a dilution of the gel sample during which the cluster radius might increase
[96], and higher precision is necessary to discriminate between different theories. Nevertheless,
percolation theory’s description of the gel’s structure seems "adequate" [96]. Measurements of
viscosity and elastic modulus [112, 113] are easier to realize in situ, but the comparison to the
quantities predicted by the theories is more difficult [96]. Thus there is no conclusion yet if one
of the two universality classes is observed in an experiment.

So far, we have only regarded gel formation in systems where the bonds once formed have
an infinite life. This assumption is applicable, for example, for covalent bonds formed during
chemical gelation. However, there is another class of gels, physical gels, where the bonds are
formed via interactions of the order of kBT and have a large but finite lifetime. Due to the
continuous breaking and reconnecting of the bonds, the gel turns into a highly viscous liquid
[114], and dynamics need to be taken into account in the description of a physical gel. This
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inhibits the application of percolation theory as it can only describe the static state [115].

2.1.2 Food Protein Gels

During the manufacturing of food, one important aspect is that it can be broken up by teeth as a
first step in digestion. To accomplish this, the forces between the food components must not be
too strong, but different textures in food are nevertheless desirable [116, 117]. This is where gels
come into play, as they possess elastic and liquid characteristics at the same time. These arise
from the three-dimensional network that can retain high amounts of liquids, and that defines the
texture of the resulting food. In food gels, the gelling agents that are encountered most often
are polysaccharides and proteins [118], where we will focus on the latter type of gel. Well-known
examples of protein gels are yogurt, tofu, or cooked hen eggs [116, 118]. Protein gels are the
results of protein denaturation and subsequent gelation, so a deeper understanding of proteins
themselves is necessary.

Proteins consist of a chain of amino acids and obtain their function via a three-dimensional
folding. There are 20 different amino acids encountered in proteins, and they all have to main
parts: a backbone necessary for the binding in the chain of amino acids and a specific side chain
that differs, for example, in charge or binding properties. Typically, 50 to 2000 amino acids are
present in a protein, and the sequence in which they occur is called primary structure (e.g. [119]).
Due to the interactions of the side chains of neighboring amino acids, three-dimensional repeating
structures can form like α helices [120], which are secondary structures. But the amino acids do
not only interact with their next neighbors but also with the side chains of amino acids that are
far away in the linear sequence. These interactions cause a complex folding of the chain into the
tertiary structure of the protein. Depending on the folding and the side chains that are exposed
on the surface or buried in the protein’s interior, it can bind to other proteins, lipids, etc., and
perform important tasks like transportation in living organisms (e.g. [119]).

The folded state of the protein is not stable, and changes in temperature, pH, or pressure can
induce changes to the three-dimensional structure of the protein, like unfolding. The sequence of
amino acids remains unchanged. This denaturation of the protein affects not only the structure
but also physiochemical and biological properties like the exposure of reactive groups [121]. In
some cases, the denaturated protein can refold into its original shape once the outer parame-
ters are reset, but in most cases, protein denaturation is irreversible, especially under extreme
conditions [121]. The exposure of reactive groups in the denaturated state makes it more likely
that the proteins aggregate. These aggregates are eventually arranged in a percolating fractal
structure, the gel network.
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Figure 2.3: Left chart: 10% of the egg white is made up by proteins. Right chart: The most
abundant proteins are ovalbumin (54%), ovotransferrin (12%), ovomucoid (11%), ovomucoin
(3.5%), and lysozyme (3.4%).

2.1.3 Hen Egg White

In a fertilized bird egg, the role of the egg white is to avert damage from the egg yolk and to serve
nutrients for the embryo [122]. Due to their high protein content, egg white and egg yolk have
also held significant importance in the human diet since the beginning of human settlement and
animal domestication [123]. In western Europe, the eggs of chicken (hen eggs) are most widely
used. The egg white’s ability to form foams or gels and its adhesion properties makes it not only
important for food science applications [121, 124, 125] but also for the development of various
bio-materials like degradable packaging [126–129].

Hen egg white consists mostly of water (≈88%) and proteins (≈10%). Up to now, 400
unique protein species were identified in hen egg white [122, 130–140], among which ovalbumin,
ovotransferrin, ovomucoid, ovomucoin, and lysozyme form the largest fractions

Ovalbumin

With 54% [62] of the total protein content, ovalbumin [141–144] is the most abundant protein
in hen egg white. It has a molecular mass of 45 kDa [145] and a Stokes radius of ≈ 26 nm in
the native form [146, 147]. Ovalbumin can be thermally denaturated, and the temperature at
which this process starts depends on the environment: In fresh hen egg white, the first proteins
start to denaturate slightly around 70 ◦C [63, 148, 149], where they forms co-aggregates with
the ovotransferrin (Sec. 2.1.3) making the gel network stiffer. Unlike the other major protein
components of hen egg white, ovalbumin has four free sulfhydryl groups [150]. For other protein
systems, like β-lactoglobulin, it has been reported that sulfhydryl groups act as an agent for
covalent disulfide bonds [151]. The formation of disulfide bonds has also been observed in egg
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white [64], especially between the egg proteins ovalbumin and lysozym [152]. But the exact role
of ovalbumin’s sulfhydryl groups in the egg white aggregation and gelation and if other, non-
covalent forces might increase the elasticity in the same way is still under investigation [153]. If
the egg white is stored, ovalbumin converts into the more heat-stable S-ovalbumin [154, 155],
that denaturates around 82 ◦C [149]. The denaturation temperature of pure ovalbumin is even
higher and around 87 ◦C [149].

Ovotransferrin

Ovotransferrin [156, 157], formerly known as conalbumin, makes up 12% of the protein content in
hen egg white [62]. It plays a key role in the transport of ferric ions to the embryo as it can bind
two Fe3+ ions [158] and is effective against viruses and microbes [159–167]. It’s molecular mass
is 78 kDa to 80 kDa [167]. Like ovalbumin, ovotransferrin displays heat-induced denaturation
that sets in at ≈ 50 ◦C in the hen egg environment [149]. Between 60 ◦C to 65 ◦C the whole
ovotransferrin content is denaturated, and it forms a weak gel [62, 149, 168, 169].

Ovomucid

About 11% of the hen eggs protein content are made up by ovomucid [170, 171]. It has a
molecular mass of 28 kDa [150], and in contrast to ovalbumin and ovotransferrin, it is heat-stable
and is not denaturating in the regime below 100 ◦C [129]. Ovomucid is suspected to be the major
allergen in egg [172, 173]

Ovomucin

With a molecular mass of 200 kDa to 8000 kDa ([174] and references therein), ovomucin [175,
176] is the largest protein within the major protein components of egg white. It makes up 3.5%

of the egg white [62]. Liquid egg white at room temperature can be subdivided into a thin and
a thick part, where the ovomucin content in the thick part is four times higher compared to
the thin part, giving rise to a gel network that reduces bacterial movement towards the embryo
[150, 177]. Although no thermal denaturation of ovomucin has been reported [169], it has been
recently shown that it is involved in the early gel formation in egg white at 72 ◦C [178] maybe via
the close interaction with lysozyme [179]. Ovomucin is also important for the foaming properties
of egg white [180] and is used as a foam stabilizer [181].

Lysozyme

About 3.4% of the proteins in hen egg are lysozyme [62]. It has a molecular weight of 14.3 kDa

[62] and it’s four disulfide bridges make it unusually compact [167]. Lysozyme is used as a food
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preservative due to its antibacterial activity [182, 183] In egg white, lysozyme starts to denaturate
at 57 ◦C and most of the lysozyme content is denaturated at 75 ◦C [149, 169].

Heat-induced Gel Formation

The different denaturation temperatures of the protein components of egg white enable the cre-
ation of gel networks with different structures and dynamics. Bonilla et al. [184] performed
rheology and microscopy measurements on egg white samples that were heated to 69 ◦C, 72 ◦C

and 75 ◦C, which equals about 10%,50% and 90% denaturation of the total content of ovalbumin.
The gel network at the lowest temperature, which is primarily formed by ovotransferrin, has a
low yield stress and is not self-supporting at room temperature. Upon increasing the preparation
temperature to 72 ◦C and above, Bonilla et al. observed a significant increase in yield stress.

Their super-resolution stimulated emission depletion microscopy images revealed that small
aggregates with a size of 0.07 µm2 are forming that assemble into a gel network in a second
step. With increasing temperature, additional particles of the same size form and attach to the
network, introducing more crosslinks that increase the rigidity.

2.2 X-ray Scattering Techniques

X-rays are electromagnetic waves with wave lengths λ between 10−8 m and 10−11 m. The
electric field E⃗ and the magnet field H⃗ are perpendicular to each other and to the direction
of propagation, which is given by the wave vector k⃗ (|⃗k| = 2π/λ). The spatial and temporal
variation of the electric field with amplitude E0 at a position r⃗ and time t can be described by
plane waves of the form (e.g. [185]):

E⃗(r⃗, t) = ε⃗E0e
k⃗·r⃗−ωt. (2.5)

Here, ε⃗ is the polarization vector of the electric field, and ω is the angular velocity. If the X-ray
is scattered, the wave vector k⃗ is altered by an amount q⃗ = k⃗ − k⃗′, where k⃗′ is the wave vector
of the scattered radiation. We are interested in the case of elastic scattering, where the wave
length of the scattered X-rays is the same as the wave length of the incoming X-rays, as this is
the scenario where the X-rays carry information on the scattering object and are able to interfere
with each other. For elastic scattering, the absolute value of the momentum transfer q⃗ is given
by (e.g. [185]):

|q⃗| = 2|⃗k| sin θ =

(
4π

λ

)
sin θ, (2.6)

where θ is the scattering angle.
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2.2.1 Synchrotron Radiation

In this section, we will summarize the basic principles behind the generation of synchrotron
radiation by accelerated free electrons and look at some of the unique characteristics that make
synchrotron radiation a suitable tool for investigating a broad spectrum of phenomena.

Charged particles are the source of electromagnetic fields, as described by the Maxwell equa-
tions. As long as the particle is in uniform motion through a vacuum, the electrostatic field
points radially away from the particle to infinity. If the particle is accelerated, the information
on the acceleration leaves the particle with the speed of light, causing distortions to the electro-
static field. These distortions are the electromagnetic radiation that we are interested in (e.g.
[186]). If magnets realize the acceleration perpendicular to the direction of travel of the particle,
like in circular synchrotrons, the emitted radiation is called synchrotron radiation. The spatial
distribution of the radiation emitted in this acceleration geometry can be calculated from the
Liénard-Wiechert potential [187, 188]. Details on the calculation can be found in the work of
Wiedemann [186]. The final expression for the angular distribution of the radiation power takes
the form:

dP

dΩ
∝ β4 (1− β cosϑ)2 − (1− β2) sin2 ϑ cos2 ϕ

(1− β cosϑ)5
, (2.7)

where β is the particle’s velocity normalized to the velocity of light. ϑ is the angle between the
direction of the instantaneous velocity of the particle and the direction of acceleration, and ϕ is
the angle in the plane perpendicular to the direction of the velocity as indicated in Fig. 2.4.

For highly relativistic particles, angular distribution is confined to a cone in the forward
direction with an opening angle that is proportional to the inverse of the Lorentz factor [186]:

νγ = ± 1

γ
= ±

√
1− β2. (2.8)

If users at modern synchrotron facilities want to adapt the properties of the emitted syn-
chrotron radiation, insertion devices like undulators or wigglers are used. These devices consist
of altering pairs of magnets that force the electrons into a sinusoidal movement. In an undulator,
the wavelength of the emitted radiation is proportional to the period length between the magnets
λp but is reduced by a factor γ2, which enables the generation of hard X-rays. The two Lorentz
factors γ arise from the relativistic contraction on the one hand and from the Doppler effect on
the other hand [189]

The quality of synchrotron radiation can be described in terms of the brilliance B that is
essentially the density of photon flux in phase space, evaluated at the origin of the phase space
[190]

B =
dF

dϑdϕdxdy

∣∣∣∣
0

. (2.9)
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Figure 2.4: Sketch on the shape of synchrotron radiation emitted by a particle that is kept on
a circular track. The z-axis is defined in the direction of the velocity of the particle, while the
x-axis points in the direction of the acceleration. The distribution of the emitted radiation can
be described in terms of the angles ϕ and ϑ. For highly relativistic particles, the radiation power
is emitted into a cone in the forward direction. Figure is redrawn after [186].
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Figure 2.5: Sketch of a basic scattering experiment. The X-ray source emits a photon flux F that
is scattered from a sample under an angle 2Θ into the solid angle ∆Ω where a detector records
the intensity I. The momentum transfer q⃗ is the difference of the wave vector of the incoming
wave k⃗i and the scattered wave k⃗f .

.

Here, ϑ, ϕ, x, and y are the angles and coordinates as indicated in Fig. 2.4. At the PETRA III
storage ring, brilliances beyond 1021 ph s−1mm−2 mrad−2 0.1%BW are reached [191] where BW
is the bandwidth .

2.2.2 Ultra-Small Angle X-ray Scattering

Figure 2.5 shows a basic setup for a scattering experiment: The X-ray flux F impinges on the
object under investigation and causes scattering of the intensity I into the solid angle ∆Ω. The
ratio of scattered intensity to incoming flux and detection angle is the differential scattering
cross-section (

dσ

dΩ

)
=

I

F ∆Ω
. (2.10)

If the scattering object is a single free electron, the differential scattering cross-section becomes
(e.g. [185]): (

dσ

dΩ

)
= r20|ε⃗ · ε⃗′|2, (2.11)

where r0 ≈ 2.8 × 10−15m is the Thomson scattering length and |ε⃗ · ε⃗′|2 is a polarization factor
that can be omitted as we will restrict our considerations to small scattering angles. Suppose we
want to describe the scattering from an atom. In that case, we need to multiply the Thomson
scattering length r0 by an atomic scattering factor f that depends on the photon energy and the
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scattering angle where the latter can be neglected at small scattering angles [192]. The general
form of the atomic scattering factor is [192]:

f = Z + f ′(E) + if ′′(E), (2.12)

where Z is the number of electrons and f ′ and f ′′ are the anomalous scattering factors that take
the rapid change of scattering at the absorption edges of a material into account.

We want to obtain an expression for the scattered intensity as a function of the momentum
transfer I(q) from which we can draw conclusions on the structure of the sample. The starting
point for systems that are more complex than a single electron is the scattering amplitude A(q⃗)

that is related to the differential scattering cross-section via:(
dσ

dΩ

)
(q⃗) = A(q⃗)A∗(q⃗) = |A(q⃗)|2. (2.13)

For the more general case scattering of scattering from a volume V containing N particles with
individual scattering lengths bp = r0fp, it is helpful to introduce the scattering length density
ρ(r⃗). It is related to the density of particles ρp(r⃗) = N/V via ρ(r⃗) =

∑N
p=1 bpρp(r⃗) [192]. With

this we can express the scattering amplitude A(q⃗)

A(q⃗) =

∫
V

ρ(r⃗)e−iq⃗·r⃗dr⃗. (2.14)

Here, we applied the Born approximation that is valid for weakly scattering systems like proteins
in solution. With this expression, the differential scattering cross-section becomes(

dσ

dΩ

)
(q⃗) = A(q⃗, t)A∗(q⃗, t) =

∫
V

∫
V

ρ(r⃗, t)e−iq⃗·r⃗ρ(r⃗′, t)eiq⃗·r⃗
′
dr⃗dr⃗′. (2.15)

The contributions of the scattering from the particles themselves and interference due to the
spatial configuration of the particles can be separated by substituting r⃗ = r⃗i + u⃗, where r⃗i is the
position of the center of mass of particle i. With this, the expression above becomes:

(
dσ

dΩ

)
(q⃗) =

N∑
i=1

e−iq⃗·r⃗i
∫
Vpar

ρi(u⃗)e
−iq⃗·u⃗du⃗

N∑
j=1

eiq⃗·r⃗j
∫
Vpar

ρj(u⃗)e
iq⃗·u⃗′

du⃗′. (2.16)

The integration over the individual particles is the particle’s form factor amplitude fj(q⃗) =∫
Vp

ρj(u⃗)e
−iq⃗·u⃗du⃗. In the limit of large q values, the form factor amplitude decays to zero due to

the large fluctuations of the phase factors. If we assume that only one kind of particle is present
in the system, e.g., the system is monodisperse, the form factor amplitudes can be taken out of
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the summation and combined into a form factor intensity |f(q⃗)|:

(
dσ

dΩ

)
(q⃗) = |f(q⃗)|2

N∑
i=1

N∑
j=1

e−iq⃗·r⃗ieiq⃗·r⃗j . (2.17)

In a scattering experiment on particles in solution, where the scatterers are a large number of
particles with different orientations, we will measure the orientational average of the form factor
intensity P (q) = ⟨|f(q⃗)|2⟩Ω. For spherical monodisperse particles, Eq. (2.17) can be completely
decoupled like [e.g. [192]]: (

dσ

dΩ

)
(q) = P (q)S(q). (2.18)

The remaining integration is summarized in the structure factor S(q) that depends on the config-
uration of the particles. For some particle shapes, the form factor can be calculated analytically.
For example, for a homogeneous sphere of radius R, P (q) becomes:

P (q) ∝
[
3

(
sin(qR)− qR cos(qR)

q3R3

)]2
. (2.19)

The structure factor is related to the Fourier transform of the pair correlation function g(r)

[e.g., [193]]

S(q) =1 + ϕ

∫
(g(r)− 1)eiq⃗·r⃗dr⃗ (2.20)

isotropic
= 1 + 4πϕ

∫ ∞

0

[g(r)− 1]r2
sin(qr)

qr
dr. (2.21)

Scattering from fractals

In Section 2.1.1, we introduced fractals as objects whose attributes like mass or surface do not scale
like those of compact objects and whose structures show self-similarity. According to this scaling
behavior, fractals can be divided into categories like mass, surface, pore, fat, or multifractals.
Details on these categories can be found in Ref. [194]. All types of fractals have in common that
at an intermediate range in momentum transfer q, the intensity scales like [195]

I(q) ∝ qds−2(dm+dp)+2d. (2.22)

Here, ds, dm, and dp are the surface, mass, and pore fractal dimensions, respectively, and d is the
Euclidian dimension of space. For example, for a mass fractal in three dimensions, the following
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relations hold [193]:

0 < dm < 3 dm = ds dp = 3,

such that the intensity scales like I(q) ∝ q−dm . Similarly, for a surface fractal in three dimensions,
the fractal dimensions fulfill [194, 196]

2 < ds < 3 dm = dp = 3,

such that the intensity scales like I(q) ∝ qds−2. With these considerations, we can already
distinguish surface from mass fractals by looking at the scattering intensity. If the intensity
decays with an exponent −δ and δ is smaller than the Euclidian dimension, we are dealing with
a mass fractal. In contrast, for d < δ < d− 1 the fractal object belongs to the category of surface
fractals [194].

For an ideal fractal, the self-similarity and scaling laws hold on all length scales. For a physical
system, this assumption is only valid on intermediate length scales and, thereby, at intermediate
values of q. This behavior can be introduced to Eq. (2.22) by adding upper and lower cut-off
lengths in q. The lower limit is related to the largest distance between two points of the fractal
that is comparably large for a percolating fractal network. The upper limit in q is given by the
size of the smallest building block of the fractal, which is the size of the protein microaggregates
in our case. Empirical models that are built on these assumptions are the Beaucage [197, 198] and
Guinier-Porod [199] models. We will concentrate on a description in terms of fractal dimensions
in the analysis of the USAXS data.

2.2.3 Coherent Scattering Techniques and Correlation Functions

Not only information on the structure can be obtained from X-ray scattering experiments, but
also information on the dynamics of a sample by illuminating with coherent X-rays and correlating
the intensities of the speckles in the scattering. This is done in XPCS, which will be introduced
in the following section.

As explained in the last section, the scattered intensity, precisely the structure factor S(q)

depends on the spatial position of the particles itself and the positions of the particles relative
to each other. Thus, changes in this configuration due to the movement of the particles should
be encoded in the scattered intensity. However, if we illuminate the sample with incoherent X-
rays, the information, especially on equilibrium dynamics, is lost. This can be avoided by using
coherent X-rays, which introduce speckles to the scattering pattern that contain information on
the density distribution.
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Figure 2.6: Sketch of different coherence lengths. (a) Two waves with slightly different wave-
lengths λ and λ−∆λ, indicated by different colors and line styles, propagate in the same direc-
tion. The distance after which they are in phase again is two times the longitudinal coherence
length 2LL. (b) Two waves propagate in directions that differ by an angle ∆ϑ as their origins at a
distance D were apart by a distance R are different. The distance between two points where the
wavefronts are in phase is twice the transverse coherence length 2LT (Fig. redrawn after [185]).

2.2.3.1 Coherence

X-rays can deviate from the ideal plane wave in two ways: longitudinal and transverse to the
direction of propagation. The degree of coherence can be quantified by introducing the longitu-
dinal coherence length LL and the transverse coherence length LT . Figure 2.6 illustrates how
these are related to the bandwidth and size of the X-ray beam.

In Fig. 2.6(a), two waves with slightly different wavelengths λ and λ −∆λ propagate in the
same direction. After a distance of Nλ has been covered, they are in phase again as the second
wavefront with wavelength λ −∆λ has performed an additional oscillation. We define that this
distance is twice the longitudinal coherence length and write (e.g. [185]):

2LL = Nλ = (N + 1)(λ−∆λ). (2.23)

For XPCS, X-rays with a high degree of coherence are necessary where ∆λ ≪ λ, which results
in N ≫ 1. With this, the second part of Eq. (2.23) can be rearranged using N ≈ λ/∆λ, which
is the inverse of the bandwidth. Insertion in Eq. (2.23) yields

LL ≈ 1

2

λ2

∆λ
. (2.24)

21



THEORETICAL CONCEPTS

The case of transverse coherence is depicted in Fig. 2.6(b) where waves with the same wave-
length λ propagate in directions that differ by an angle ∆ϑ. We define the transverse coherence
length LT as twice the distance between two neighboring points along one wavefront where the
wave is in phase with the second wave. Looking at the triangle on the right in Fig. 2.6(b), this
can be expressed by (e.g. [185]):

2LT =
λ

tan(∆ϑ)
. (2.25)

Again, we restrict our considerations to situations where ∆ϑ is small, and the approximation
tan θ ≈ θ holds. If the differences in the direction of propagation are caused by the spatial
extension R of the X-ray source at a distance D, we can also replace tan∆ϑ = R/D and Eq. (2.25)
becomes:

LT =
1

2

λ

(R/D)
=

λ

2

(
D

R

)
. (2.26)

The transverse coherence length is often split into a vertical and a horizontal part. Together with
the longitudinal coherence length, they span the coherence volume Vc. Typical coherence lengths
at the third-generation synchrotron source PETRA III are [200, 201]:

LL = 1− 5 µm, Lhor.
T = 10− 40 µm, Lvert.

T = 260− 280 µm.

2.2.3.2 X-ray Photon Correlation Spectroscopy

If (partially) coherent light is scattered from a disordered but static medium, the scattering
pattern consists of sharp fringes, so-called speckles [202–204]. This speckle pattern changes as
soon as the scatterers within the medium are moving. The concept of XPCS is to monitor these
fluctuations using second-order correlation functions. In the case of a detector with a single pixel
with a position matching the momentum transfer q⃗, this second-order correlation function of the
recorded intensities I(t) would be of the form

g(2)(q⃗, τ) =
⟨I(q⃗, t)I(q⃗, t+ τ)⟩t

⟨I(q⃗, t)⟩2t
, (2.27)

where ⟨⟩t denotes an average over the measurement time t. In XPCS experiments, large two-
dimensional detectors are employed, which increases the statistics of the correlation function. In
this case, regions of interest (ROIs) need to be defined, and an average ⟨⟩p over the pixels in the
ROI is introduced to the expression of the correlation function

g(2)(q, τ) =
⟨⟨I(q⃗, t)I(q⃗, t+ τ)⟩t⟩p

⟨I(q⃗, t)⟩t⟩2p
. (2.28)
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In our case, the ROIs will be concentric annuli around the position of the direct beam, which
is why we lose the information on the direction of q⃗ and replace q⃗ with the average momentum
transfer q of the ROI. For simplicity and readability, we will refer to q with q from now on. The
first order correlation function that corresponds to Eq. (2.28) is the g(1) function that correlates
the electric fields E(t):

g(1)(q, τ) =
⟨⟨E(q, t)E(q, t+ τ)⟩t⟩q

⟨⟨E(q, t)⟩t⟩2q
. (2.29)

It can also be expressed in terms of the structure factor introduced in Sec. 2.2.2 via g(1)(q, τ) =

S(q, τ)/S(q, 0) which illustrates the relation to the trajectories of the scatterers [22]. If the
statistics of the intensities are Gaussian distributed, as for partially coherent light, the g(2) and
g(1) function are related via the Siegert relation [205, 206]

g(2)(q, τ) = 1 + β|g(1)(q, τ)|2. (2.30)

The speckle contrast β considers the degree of coherence of the scattered light and is related to
the coherence volume [207, 208]. For fully coherent light, β is equal to unity.

An expression for the g(1) function that works well for most sample systems is a Kohlrausch-
Williams-Watts (KWW) expression that describes an exponential decay with a decay rate Γ and
an exponent k [209]:

g(1)(q, τ) = exp
(
−(Γτ)k

)
. (2.31)

Insertion into Eq. (2.30) gives:

g(2)(q, τ) = 1 + β exp
(
−2(Γτ)k

)
. (2.32)

Figure 2.7 displays the impact of the parameters β, Γ and k on the shape of the function. In
the semi-logarithmic plot, a variation of Γ causes a shift of the g(2) function along the time axis
while keeping the slope of the decay. The slope can be adapted through the parameter k while β

defines the intercept with the y-axis. All three parameters typically depend on the momentum
transfer q.

In the case of dynamics that are out of equilibrium, a description with g(2) functions obtained
like in Eq. (2.28) is not useful due to the averaging over the measurement time. Instead, we can
employ a two-time correlation function (TTC) [210]:

c(2)(q, t1, t2) =
⟨I(q⃗, t1)I(q⃗, t2)⟩p

⟨I(q⃗, t1)⟩p⟨I(q⃗, t2)⟩p
. (2.33)

For a specific value of q, a TTC is a two-dimensional map that is symmetric along the t1 = t2

diagonal. An example is shown in Fig. 2.8(a). Similar to the g(2) function, the values of the TTC
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Figure 2.7: Effect of variation of Γ, k or β on the shape of the g(2) function. The parameters that
are not varied are set to one. (a)The decay rate Γ is varied between 0.1 s−1 to 100 s−1, causing
a shift of the decay in time while keeping the slope in the semi-logarithmic representation. (b)
The KWW exponent k is varied between 0.5 and 2. The decay of the g(2) function gets steeper
upon increasing k. (c) The contrast β is increased from 0.2 to 1 leading to an increase of the
y-intercept.

vary between one and the speckle contrast β. We want to extract g(2) functions from the TTC to
apply KWW fits. Therefore, we use g(2) cuts that start at different waiting times tw = t1 = t2 on
the diagonal of the TTC such that the evolution of the system can be tracked by comparing cuts
from different waiting times. There are two directions in which the g(2) cuts can be extracted:
either horizontally parallel to one of the time axes or diagonally, perpendicular to the t1 = t2

diagonal [211]. In this work, we will employ the horizontal cuts as indicated by the arrows in
Fig. 2.8(a). The statistics of these g(2) cuts are increased by averaging along small bins along the
t2-axis (see Sec. 4.4.1 for details). Figure 2.8(b) shows the g(2) cuts from the TTC in (a) fitted
with a KWW expression.

2.2.4 Fingerprints of Dynamics in XPCS Results

XPCS measurements and the results from KWW-type fits introduced above can be used to
discriminate between different types of motions. In Sec. 2.1, we encountered the colloidal model
systems that display Brownian motion for non-interacting colloidal particles. In Sec. 2.2.4.1
below, we will approach Brownian motion from a mathematical point of view and derive features
of the g(2) functions obtained from systems that display Brownian motion. The other type of
dynamics relevant for this study is stress-relaxation motion, as it is encountered in gels or glasses.
This will be treated in Sec. 2.2.4.2.
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Figure 2.8: Example for TTC and how g(2) cuts are extracted. (a) TTC from a measurement
with 4000 frames recorded in 200 s. The width of the TTC along the t1 = t2 diagonal decreases
with increasing time, indicating an acceleration of the dynamics. The horizontal arrows indicate
some positions where the g(2) cuts are extracted in the horizontal direction. (b) g(2) cuts for
different waiting times tw. The colors match the colors from panel (a). The data points were
fitted with a KWW function (Eq. (2.32)).

2.2.4.1 Brownian motion

Non-interacting colloidal particles display a random motion called Brownian motion caused by
collisions with the thermally activated molecules of the solvent. The solvent molecules collide
with the colloidal particles on time scales of 10−14 s, which causes a rapidly varying force f⃗(t)

on the colloidal particle. The resulting movement of the colloidal particle happens on time scales
≥ 10−9 s. The velocity of the colloidal particle is v⃗ = p⃗/M where p⃗ is the momentum and M

the mass of the particle. This directional movement of the colloidal particle leads to systematic
collisions with the solvent molecules that can be approximated as a hydrodynamic friction force
because of the size difference between solvent molecules and the much larger colloidal particles
[68]. For the small velocities encountered in colloidal systems, this friction force is directly
proportional to the velocity of the particle ff (t) = −κp⃗(t)/M with the proportionality constant
[68]

κ = 6πη0Rp. (2.34)

Here, η0 is the shear viscosity of the solvent, and Rp is the radius of the colloidal particle. With
this, the equation of motion of the colloidal particle becomes [68]

dp⃗

dt
= −κp⃗/M + f⃗(t). (2.35)
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This kind of equation of motion with a fluctuating force is called Langevin equation [212]. Due
to the random nature of f⃗(t), it makes no sense to solve the above equation for a single colloidal
particle. However, making use of the separation of time scales between solvent molecules and
colloidal particles and the random orientation of the collision force, we can derive properties
averaged over all colloidal particles like the mean square displacement ⟨[r⃗(0)− r⃗(t)]

2⟩.
For times scales ≫ M/κ, the mean square displacement is proportional to the observation

time [18, 68]:
⟨[r⃗(0)− r⃗(t)]

2⟩ = 6D0t. (2.36)

D0 is the diffusion coefficient that is related to the temperature T and the viscosity of the
continuous medium η via the Stokes-Einstein relation [213]

D0 =
kBT

6πηRp
(2.37)

where Rp is the radius of the particle and kB the Boltzmann constant. The diffusion coefficient
is related to the decorrelation rate of the g(2) correlation function (Eq. 2.32) via

Γ = D0q
2 (2.38)

The distribution of the relaxation times is reflected in the KWW exponent that is k = 1 for most
diffusive systems [214], such that the g(2) function takes the form

g(2)(q, τ) = 1 + β exp
(
−2D0q

2τ
)
. (2.39)

for diffusive systems.

2.2.4.2 Stress relaxations

The dynamics observed in jammed systems like gels or glasses differ from the abovementioned
diffusive motion. These jammed systems are trapped in a state far from equilibrium, and the
relaxation towards equilibrium happens on long time scales beyond experimental times. In some
cases, a two-step decay is observed where the first decay represents the locally confined, diffusive
motion of the gel or glass constituents [65, 215, 216]. The decorrelation rates of the dominant,
slow decay observed in gel and glass systems are proportional to the momentum transfer Γ ∝ q

[27, 29, 215–220] while in diffusive systems Γ ∝ q2 holds (Eq. (2.38)). Therefore, the origin of the
gel dynamics must be other than diffusive. At the same time, the decay of the correlation function
in these glass or gel systems is steeper than exponential with KWW exponents of k ≈ 3/2 at low
q. This excludes that thermally activated formation or breaking of bonds is the driver for the
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dynamics as these rare and uncorrelated events would lead to a simple exponential decay with
k = 1 [215]. Another common feature in the dynamics of gels and glasses is a slow-down of the
dynamics as a function of waiting time, which is referred to as aging [221–223].

Here, we will briefly discuss the foundations of two related models that aim to explain the
anomalous dynamics observed in gels. The first model was published by Cipelletti et al. [215, 216]
who locate the origin of the dynamics in the shrinking of the gel (syneresis). This shrinking might
be induced by van der Waals forces reducing the inter-particle distance of the gel constituents
locally [215]. This shrinking is not isotropic because of the adhesion of the gel to the walls of the
sample environment, in our case, quartz capillaries. Instead, randomly distributed regions arise
where the sample is deformed due to local shrinking events that induce stress [215]. Because of
the elasticity, these deformations also affect the surroundings or the origin of the stress, which
can be expressed as a displacement field ∆R. If ∆R is expressed in powers of 1/r, the leading
term is of the order 1/r2 as the 1/r term corresponds to a point-like external source that is not
present in the system [216]. A general expression for the leading term of the displacement field
takes the form [216]:

∆R(t) = A(t)r−2. (2.40)

Close to the origin of the stress, the exponent might deviate from −2 due to higher multipole
contributions [216]. Equation (2.40) can be rewritten using the cluster size of the gel Rc and the
strain field e(t) as [215]:

∆R(t) ∝ e(t)R3
cr

−2. (2.41)

In the final step, Cipelletti et al. [215] derive the functional form of the correlation function by
calculating the probability that a particle is not displaced more than q−1 and thus contribute
to the correlation function. They find that the minimum distance from a stress source for this
contribution is:

rmin =
√

e(t)qR3
c . (2.42)

Together with the assumption that the stress sources are randomly distributed and that e(t) is a
linear function of time on intermediate time scales, the correlation takes the expected functional
form ∝ exp(−2(Γt)3/2) and Γ has a ballistic nature (Γ ∝ q) The aging behavior can be included
into this model by a more complex functional form of e(t) on longer time scales[216].

These arguments were substantiated by computations of Bouchaud and Pitard [224] on ran-
domly distributed stress dipoles in an elastic medium. In addition to the regime where the
structure factor scales with k = 3/2, they identify two regimes as the sample ages: one where
the KWW exponent is lowered to k = 5/4 and one regime where the Γ ∝ q scaling does not
hold anymore. With this, the exponential growth of 1/Γ and the subsequent saturation in an
aging glass can be explained, but it turned out to be challenging to match the different regimes
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to experimental time windows [224].

The model of randomly distributed stress dipoles is grounded on the assumption that the
scaling with k = 3/2 holds across the whole range of momentum transfers q, which was observed
in the q range accessed with dynamic light scattering experiments at that time. Dynamic light
scattering is the counterpart of XPCS using laser light. Duri and Cipelletti [65] extended the q

range towards higher q (q = 5.5 µm−1) and observed that towards higher q, the KWW exponent
decreases from k = 3/2 to k = 1. The same behavior was observed in an early XPCS experiment
with a q range up to 90 µm−1. This cannot be explained within the model introduced above, so
it was modified in the spirit of a continuous random walk model [225–227].

In this model, the continuous ballistic motion is replaced by a series of instantaneous discrete
displacement events that have the same amplitude [65]. We need to find an expression for the
degree of decorrelation that every step introduces. We call this function h and expect it to depend
on the momentum transfer q, the age of the sample tw and the time parameter τ of the correlation
function [65]. Both time parameters act on the degree of decorrelation h through the number of
events n that occur between tw and tw + τ such that we obtain h[q, n(tw, τ)]. With this, we can
express the intermediate scattering function f(q, τ) =

√
(g(2) − 1)/β as [65]

f(q, τ) =
∞∑

n=0

Pτ (n)h(q, n). (2.43)

The amplitude Pτ (n) is the probability that n events occur in the scattering volume during the
time τ . For the computation of the g(2) function, we need to find expressions for Pτ and h. We
assume that the displacement events are independent of each other such that the easiest form for
Pτ is a Poisson distribution:

Pτ (n) = exp(−γτ)(γτ)n/n!. (2.44)

Here, γ is the rate of the relaxation events such that 1/γ is the mean time between two events
[228].

For the expression of h, we recall the displacement field ∆R⃗ introduced in the first model in
Eq. (2.40). With this, the degree of decorrelation can be expressed as [65, 229]

h(q,N) = ⟨exp(−inαq⃗ ·∆R⃗)⟩ (2.45)

where ⟨· · · ⟩ denotes the average over all particles and all directions of q⃗. The exponent α needs
to be adapted to the nature of the particle’s motion [65, 228]. The case α = 1 represents ballistic
motion, where all N displacements are oriented in the same direction. With this, we can express
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Figure 2.9: Calculated g(2) functions according to the random walk model for stress relaxations.
Here, we modeled N = 200 relaxation events with a rate γ = 120. (a) g(2) functions for twelve
values of qδ indicated by the different colors. Solid lines are fits with KWW functions (Eq. (2.32)).
(b) Fit results for KWW exponents k. (c) Fit results for decorrelation rate Γ normalized to the
rate of relaxation events γ and qδ.

h in terms of the probability distribution function (PDF) of the particle displacements [65, 229]:

h(n, q) =

∫
PDF(∆R⃗) exp

(
inq⃗ ·∆R⃗

)
. (2.46)

Recalling the assumption from the first model that the displacements are caused by local rear-
rangements of the gel that cause dipolar stresses, the expression for h becomes [65]:

h(q, n) ≈ exp(−(qnδ)ζ), (2.47)

where δ is the average displacement of a single relaxation and the parameter ζ can be adapted
to get the right decay of the PDF. Caronna et al. used a simple Gaussian distribution for ∆R⃗

and obtain the ζ = 2 case of Eq. (2.47) [228]

h(q, n) ≈ exp(−(qnδ)2). (2.48)

For our computation we will use this expression for h(q, n) such that the correlation function
becomes:

g(2)(q, τ) = 1 + β

(
N∑

n=0

exp(−γτ)(γτ)n

n!
exp(−(qnδ)2)

)2

. (2.49)

In Fig. 2.9 we compute Eq. (2.49) for twelve values of qδ between 0.01 and 1. We assume N =

200 consecutive relaxation events occurring with a rate γ = 120 s−1. The resulting correlation
functions are fitted with a KWW function (Eq. 2.32). Fig. 2.9(b,c) shows the results for the fit
parameters Γ and k, which will be used later in the interpretation of the fit results of the egg
white. It can be seen that in this random walk model for stress relaxations, the g(2) function
agrees with a compressed exponential form k > 1 as expected.
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2.3 Radiation effects

X-rays can also interact with matter in ways other than elastic scattering, potentially altering the
sample’s structure and/or dynamics. These additional interactions are the photoelectric effect,
Compton scattering, pair production, and photodisintegration [230], and their relevance depends
on the energy of the scattered X-rays and the absorbing material. In the case of water and X-ray
energies of ≈ 10 keV, the dominant processes besides elastic scattering are the photoelectric effect
and Compton scattering.

The photoelectric effect is the dominant process at low X-ray energies. The X-ray photon gets
absorbed by one of the bound electrons in the material, leading to an ejection of this electron.
The photon energy is used to overcome the binding energy, and the rest is converted into kinetic
energy of the now free electron. The atom is left with an excited hole in the shell where the
electron was before, and this excitation is released via a combination of characteristic X-ray
radiation and Auger electrons [231]. In the end, the absorption of a single photon often leads
to the emission of two or more electrons. The cross-section of the photoelectric effects increases
dramatically as soon as the photon energy exceeds the binding energy of a specific shell of the
atom, resulting in sharp material-specific absorption edges (e.g. [230]).

With increasing X-ray energy, the probability of incoherent or Compton scattering increases.
Here, the X-ray photon transfers some of its energy to one of the loosely bound electrons in the
outer shell and gets scattered at an angle Θ [232]. Due to the energy loss, the wavelength of
the X-ray photon is increased by an amount ∆λ = λc(1 − cosΘ), where λC = 0.0024 nm is the
Compton wavelength [233]. The electron is ejected as well.

To quantify the amount of X-ray photons that interact with a material of thickness z, we use
the Lambert-Beer law [234, 235]:

I(z) = I0e
−µz, (2.50)

where µ is the attenuation coefficient. As the attenuation depends strongly on the density of
the medium, the mass attenuation coefficient, which is the attenuation coefficient divided by
the density ρ, is the more fundamental quantity [230]. Figure 2.10 shows the mass attenuation
coefficients for photoelectric effect/absorption, elastic, and Compton scattering. Our experiments
were performed with a photon energy of 8.54 keV, where the photoelectric effect is the dominant
process.

The relevant quantities for further consideration are the amount of energy that is deposited
per sample mass, the dose D, and the rate of that energy deposition, the dose rate D that are
linear functions of the incident photon flux F .
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Figure 2.10: Mass attenuation coefficients in water for the three dominant processes of X-ray
matter interactions at photon energies between 1 keV and 1 MeV. The vertical line indicates the
energy of 8.54 keV at which the experiment was conducted. The mass attenuation coefficient for
absorption does not display any discontinuities in this energy range as the K-shell binding energy
is at ≈ 0.5 keV [230]. Data taken from [236].

31



THEORETICAL CONCEPTS

2.3.1 Flux and Fluence

The amount of radiation effects is strongly dependent on the amount of X-ray photons that are
used for illumination. These can be expressed in terms of the photon flux F or the photon fluence
Φ. The photon flux F is the number of photons Nph that impinge on the sample per time interval
t and is given in units of photons per second:

F =
Nph

t
. (2.51)

A typical photon flux at a coherence beamline of a third-generation synchrotron is of the order of
1010 ph s−1. The photons are collimated into a beam that illuminates an area A on the sample.
To compare radiation effects among different experiments with different beam sizes, it makes
sense to express results in terms of the photon fluence, which is the photon flux normalized to
the area A of the beam:

Φ =
F
A
. (2.52)

In experiments, the photon fluence is usually not homogeneous over the illuminated area but
follows a Gaussian beam profile [60]. The photon fluence on the sample can be reduced by
inserting material between the X-ray source and sample such that the number of photons is
reduced according to the Lamber-Beer law (Eq. 2.50).

2.3.2 X-ray Dose

The X-ray dose is the amount of energy E that is transferred from the X-ray photons to a sample
of mass m,

D =
E

m
, (2.53)

and has units of Gray (1Gy=1 J kg−1). In an X-ray scattering experiment, the dose after an
exposure of texp of the sample to a photon flux F is given by [237]:

D =
texpFE(1− T )

V ρ
=

texpΦE(1− T )

zρ
, (2.54)

where E is the photon energy and V = A× z is the illuminated sample volume. A is the area of
the X-ray beam which is 100 µm× 100 µm in our experiment and z is the thickness of the sample
which is ≈ 1.5mm. Because of the high water content of the egg white, we will approximate
the X-ray absorption of egg white with that of water. T is the transmission, that is T = 0.28%

for 1.5mm of water and 8.54 keV X-rays. As sample density ρ we use the density of water
ρ = 1000 kgm−3.
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2.3.3 X-ray Dose Rate

Besides the total amount of energy deposited in the sample volume, the rate of energy deposition
might also be decisive for minimizing the effects of X-ray radiation on the sample. This is
described by the dose rate D that is the dose D divided by the exposure time texp:

D =
FE(1− T )

V ρ
=

ΦE(1− T )

zρ
=

D
texp

. (2.55)

The unit of the dose rate is Gy s−1.

2.3.4 Radiolysis and Radicals

As water is the largest fraction in egg white samples, the decomposition of water molecules
due to ionizing radiation (radiolysis) is important for understanding beam effects on egg white.
Radiolysis encompasses a variety of processes that take place on different time scales [238]. The
starting point is the ionization and excitation of an atom as described in Sec. 2.3, which happens
on the femtosecond scale. During the relaxation of these excited states, charged particles with
high velocities are generated (fs to ps). The reactions of these particles are divided into two
groups: non-homogeneous and homogeneous reactions [239–242]. In the non-homogeneous case
that sets in earlier (≈ ps), the reactions of the particles are clustered around the track of the
initial particle and build so-called "spurs". The homogeneous reactions are those initialized by
particles that diffuse away from the spur, which is observed between 10−10 and 10−6 s.

To account for the non-homogeneity of the radiolysis reaction, the linear energy transfer (LET)
for ionizing particles was introduced, which is the energy deposited per path length −dE/dx.
One can distinguish low-LET radiation like γ-rays and X-rays that distribute their energies along
long spurs from high-LET radiation (α particles, heavy ions) with LET values in the range
1MeVmm−1 to 100MeVmm−1 [243, 244]. The latter confine their effects to small regions where
a high amount of energy is deposited.

During these radiolysis processes, electrons with an energy of ≤ 100 eV play a key role. This
is due to the oscillator strength distribution of the valence electrons that peaks around 30 eV

and practically vanishes above 100 eV [238]. Accordingly, the "G value" was defined as the
yield of radiochemical species per 100 eV of absorbed energy. Theoretical predictions of these
yields are somewhat difficult as the first-order Born approximation does not hold at these low
electron energies [245]. But some Monte Carlo simulations [246, 247] predict rates for the different
radiochemical species as discussed below.

The species that are generated in the radiolysis of water can be summarized as [248]:

H2O
ionizing radiation→ e−aq,HO•,H•,HO2•,H3O

+,OH−,H2O2,H2. (2.56)
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More details on the reactions involved can be found in the review of Garrett et al. [238].
In the equation above, the dot • represents an unpaired electron [249], which makes the

respective species exceptionally reactive. These highly reactive species are also referred to as
radicals [249]. For low-LET radiation like X-ray photons, the yield of the molecular products
H2O2 and H2 significantly beyond the microsecond timescale as they tend to recombine with the
radicals into water another radical via the reactions [248, 250, 251]:

HO •+H2 → H2O+H•, (2.57)

H •+H2O2 → H2O+HO•. (2.58)

We will focus our consideration on the yield of the highly reactive HO• hydroxyl radicals on the
timescale beyond microseconds as they are most likely to diffuse to the proteins of the egg white
and change their structure and/or dynamics. For 8.54 keV the Monte Carlo simulations give
hydroxyl yields of ≈ 2 radicals per 100 eV on the microsecond time scale [246, 247]. With these
numbers, we will later derive estimations on radical densities necessary to induce radiation-driven
dynamics in the different egg white sample systems (Sec. 7.2).

2.3.5 Radiation Effects on Proteins

This section reviews findings on X-ray radiation effects on proteins in aqueous solutions and
protein crystals. This might help to understand the effects on proteins in a gel network, where
a considerable amount of water is bound in the mesh-like structure. In the water content of
the samples, the irradiation with X-rays leads to the generation of free radicals as described in
Sec. 2.3.4. These radicals diffuse through the sample and attach to the backbones or the side
chains of the proteins [252]. These radical-activated proteins are likely to form aggregates with
other activated proteins through covalent or non-covalent bonds [253]. These processes can be
tracked with the fluorescent biomarker tyrosine that indicates oxidative stress to proteins as it
is induced by radiation [254]. An increased level of dityrosine is also associated with various
diseases such as eye cataracts, Alzheimer’s, or Parkinson’s disease [255, 256].

The investigation of a highly crowded protein solution of α-crystallin revealed that the dy-
namics of the proteins on the molecular scale are accelerated with increasing dose rate, while
dose can both, accelerate and slow-down the dynamics depending on how close the sample is to
a glass transition [60]. This behavior is explained via the formation of covalent links between
the protein radicals, that cause displacements to other proteins due to the dense packing of the
proteins.

In a crystal environment, structural changes to the proteins itself are observed. These are the
breaking of disulfide bonds and increasing B factors and unit cell volumes [257].
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Experimental Realization

This chapter presents details on the experiments, starting with a general description of the P10
coherence applications beamline in Sec. 3.1. Details on the configuration used for our experiments
are given in Sec. 3.2 followed by details on the preparation of the egg white samples in Sec. 3.3.
In Sec. 3.4, the signal-to-noise ratio (SNR) is introduced as a measure for the feasibility of an X-
ray photon correlation spectroscopy experiment. This is the basis for the different measurement
schemes described in Sec. 3.5.

3.1 P10 Coherence Applications Beamline

The USAXS-XPCS experiments were conducted at the P10 Coherence Applications Beamline at
the PETRA III storage ring at Deutsches Elektronen-Synchrotron (DESY) in Hamburg. Fig-
ure 3.1 summarizes the main technical components explained in the following. This section is
based on the P10 Coherence Beamline User Guide [258].

The source of X-rays for the P10 beamline is a 5m long U29 undulator that provides X-ray
radiation with a brilliance of [259]:

B = 4× 1020 s−1 mm−2 mrad−2 (0.1%BW)−1. (3.1)

The beam is shaped using two sets of slits (PS1 and PS2 in Fig. 3.1). In the optical hutch (OH),
the bandwidth of the beam is reduced in the standard PETRA III high heat load monochromator.
In the next step, the beam is reflected horizontally by two flat X-ray mirrors (M1, M2), which
suppresses the higher harmonics generated in the undulator. In the first experimental hutch
(EH1), the beam is focused on the sample using compound refractive lenses (CRL). An X-ray
shutter with a minimum closing time of 0.1 s can be used to adapt the sample’s illumination and
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Figure 3.1: Layout of the P10 Coherence Applications Beamline at the PETRA III storage ring.
The beam is prepared in the optics hutch (OH) before passing through the first and second
experimental hutch (EH1, EH2). The components that are most relevant for our USAXS-XPCS
experiment are the undulator (U29), power slits (PS1, PS2), a high heat load monochromator
(HHM), two mirrors (M1, M2), guard slits (G1, G2), the sample stage that is placed in the EH1,
and the detector (D) at the end of the beamline in EH2. (Figure taken from [258])

reduce the dose.

Figure 3.2 shows a photo of the experimental setup in the EH1. The incident beam approaches
the sample from the right side of the photo. The capillaries with the samples are placed in a
Linkam stage that enables temperature control, which was not used to measure radiation effects.
The Linkam is enclosed by a box with a constant nitrogen flow that prevents condensation on
the Linkam stage during cooling. Behind the sample stage, the scattered beam is guided into the
EH2, where the detector is placed.

3.2 Experimental Setup

The experiment was realized in the ultra-small angle X-ray scattering (USAXS) geometry where
the sample is placed in the EH1, and the detector is placed 21.2m downstream in the EH2. The
two-dimensional detector is an EIGER X 4M with a pixel size of 75 µm× 75 µm and 2070× 2167

pixels in total. With this setup, the accessible range in momentum transfer at a photon energy
of 8.54 keV is q ∈ [0.006, 0.02]nm−1 where the limits are determined by the diameter of the flight
tube between EH1 and EH2 and the size of the beam stop that is inserted to block the direct
beam. Figure 3.3 shows a section of a typical scattering pattern recorded by the detector.

The EIGER X 4M detector can be operated at 750Hz [260] which corresponds to a minimum
exposure time of texp ≈ 0.0014 s. The readout of the data takes a few microseconds, such that it
is negligible compared to the exposure time. The X-ray shutter that is controlled by the detector
allows for added delay times without X-ray exposure of 0.1 s and higher, but this option is not
used in our experiment. The number of frames recorded in one series is limited by the internal
storage of the detector and should be kept below ≈ 8000 frames. Longer exposures can be realized
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Figure 3.2: Picture of the experimental setup in the first hutch (EH1) where the samples are
placed. The sample holder is a Linkam temperature control stage placed in a box with constant
nitrogen flow.

by taking more than one series on the same sample spot. Between two series, there is a dead
time of up to eleven seconds for file storage [261].

The sample thickness must be balanced between high absorption of X-rays in very thick
samples and a low probed volume in very thin samples. The optimum sample thickness was
found to be such that the transmission T of the sample is the inverse of Euler’s number [262]:

T =
Itransm.

Iinc.
= e−1 ≈ 0.35. (3.2)

The transmission and the optimal sample thickness depend on the atomic scattering factor and,
thereby, on the photon energy (Eq. 2.12). Assuming that the egg white’s absorption is comparable
to that of water, the optimal sample thickness would be 1.3mm for 8.54 keV X-rays [263]. Our
samples were filled in quartz capillaries with diameters between 1.4mm to 1.5mm, which is close
to the optimal sample thickness and fits the hole of the Linkam stage sample holder.

The size of the X-ray beam on the sample was set to Abeam = 100 µm× 100 µm as this large
beam size reduces the energy that is absorbed per sample volume and, thereby, the dose rate D .
Together with the sample thickness of zsample ≈ 1.5mm the irradiated Volume Virr becomes

Virr = Abeam × zsample = 100 µm× 100 µm× 1.5mm (3.3)

We neglect absorption in the capillary walls and assume a flat beam profile. The highest available
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Figure 3.3: Typical scattering pattern from cooked egg white on the EIGER X 4M detector. The
right half shows the intensity from a single frame, and in the left half, the intensity is integrated
over the whole series (200 s).

flux on the sample in our setup is

F0 = 6× 1010 ph s−1. (3.4)

It can be reduced by inserting a number of silicon wafers with a thickness of 25 µm before the
sample. At a photon energy of 8.54 keV, each silicon wafer attenuates 26.7% of the flux such
that the reduced fluence after n absorbers is

Fred(n) = F0 × (1− 0.267)n. (3.5)

Dividing the X-ray flux by the irradiated area Abeam gives the X-ray fluence Φ (Eq. 2.52). At the
P10 beamline, only certain combinations of silicon wafers n are allowed. Table 3.1 lists the first
ten values for n with the corresponding fluxes and fluences. The dose rate given in the fourth
column is calculated using Eq. (2.55) with the transmission and density of water.

3.3 Sample Preparation

We purchased organic hen eggs for the egg white sample preparation at a local supermarket. Due
to the time that passes between the laying of the egg and the arrival at the supermarket, we
expect a significant fraction (≥ 50%) of the ovalbumin protein component to be present in the
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Table 3.1: Reduced fluxes and fluences for different absorber configurations and resulting dose
rate on a water equivalent sample. n - number of 25 µm Si wafers inserted to attenuate the beam;
Fred. - incident flux; Φred. - fluence on sample; D - dose rate. Fluence and dose rates are rounded
to one significant digit in the text.

n Fred.(ph s−1) Φred.(ph s−1 nm−2) D(kGy s−1)

0 6× 1010 6 4
1 4.4× 1010 4.4 2.9
2 3.2× 1010 3.2 2.1
4 1.7× 1010 1.7 1.1
6 9× 109 0.9 0.6
8 5× 109 0.5 0.3

12 1.4× 109 0.14 0.09
16 4× 108 0.04 0.03
18 2× 108 0.02 0.01
24 3× 107 0.003 0.002

more heat-stable S-ovalbumin form at that time [264].

The sample preparation was done in the P10 preparation laboratory. All samples within one
set of measurements were prepared from the same hen egg. To access the egg white, the egg shell
is cracked, and the egg white and egg yolk are put into a Petri dish. If the egg yolk is damaged
during this transfer, it must be repeated with a different egg to avoid mixing the yolk and white
components. Egg white consists of two fractions, the thin and the thick egg white, with different
levels of ovomucin. This causes the gelling properties of thin and thick egg white to be different
[265]. In this study, we focus on the gelling of the thin egg white, which is separated from the
thick component and the egg yolk, using a pipette with a 10mL tip.

For the first data set, the egg white was prepared with 50mmol of sodium chloride (NaCl,
ordered at Merck, Germany). The basis is a stock solution of purified Milli-Q water with 2mol

NaCl from which a small amount is mixed with the egg white to achieve the desired concentration
of 50mmol. The egg whites that are used for measuring data sets two and three are prepared
without adding NaCl.

All egg white solutions are filled into quartz capillaries with a diameters of 1.4mm to 1.5mm

(WJM-Glas Müller, Germany). The transfer from the beaker into the capillaries is done using
long syringe needles with a diameter of 0.8mm that are attached to 1mL syringes. Tiny air
bubbles emerging in this procedure are removed by shaking the capillary manually. Afterward,
the capillaries are sealed with parafilm and kept in the fridge at 5 ◦C.

Before cooking, the capillaries with the samples are left at room temperature for about 30min.
The samples for dataset one are cooked with a temperature-controlled Linkam stage installed at
the beamline, while the samples for datasets two and three are cooked in a water bath in the
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preparation laboratory. The heating rate of the Linkam stage is set to 150Kmin−1 and the
capillaries are heated for ≈ 40min followed by cooling to 22 ◦C with the same rate. After 12min

at 22 ◦C, the measurements on radiation effects are started with the sample in the Linkam stage.
For datasets two and three, the samples are cooked in a water bath in the preparation laboratory
to use the measurement time more efficiently. Figure. 3.4 shows the cooking setup. The water is
stirred with a magnetic stirrer at 200 rpm and the temperature of the water bath is cross-checked
with an external thermometer that gave a deviation of ≈ 1 ◦C towards lower temperatures. The
capillary is held by a pair of tweezers such that the angle between the surface of the water and
the capillary is ≈ 30◦ to 40◦ (Fig. 3.4(a,c)). We found that this is the best compromise between
cooking the capillary horizontally, where lots of air bubbles are forming along the upper edge,
and cooking the capillary vertically, where the observed dynamics depend on the position of the
spot on the capillary where the measurement is performed. This might be due to gravitational
effects on heavier gel parts. The top part of the capillary that is sealed with Parafilm is kept
above the surface of the water (Fig. 3.4(c)). The cooking time in the water bath is 40min as
well, but in contrast to the Linkam setup, the capillaries are left at room temperature for about
one hour before being measured. For experimental reasons, the sample environment during the
measurement was a Linkam stage as well, but the temperature control was turned off to avoid
vibrations on the sample.

The cooking duration of 40min was chosen to facilitate the comparison of earlier work on
XPCS with egg white by Begam et al. [54, 55] and turned out to match the cooking duration for
microscopy on cooked egg white performed by Bonilla et al. [184]. If the cooking temperature ex-
ceeds the denaturation temperature of a protein component, the fraction of denaturated proteins
increases with time and with temperature. The last protein that denaturates in the egg white is
(S-)ovalbumin, which starts to denaturate around 70 ◦C. The plot in Ref. [266] shows that after
40min at 80 ◦C, almost the whole ovalbumin content is expected to be denaturated. All cooking
environments and temperatures for the different data sets are summarized in table 3.2.

Table 3.2: Overview on sample preparation for different beamtimes/data sets.
data set beamtime ID cooking environment NaCl temperatures (◦C)

1 II-20210008 Linkam stage 50mmol 70,75,78,80
2 I-20211600 water bath 0mmol 60,65,68,70,73,75,78
3 I-20210097 water bath 0mmol 50-85
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Figure 3.4: Setup for cooking egg white samples in the water bath. (a) Side view with a capillary
in front of the heating stage. (b) Top view with a magnetic stirrer and temperature sensor. (c)
Sketch of a side view: the top part sealed with Parafilm is above the surface of the water.

3.4 Feasibility of XPCS Experiments

The feasibility of an XPCS experiment can be determined by calculating the signal-to-noise
ratio (SNR) that is given by [19, 26, 267]:

RSN = β × Ipix ×
√
Npix ×Nfr ×Nrep. (3.6)

and thus depends on the speckle contrast β, the intensity per pixel Ipix, the number of pixels
Npix, frames Nfr and repetitions Nrep.

The speckle contrast β contains information on the coherence of the beam and how the size
of the speckles matches the size of the detector pixels [19]. β depends on the the momentum
transfer q and can be determined by measuring XPCS on a static sample. We used an Aerogel
sample which gave contrasts of 10.6% at q = 0.006 nm−1 and 9.7% at q = 0.02 nm−1.

Ipix is the mean intensity per pixel per frame in units of photons. For samples that are not
scattering many photons, Ipix can be increased by increasing the exposure time texp per frame
on the cost of temporal resolution of the measurement. The upper limit for Ipix is given by the
count rate of the detector that is 5× 108 ph s−1 mm−2 for the EIGER X 4M [268].

Npix denotes the number of detector pixels per q-region of interest (ROI). In our analysis

41



EXPERIMENTAL REALIZATION

setup, we define twelve ROIs as concentric annuli around the beam stop from q = 0.006 nm−1 to
q = 0.08 nm−1. The first five rings have a width of 0.002 nm−1 while the rings at larger q have a
width of 0.006 nm−1 to compensate for the lower photon count rates at high q. Accordingly, the
number of pixels increases from Npix ≈ 400 at q = 0.006 nm−1 to Npix ≈ 100000 at q = 0.03 nm−1

Nfr is the number of frames within one series from which the intensities are correlated. In our
experiment, this is limited by the memory of the detector. Therefore, keeping Nfr below 8000
is recommended. A high number of frames also increases the time for calculating correlation
functions.

Moving the direct beam by twice the beam size after each irradiation is a common practice to
avoid radiation effects on neighboring spots. Together with our large beam of 100 µm × 100 µm
the number of measurement spots on the capillary is limited. This also restricts the number of
repetitions of each measurement Nrep, which is why we perform only a single measurement per
temperature and fluence.

3.5 Measurement Protocols

This section introduces the different measurement protocols that were used in the three experi-
ments.

3.5.1 Standard Measurement

In all three beam times, we performed the same kind of measurement, which we will call the
standard measurement. With that, we record the effects of dose D, dose rate D , and preparation
temperature Tprep simultaneously. In a standard measurement, we record one XPCS series per
fluence/absorber configuration in table 3.1. We start with the lowest fluence to reduce radiation
effects on neighboring measurement spots caused by radicals diffusing in the sample. At the
lowest fluences, the photon yield on the detector Ipix in Eq. (3.6) is low, which we compensate
by rather long exposure times (texp ≈ 0.5 s). With increasing fluence, we can reduce the exposure
time and increase the number of frames for better resolution at the same SNR. Table 8.1 in the
appendix shows typical combinations of absorbers, texp and Nfr.

For high fluences Φ ≥ 5× 109 ph s−1 nm−2, we record two series per fluence: one with a short
exposure time texp = 0.005 s to resolve effects of low doses and one with a longer exposure time
texp = 0.04 s to reach high doses without increasing the number of frames above the memory
capacity of the detector.

These standard measurements were recorded on all three sample sets approximately one hour
after the sample preparation at Tprep (Table 3.2.)
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3.5.2 Dose Effects

The second type of measurement is designed to disentangle the effects of the dose from those
of the dose rate. To achieve this, we irradiate a single spot on the sample with a low dose rate
(D ≤ 0.03 kGy s−1) for times on the scale of hours. These measurements were performed with
samples prepared at 68 ◦C and 75 ◦C from sample set two and the 65 ◦C, 70 ◦C, 75 ◦C, and 80 ◦C

samples from data set three.

3.5.3 Dose Rate Effects

To explore the nature of the dose rate effects, we performed a third type of measurement inspired
by experiments of Ruta et al. on oxide glasses [56]. There, the fluence, and thereby the dose rate,
on the sample are changed during the recording of a series of detector frames. At P10, it was at
the time of the experiment not foreseen to change the absorber during a series, so we split the
measurement into several series on the same spot with a change of absorbers between the series.
We start with a low fluence/dose rate, comparable to the ones from the dose-effect measurement,
and switch to increasingly higher dose rates, always returning to the initial fluence/dose rate in
between to track changes in the dynamics. These measurements were performed on the 57 ◦C,
65 ◦C, 70 ◦C, 75 ◦C, and 80 ◦C samples from data set three. A typical sequence of absorbers,
exposure times, and number of frames is given in Table 8.2.

3.5.4 Aging Effects

Gels and glasses relax very slowly towards equilibrium, which is called aging of the gel/glass [215,
269, 270]. It is necessary to investigate how the time scales of these aging effects compare to
the time scales of measurements that aim for other effects like radiation effects. Therefore, we
performed some aging studies on the samples prepared at 70 ◦C and 80 ◦C from data set one. The
measurement is very similar to the standard measurement. However, we record three consecutive
series per fluence/dose rate to see if there are differences on the time scale of several hundred
seconds. In addition, we add standard measurements on the same samples three and six hours
after the first measurement to investigate aging effects on the time scales of hours.
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Chapter 4

Data Handling

Because of the large 2D detectors and the long time series, X-ray photon correlation spectroscopy
(XPCS) experiments can create data amounts on the order of terabytes and more, especially at X-
ray free electron lasers where the exposure times are short. Currently, there are combined efforts
in the scientific community to make data findable, accessible, interoperable, and reusable (FAIR)
[271] to increase the efficiency of scientific research. In this chapter, we will see how XPCS data
are stored at the P10 coherence applications beamline (Sec. 4.1), how metadata are organized
(Sec. 4.2) and how the data are processed (Sec. 4.3). Details on the data analysis are given in
Sec. 4.4. A structure for the joint storage of metadata and processed data and results is presented
in Sec. 4.5.

4.1 Raw Data Format and Storage Structure

An XPCS experiment requires the recording of a time series of scattered intensities, which is
nowadays done with large 2D detectors. The EIGER X 4M detector used in this study consists
of eight detector panels with more than four million pixels in total. A typical XPCS series consists
of a few thousand frames, so a few billion photon count values need to be saved for every series.

In the P10 file storage location, one folder is created per data-taking command where all the
data are saved. The folder name starts with a user-given string and is automatically extended
by an integer that is incremented for every new data-taking command. Within this folder, there
is one sub-folder for every detector that recorded data and an additional file with the extension
.fio where parameters from the beamline are saved, like, for example, the sample-to-detector
distance, properties of the detector, and the photon energy.

There are two commands for recording a series of detector frames at P10: the series command
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and the scan command. The series command takes the number of frames, the exposure time,
and the delay time as input and records a single XPCS series. The scan command can be used
for recording the same XPCS series on different sample positions to increase statistics or test the
homogeneity of the sample. In addition to the arguments of the series command, it takes the
name of one of the sample motors, an upper and lower limit for the movement, and the number
of spots in that range. Both commands return a three-dimensional array for every spot where
the photon counts are stored; these are stored in the sub-folder of the respective detector. The
format is the hierarchical data format 5 (HDF5) which allows to store several data arrays next
to metadata in a single file with a tree-like organization. This option of adding data is currently
not used. Instead, the raw data files are complemented by a batchinfo file and a master file.

From the batchinfo file, information like the number of frames, exposure time, and the position
of the beam center on the detector can be extracted. The master file contains more detailed
information on the detector elements or can be used for saving positions of sample stages with
more complex orientations, which is not necessary for our setup. We will mainly access the raw
scattering data and the meta data that are used for matching detector pixels and momentum
transfer values.

Our setup contains a Linkam temperature control stage. Its temperatures are automatically
written in a separate log file every two seconds, together with a time stamp. This allows the
reconstruction of the temperature during the experiment.

4.2 Meta Data Storage

Not all metadata are stored in the online P10 data storage. In addition, there are usually two
logbooks that need to be maintained by the experimenting group: one hand-written logbook
where all measurements, sample/setup changes, and irregularities are reported in chronological
order. These log books are stored at the beamline and must be scanned at the end of the
experiment.

The second logbook is typically an online folder shared among the participants of the exper-
iment. It may contain more details on the sample preparation, a table with all measurements,
code snippets for the data analysis, or preliminary plots of the recorded data.

In order to make data FAIR, one would need to collect all the information from the logbooks
and the beamline metadata and store them together with the raw data. As the raw data of typical
XPCS experiments with a duration of four days easily reach terabyte sizes, it is worthwhile to
consider to what extent processed data could replace raw data without lowering the data quality.
Some basic data processing steps are introduced in the next section.
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Figure 4.1: Scattering pattern from cooked egg white recorded with the EIGER X 4M detector.
Features that need to be masked before analysis: the region between single detector panels, beam
stop, hot/warm/dead pixels, slit scattering, and the shadow of the flight tube.

4.3 Data Processing

Before calculating correlation functions or ultra-small angle X-ray scattering (USAXS) profiles,
we need to mask some detector artifacts and identify regions of interest (ROIs).

4.3.1 Detector Masking

We record our data with a two-dimensional EIGER X 4M detector. Figure 4.1 shows some raw
scattering data integrated over time where several artifacts are visible that need to be masked to
obtain meaningful data.

The EIGER X 4M detector consists of eight modules that are arranged in a 2×4 grid. Between
the detector modules, there are some rows/columns where no data are recorded and that need
to be masked away. Each module consists of eight quadratic readout chips with 256× 256 pixels
[272], and the edges of these readout chips must also be masked. The direct X-ray beam is blocked
by a beam stop as the high photon counts from the direct beam would harm the detector. In
addition to the shadows of the circular beam stop and its horizontal holder, there is a shadow
from the flight tube that connects the two experimental hutches, limiting the q range in the
USAXS geometry. All these shadows are marked as bad pixels in our mask. The coherent part
of the X-ray beam is selected using pairs of slits. The scattering from these slits causes intense
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scattering in the vertical and horizontal directions close to the direct beam. We mask these
intense streaks and extend this mask of the horizontal and vertical scattering to the edges of the
detector (Fig. 4.2).

Other artifacts are hot, dead, and warm pixels of the detector. Hot pixels pretend to detect
photons in every frame and can be identified by masking all pixels with high counts in a data
set with a low scattering intensity. Dead pixels no longer count photons and can be identified
in the reverse way by masking all pixels with no photon counts in a strongly scattering sample
like aerogel. Warm pixels are the most difficult to detect as they overestimate the photon count
but are not counting all the time. They cause a sharply defined peak in the integrated scattering
curve and can be identified by being significantly brighter than their neighbor pixels. Currently,
one warm pixel is on the EIGER X 4M detector at P10.

The mask for this study is created with the drawmask tool from the pyFAI (python fast
azimuthal integration) library, which contains tools for masking different shapes. There are two
conventions for the definitions of the mask. Most X-ray analysis libraries mark the pixels to be
ignored by one and the intact pixels by zero. The X-ray analysis software for XPCS data (Xana)
[273] that we use requires masks where the good pixels are marked as one and the bad pixels as
zero, which has the advantage that masking can be done as a multiplication of the intensity with
the respective mask.

4.3.2 ROI Definition

The calculation of the g(2) function (Eq. (2.28)) contains an average over pixels that is useful to
increase statistics. In our transmission geometry, together with the randomly oriented proteins
and protein gels, we expect a scattering pattern that is azimuthally symmetric around the position
of the direct beam. We can, therefore, sacrifice the information on the direction of q and gain
statistics if we define our q-ROIs as concentric annuli around the direct beam. The twelve annuli
used in this study are shown in Fig. 4.2 together with the final detector mask.

The q-ROIs cover a q range from 0.006 nm−1 to 0.08 nm−1 which corresponds to length scales
of ≈ 0.1 µm to 1 µm to catch the dynamics of the gel network. The five annuli at the lowest q

have a width of δq = 0.002 nm−1 which is increased to δq = 0.006 nm−1 for the annuli at higher q
to compensate the lower photon statistics with more pixels. In total, the q-ROIs cover 4.4× 106

pixels which is < 10% of the pixels of the EIGER X 4M. Consequently, the data storage volume
for XPCS data could be reduced significantly by storing only the time-resolved intensities in the
q-ROIs.
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Figure 4.2: Scattering pattern after masking. The twelve regions of interest are highlighted in
red. The mean momentum transfer q for every region is indicated on the color bar.

4.3.3 Xana Working Principle

The processing of the raw data and the calculation of scattering profiles and correlation functions
are done with Xana [273]. Xana can handle the storage structures and detectors of the P10
beamline at Deutsches Elektronen-Synchrotron (DESY) and the ID02 and ID10 beamlines at the
European synchrotron radiation facility (ESRF), which are the established beamlines for XPCS
experiments at European synchrotrons.

Having created a mask file, which can also be done within Xana, the next step is to create a
setup file where the q-ROIs are defined. Here, the metadata need to be inserted that are needed
to convert pixel position into momentum transfer like photon energy, beam position, and sample-
to-detector distance. Once the setup file is saved, it can be reused to analyze all measurements
with the same experimental setup.

For the analysis of the data, a Xana object needs to be created that gets a path to the setup
file and a folder for saving the processed data. This Xana object is connected to several folders
with experimental raw data. After this connection, Xana can display a table with the number of
frames, exposure time, and delay time for every recorded series in the connected folders. From
this table, we can identify the measurements to be analyzed.

Xana can perform three different kinds of analyses: X-ray photon correlation spectroscopy
(XPCS), small-angle X-ray scattering (SAXS), and X-ray speckle visibility spectroscopy (XSVS)
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[274]. We use the first two analysis modes. Once the first analysis is started, Xana creates a
database file in the results folder, where the information on the analyses is stored with the paths
to the processed data. The processed data are stored in pickle files with one file per correlation
function or scattering profile. For further analysis and plotting, Xana objects can be connected
to this database file from which all the processed data can be accessed. There is also the option
to filters for series, sample names, or analysis types.

4.3.3.1 Correlation analysis

In the XPCS analysis mode, Xana calculates by default a multi-τ g(2) correlation function like
in Eq. (2.28) as long as the data are equally spaced in time. This g(2) function is helpful for the
investigation of equilibrium dynamics, but for the investigation of beam effects, the calculation of
two-time correlation functions (TTCs) is required. Xana offers different options for normalization
of the TTC from which we chose the option symmetric, which used the mean intensities in each
q-ROI for the denominator of Eq. (2.33). The current version of Xana does not include a method
for TTC cutting, which was programmed separately for our analysis.

4.3.3.2 Calculation of Scattering Profiles

The SAXS analysis mode of Xana is based on the pyFAI azimuthal integrator [275], which takes
the detector geometry and a two-dimensional raw data array as input and returns an integrated
scattering profile I(q). It can be used for the calculation of our scattering profiles recorded in the
USAXS setup, as they only differ in the geometry of the beamline setup. For the analysis of the
structure, we do not require the precision of a few thousand time-resolved scattering profiles per
series, but we can average the data into chunks in time, which is an option directly offered by
Xana. For every recorded series, we perform one round of SAXS calculations where 100 frames
are averaged together. This time resolution is sufficient to compare the overall effect of the dose.

For the comparison of the structural changes under different dose rates at small doses, we
need additional calculations with higher precisions. Therefore, we perform a second round of
SAXS analyses where only the SAXS curves up to a total dose of 200 kGy are regarded. Within
this range, we calculate 100 averaged SAXS curves for comparison. For example at absorber 0,
the 200 kGy are reached within 50 s which equals 1250 frames with an exposure time of 0.04 s. So,
in this second round, we would calculate 100 SAXS profiles in steps of twelve frames to resolve
the low-dose behavior of the structure.
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Figure 4.3: Illustration on the average over several horizontal g(2) cuts. (a) TTC from an egg
white sample prepared at 63 ◦C. For the average over several g(2) cuts along the t2-axis, we
consider a region with the shape of a parallelogram. (b) the average is taken over data points
with a similar distance to the t1 = t2 diagonal, which is indicated by similar shades of gray here.
So the parallelogram is reshaped into a rectangle before the average along t2 is done. (c) final
g(2) function on a logarithmic scale.

4.4 Data Analysis

The TTCs calculated by Xana offer a first impression of the temporal evolution of the system.
For quantitative insights, we need to extract g(2) cuts and fit those with a Kohlrausch-Williams-
Watts (KWW) type exponential decay. Here, we describe the cutting of the TTCs and explain
the fitting procedure in those cases where the decay of the g(2) function is not fully included in
the experimental time window and the case of a double-exponential decay.

4.4.1 g(2) cuts

From the TTCs, we extract g(2)(q, τ) functions via horizontal cuts starting at the t1 = t2 diagonal
of the TTC at different starting times. The g(2) cuts are thus functions of the time difference
τ = t1 − t2 with t1 ≥ t2. We increase the statistics by averaging several cuts along the t2-axis,
as shown in Fig. 4.3. We calculate the average g(2) cut from these parallelogram-shaped regions
such that points with the same distance τ to the diagonal end up in the same data point. This is
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indicated by the different shades of gray in Fig. 4.3(b,c). The averaged g(2) cut is labeled with the
mean of the time range along t2 which would correspond to ≈ 15 s in the illustration in Fig. 4.3.

In the analysis, we vary the range for averaging according to the SNR of the TTC and the
exposure time of one frame: for the long measurements with the highest absorber (abs. 24,
Φ = 0.003 ph s−1 nm−2,D = 0.002 kGy s−1), a time interval of 200 s leads to fittable g(2)s. At
high fluences, we could add a fast measurement with texp = 0.005 s. For these, we obtain a
reasonable signal-to-noise ratio (SNR) in the g(2)s already when averaging over time frames with
a sub-second width. With increasing starting time of the g(2) cuts, they become shorter in time,
which might lead to less precision in the fits.

4.4.2 g(2) fits

We model the g(2) correlation functions by a KWW function [209]:

g(2)(q, τ) = 1 + β(q) e−2(Γ(q)τ)k(q)

. (4.1)

Here, β(q) is the q-dependent speckle contrast [276], Γ(q) is the decorrelation rate and k(q) is
the KWW exponent that describes the distribution of Γ and thereby contains information on the
type of motion [20, 22]. The contrast can be determined experimentally by measuring a static
sample like an aerogel. In our experiment, these measurements yield speckle contrasts of β(q =

0.006 nm−1) = 10.6% and β(q = 0.02 nm−1) = 9.7%. In some measurements, this y-intercept of
the g(2) function does not match this experimental speckle contrast. This might be caused by a
second decay of the correlation function at times shorter than the experimental time window or
by fluctuations in the contrast induced by intensity variations over time. Figure 4.4 shows such
g(2) functions from measurements on a 63 ◦C sample with absorber 18 (Φ = 0.02 ph s−1 nm−2).
Instead of setting a fixed contrast in the fits, we put the experimental contrast as an upper
boundary for the β parameter. The results for β in the example fit are shown in the upper panel
in the right column. All fitted contrasts lie below the experimental contrast of 10.6%. The panel
figures below give the results for the other two fit parameters Γ and k.

In Fig. 4.5, we compare fits on g(2) cuts starting at the same dose but at different momentum
transfers q and notice that especially at intermediate q (0.2 nm−1 to 0.4 nm−1) the g(2) function
does not decay to one but to some finite plateau. We label this offset as b and add it to the fitting
function via

g(2)(q, τ) = 1 + b+ β exp
(
−2(Γτ)k

)
. (4.2)

We need to clarify the origin of this offset as g(2) decays to some finite plateau were already
observed in other gel-like systems earlier [216]. For the Siegert relation (Eq. (2.30)) that describes
the relation between g(1) and g(2) correlation functions, we required the intensity to be Gaussian
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Figure 4.4: Example for KWW-fit on g(2) functions of the sample prepared at 63 ◦C and measured
with a fluence of Φ = 0.02 ph s−1 nm−2 (abs. 18). The y-intercept of the g(2) function fluctuates
at values lower than the determined speckle contrast (β(q = 0.006 nm−1) = 10.6%). We consider
that by putting the speckle contrast as an upper limit for the fit range of β.

Figure 4.5: Example for modified KWW-fits (Eq. (4.2)) on g(2) functions of the sample prepared
at 75 ◦C and measured with a fluence of Φ = 1.7 ph s−1 nm−2 (abs. 4). (a) comparison g(2)

cuts with a mean dose of 0.5 kGy at different momentum transfers q as indicated in the legend.
Solid lines are fits with Eq. (4.2). (b) fit results for the offset parameter b as a function of q. (c)
Quotient of the intensities at the lower and upper edge of each q-ROI.
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distributed. Recalling Fig. 4.2 where the q-ROIs were defined, we see that the scattered intensity
decreases for increasing q such that the intensity is different at the inner and outer edge of
each of the annuli that make up the q-ROIs. To clarify if this is the origin of the decay to a
plateau, we plot the quotient of scattered intensity at the inner and outer edge of each q-ROI
(I(qlow)/I(qhigh))and compare it to the parameter b. The results are shown in the right panels
of Fig. 4.5, where we can see that the trends of both quantities match with a peak around
q = 0.03 nm−1. One can nicely see how the offset b increases as we increase the width of the
q-ROIs from dq = 0.002 nm−1 to dq = 0.006 nm−1 for q ≥ 0.02 nm−1. From this, we conclude
that the plateau does not originate from confined motion in the gel but from deviations in the
intensity statistics caused by the finite width of the q-ROI.

In the data analysis, we handle this by introducing b to the fit function as in Eq. (4.2). For
systems that display slow dynamics, the decay of the g(2) function might be cropped as shown in
Fig. 4.6. In these cases, we need to fix the offset b to obtain the correct decorrelation rates and
KWW exponents while not fixing the contrast. As described above, the parameter b depends
on the shape of the scattered intensity profile and is, therefore, q- and sample-specific. The
samples where we do not measure the complete decay are those prepared at high temperatures
and measured with a low fluence. In these samples, we can shift the g(2) decay to earlier times by
applying higher fluences and get the value of b. This can be done as the structure and, thereby,
the static scattering profile of the samples prepared at high temperatures is resistant to fluence
effects for doses of several tens of kGy, as we will see later. For Fig. 4.5 the offset was fixed to
b = 0.065.

In the results of some samples, we find that the g(2) functions display a double exponential
decay. For the egg samples from data set two, this is observed through all preparation tempera-
tures. In contrast, in data set three, this is only found in the results of the 75 ◦C and the 78 ◦C

samples when they are measured with the highest dose rates (D ≥ 2 kGy s−1). An example is
shown in Fig. 4.7. Double-exponential decays of g(2) functions occur if two main processes are
happening on two distinct time scales. This is also observed in gel systems, where one process is
the locally confined thermal movement of the constituents of the gel network, and the other is the
relaxation of the larger structure of the gel network itself. We describe these double-exponential
decays with a linear combination of two KWW expressions weighted with a relative amplitude
β0:

g(2)(q, τ) = 1 + b+ β
(
β0 e

−2(Γ1τ)
α1

+ (1− β0) e
−2(Γ2τ)

α2
)
. (4.3)

Here, the parameters describing the slower decay are indexed with 1 (upper triangles in Fig. 4.7),
and those belonging to the fast decay are indexed with 2 (lower triangles in Fig. 4.7). As we
are interested in the stress-relaxation dynamics of the gel network, we focus our analysis on the
slower second decay, which displays ballistic motion and yields results that are consistent with
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Figure 4.6: Example for KWW-fit on g(2) functions of the sample prepared at 78 ◦C and measured
with a fluence of Φ = 0.04ph s−1 nm−2 (abs. 16). Due to the slow dynamics, the correlation
function does not decay completely within the time frame of the measurement. The offset of 0.065
is known from measurements with a higher fluence where the decay shifts into the experimental
time frame. The panels on the right show the results for the three free fit parameters: contrast
β, decay rate Γ, and KWW exponent k.

those from the single-exponential g(2) functions at other temperatures/fluences.

4.4.3 Γ(q) fits

For a comparison of radiation effects across preparation temperatures and momentum transfers,
we make use of the ballistic motion of the stress relaxations in the gel network. For this type of
motion, the decorrelation rate Γ is proportional to the momentum transfer q such that we can
fit functions of the type

Γ(Φ,D, Tprep, q) = v(Φ,D, Tprep) · q (4.4)

to obtain the slope v(Φ, Tprep) that has units of a velocity. An example for this procedure is
shown in Fig. 4.8. We eliminate the dependency on the dose D from Eq. (4.4) by regarding only
g(2) cuts that start at a mean dose of 1 kGy. As described in section 4.4.1, we average the g(2)

cuts over some time interval along the t2 time axis of the TTC. This time interval is chosen such
that the time in the middle of the cut equals 1 kGy. We decided for this specific dose as for even
lower doses we might face opening effects of the detector shutter in the very first frames of each
measurement.

For some measurements, a fit with Eq. (4.4) does not describe the data well, but we need to
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Figure 4.7: Example for KWW-fit on g(2) functions of the sample prepared at 75 ◦C and measured
with a fluence of Φ = 4.4 ph s−1 nm−2 (abs.1). Upon increasing dose (color change from blue to
red), the correlation functions displays a second decay. The panels on the right show the results
for the six free fit parameters: contrast β, two decorrelation rates Γ, the corresponding KWW
exponents k, and the relative amplitude of the slower decay β0. The fit results for the slower
decay are indicated with upper triangles (▲), and the results for the faster decay with lower
triangles (▼). It can be seen that the aerogel contrast of 9.7% was set as an upper limit for the
contrast.
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Figure 4.8: Illustration of the determination of the velocity v from g(2) cuts at different q.
The data stem from an egg white gel prepared at 63 ◦C and measured with a fluence of
0.14ph s−1 nm−2. (a) g(2) cuts starting at a mean dose of 1 kGy for different momentum transfers
q indicated by color. Solid lines are fits with Eq. (4.2). (b) Decorrelation rates from the fits in
(a). The black solid line is a linear fit Γ = vq. (c) KWW exponents from fits in (a).

add a y-intercept that is larger than zero:

Γ = Γ′+ v · q. (4.5)

This q-independent contribution Γ′ is attributed to caging and confinement effects [277, 278]. We
use Eq. (4.5) for the fit of Γ(q) instead of Eq. (4.4) for the description of data of the following
samples from data set three: Tprep = 70 ◦C, D < 0.09 kGy s−1; Tprep = 73 ◦C, D < 0.9 kGy s−1;
Tprep > 75 ◦C, D > 0.9 kGy s−1.

4.5 Storage of Metadata and Results

As XPCS experiments generate large amounts of raw data and calculations of correlation functions
can become time-consuming, it is useful to store processed data. In this section, we will present
the quantities we store from the analyses presented above and the structure of this processed
data file.

The neutron and X-ray scattering community has worked on a common format for data
exchange for a long time. A result of this discussion was the development Neutron X-ray µ
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(muon) science (NeXus) data format, which aims to combine raw data from detectors and other
monitors together with metadata on samples and users and plottable processed data [279–281].
This NeXus data format is based on the HDF5 data format [282] in which the raw data for our
experiments are stored. Instead of the NeXus format, we will use the standard HDF5 data format
and not follow the NeXus storage principles as the joint storage of processed data with raw and
monitor data requires close collaboration with the facilities, which is/was realized in projects like
DAPHNE4NFDI, PaNOSC or ExPaNDS [283]. Here, we will present the data storage structure
for the results of a standard measurement (Sec. 3.5.1), where we record a series of detector frames
with different fluences. We summarize all these different scans in one HDF5 file per preparation
temperature.

HDF5 files consist of three elements: groups, data sets, and attributes. Groups are used to
build the tree-like structure of the HDF5 file. We will create one group for each scan such that
one can navigate to the location of some XPCS results for scan X in a file f via f[’scan_X/XPCS].
Here, XPCS would be another group that is nested in the primary group scan_X. To each group
or the file itself, we can add data sets. Data sets are typically generated from arrays of Python’s
standard array library numpy. In our case, these data sets could be masks, intensities, or numeric
axis labels. Other types of data, like strings or tuples, can be added as attributes to either groups
or data sets. This enables the joint storage of some metadata together with the processed data
from the XPCS experiment.

The structure of the HDF5 file for storage of meta and processed data is shown in Fig. 4.9.
Groups are marked by bold letters; subgroups are indicated by indention. Attributes are written
in italic letters to distinguish them from data sets. The data sets and attributes that belong
to a specific group are enclosed by a colored rectangle. Accessing the data works in the fol-
lowing way: For example if we open the HDF5 file (in this case eggwhite_60C.hdf5) into a
Python object that we call f we could get the TTC from the first scan and the first q-ROI via
f[′/scan_1/q_0/ttc′][()]. In HDF5 files, there is also the option to access only part of the data
by putting the indices of these data points in the second set of square brackets in the expression
above. This is especially useful when computer memory is limited.

On the top level (dark purple box in Fig. 4.9) we store general information on the beam
time like beam time ID or the beam size. These quantities usually remain unchanged during an
experiment, and we add them as attributes to the root of the file tree. Information on the sample
put into the beam is stored in a group scan_info. This is accompanied by information on the
beam center on the detector, as this can be easily changed by moving the detector. Accordingly,
the mask file needs to be adapted, which is why the mask file is added as a data set to this group.

On the same level as the scan_info group, we create one group for every series that is
recorded on this sample. We start to numerate the scans with one in line with the numeration of
the P10 file system. To each of these scan_X groups, we add the following attributes related to
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Figure 4.9: Structure of HDF5 file for storing processed and selected meta data.
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the settings for the respective series of data frames: number of silicon absorbers used, resulting
transmission of the absorber setup, number of frames, and exposure time.

The results for every scan are divided into three parts: q-ROI specific XPCS results like
TTCs, dose-specific results, and SAXS results. The groups for the q-ROI specific results are
named by the number of the q-ROI starting at zero. In this group, we store the calculated TTC,
the time labels for the TTC axes and add the value of q in units of inverse nanometer as an
attribute to the group. Within the group, there are up to two subgroups: horizontal_cuts and
diagonal_cuts, which gives the opportunity to test both directions for g(2) cuts on the data.
In our study, we employ the horizontal cuts. On this level, there are two subgroups, one for fits
with a single-exponential decay (1_exp_fit) and one for fits with a double exponential decay
(2_exp_fit). For both variants, we store the start times of the cuts, the dose equivalents of these
times, the resulting g(2) functions, and the time labels of their data points. On the same level,
the results from the fits with the respective fit function are stored. These results are saved in
two-dimensional arrays with one dimension for the number of fit parameters and one dimension
for the number of g(2) cuts. To retrieve the right assignment of parameters to the entries in the
array, a list with the parameter names is added as an attribute to the array with the fit results.
A similar array is saved for the standard deviation of the fit results. During the fit, we have the
opportunity to define the initial value of each parameter and limit the range of the outcome. As
we make use of this option, especially for the contrast and the offset, we store these constraints
in another subgroup fit_settings. This subgroup contains one data set per fit parameter that
is named starting at par0. Each data set is an array with three entries, the first being the lower
boundary for the fit range, the second being the initial value of the parameter, and the third
being the upper boundary for the fit range. This information makes it possible to reconstruct
the g(2) fits.

Besides the groups for the q-ROI specific XPCS results, we create a group for results spanning
different q-ROIs. For our study, these are the results where we compare g(2) functions starting
at the same dose on the diagonal of the TTC and therefore name this group constant_dose.
Within this group, we create one subgroup for every dose where g(2)s are compared. For all
temperatures, there is a 1 kGy subgroup, which is complemented by groups for higher doses in
some data sets. In each of these groups, we save the range of doses over which we averaged the
g(2) functions (for a 1 kGy cut, a typical range is 0.5 kGy to 1.5 kGy) and the time equivalents
of these dose ranges as well as an array with the resulting g(2)s and their time and q labels.
The results from the g(2) fits are stored in an array similar to those in the q specific results.
In addition, there is one dataset with the velocity resulting from the Γ(q) fit and its standard
deviation. In the case of the fits at a constant dose, we do not need to employ double-exponential
fits, which is why no subgroups are discriminating between fit functions on this level.

The results from the static scatting are added in a group SAXS which is located on the same

60



4.5. STORAGE OF METADATA AND RESULTS

tree level as the constant_dose group (dark gray box in Fig. 4.9). Within the SAXS group, there
are two subgroups: one for results that are azimuthally integrated around the direct beam and
one for results that have the original shape of the detector. The latter is used to store an array
with the intensity in each detector pixel integrated over the whole series. This can be useful
to identify scans with anisotropic scattering, which might occur if the beam hits the capillary
wall. We call this subgroup mean_intensity and the data set in this group detector. The other
subgroup is named profiles, where we store the azimuthally integrated intensity as a function
of q and waiting time as it comes out of the Xana analysis.

For a measurement set with 15 to 16 series, the HDF5 file described above has a size of 1GB

to 2GB without using the HDF5 compressing options so far. We restricted the q-specific analysis
to one or two q-ROIs. The file could be complemented by the pixel-wise intensity in the q-ROIs
in all frames. This would enable a recalculation of TTCs with different normalizations or thinner
q-ROIs. This would enlarge the file for the processed data but could serve as a replacement for
storing the whole raw data.
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Chapter 5

Results from Static Scattering

This chapter is based on Ref. [261]. In Section 5.1, we investigate the effect of the preparation
temperature Tprep on the structure of the egg white, which is the foundation for the interpretation
of the radiation effects on the different egg white gel networks. Section 5.2 covers the effect of
the accumulated dose on egg white gel networks. These investigations are complemented by the
effects of different dose rates in Section 5.3

5.1 Temperature Effect

We prepared egg white samples at temperatures between 50 ◦C to 85 ◦C, which covers the denat-
uration temperatures of three of the main proteins present in egg white, which are ovalbumin,
ovotransferrin, and lysozyme. The onset of the denaturation can seen from the capillaries with
the egg white samples prepared at the lowest temperatures (right panel in Fig. 5.1). There,
we notice an increase of turbidity around 60 ◦C. This is a signature of the first step towards
gelation, which is the formation of spherical aggregates by the denaturated proteins [62]. The
aggregates in the right panel of Fig. 5.1 are predominantly formed by the ovotransferrin protein
that denaturates around 60 ◦C [62, 149, 168, 169]

Together wit the increase in sample turbidity, the scattered USAXS intensity increases. For
the investigation of the temperature effect, we recorded a short measurement with a low dose rate
(D = 10Gy s−1) and kept the accumulated dose below 0.2 kGy. The left panel of Fig. 5.1 shows
the azimuthally integrated intensity averaged over the first 100 frames of every measurement to
increase the statistics. The scattered intensity in Fig. 5.1 increases with preparation temperature
and thereby with the amount of denaturated proteins that participate in the gel network. The
most rapid increase by two orders of magnitude is observed around 60 ◦C, which coincides with
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Figure 5.1: Left: USAXS profiles of all samples from data set 3 recorded at a low dose rate of
10Gy s−1. The displayed profiles are averages over the first 100 frames (0.5 s to 20 s depending
on exposure time) taken in every measurement to reduce noise. Right: change of turbidity of
samples in capillaries after cooking.

the increase in turbidity due to the formation of the aggregates described above.

In Section 2.1.1, we learned that gel networks have fractal properties [115]. It is observed that
the intensity scattered from fractals obeys a power law [194, 195, 284],

I(q) ∝ q−δ, (5.1)

where the exponent δ is connected to the fractal dimension. In a double logarithmic plot, this
results in straight lines with a negative slope δ (Fig. 5.2(a)). The above relation holds only at
intermediate q between the size of the fractal network and the size of the building blocks of the
fractal, which are the protein aggregates in our case. Below the lower q cut-off, the intensity is
expected to level off in a Guinier region where I(q) = const. [194]. This region is not observed
in our q-range probably because the percolating gel network is too large and the lower q cut-
off is shifted behind the beam stop. Moreover, we do not observe a power law decay with a
single exponent, but the exponents change as a function of q, especially at higher preparation
temperatures Tprep. To catch the different exponents δ we fit eq. (5.1) to the intensity curves in
two different regions: one covers the lowest q values (q ∈ [0.006, 0.014] nm−1) and one the region
where we see the steepest decrease as a function of q (q ∈ [0.04, 0.09] nm−1). The fitted lines are
displayed in Fig. 5.2(a); the results for the exponents δ are shown in Fig. 5.2(b).

The fits in the low q region can be compared to the power law fits on USAXS data by Begam
et al. on egg white during the cooking procedure [54, 55]. After 40min of cooking, they find
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Figure 5.2: (a) Scattered intensities from Fig. 5.1 with fitted power laws from eq. (5.1) in two
different q regions (q ∈ [0.006, 0.014]nm−1 and q ∈ [0.04, 0.09]nm−1). (b) Result for the exponent
δ obtained from the fits in (a). Circles indicate the fits at low q while square markers represent
the fits at higher q. Dotted and dashed lines are guides to the eye.

values of 1.5 < δ < 2.2 and conclude that the gel is in the strong link regime, where the inter-
aggregate bonds are more robust than the intra-aggregate bonds. The difference to the data
presented here is that their samples were measured at the preparation temperature Tprep and
not at room temperature. Our power-law fits at low q (dotted line and circles in Fig. 5.2(b))
return values of 1.4 < δ < 2 at all temperatures except 57 ◦C and 60 ◦C, which will be discussed
below. This aligns with the interpretation of protein gels as mass-fractals as δ is smaller than
the Euclidian dimension (δ < 3). Therefore, we can identify δ at low q with the mass fractal
dimension dm and interpret it as the compactness of the fractal structure [284, 285]. Besides
the shape of the USAXS intensity, numerous other experimental techniques allow access to the
fractal dimension of a protein gel, like the storage modulus of the gel or its wavelength-dependent
turbidity [286]. These studies on a variety of protein gels found values of 1.5 < df < 2.8 [286–293]
comparable to our mass fractal dimensions. For our samples prepared at 57 ◦C and 60 ◦C, we
find lower values of δ approaching one. In the literature, this marks the threshold value below
which an interpretation as a mass fractal is not feasible, but the system behaves somewhat like
a system of disconnected points [194]. A reason for this loss of fractal properties around 57 ◦C

might be the onset of the denaturation of the ovotransferrin at this temperature. We know that
egg white has gel-like properties already at room temperature due to the network formed by the
ovomucin protein. Around 57 ◦C, the denaturation of the first protein (ovotransferrin) sets in
and aggregates form. The diffusion of these aggregates that are not yet forming a gel network
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might disturb the existing ovomucin network and thus lead to a loss of fractal properties of the
USAXS profiles for the samples prepared at 57 ◦C and 60 ◦C.

For the fits at higher q we find exponents δ outside the range reported for other proteins. Here,
δ increases rapidly from values close to one to δ > 3 for preparation temperatures above 60 ◦C.
These values do not allow for an interpretation as a mass fractal, which indicates that we are above
the upper cut-off for the q range where relation (2.22) holds. The upper cut-off is determined
by the size of the building blocks of the gel network, which are the protein microaggregates in
our case. The formation of these microaggregates leads to an increasing electron density contrast
compared to the surrounding water, and the form factor of the microaggregates appears in the
scattered intensity. This is why the exponent δ cannot be identified with a fractal dimension at
these q values.

Due to the stochastic nature of the proteins’ aggregation process, we expect that the size
of aggregates follows some (unknown) distribution. We can estimate the upper edge of this
distribution as the value of q where the slope of the intensity changes in Fig. 5.1. We will refer to
this point as knee of the intensity, inspired by the description of the power law spectrum of cosmic
rays in astrophysics [294]. For temperatures between 60 ◦C and 70 ◦C, this knee is located around
0.03 nm−1 which corresponds to microaggregates of 2π/q ≈ 200 nm. For higher temperatures,
the knee shifts abruptly to 0.02 nm−1 indicating larger microaggregates of 2π/q ≈ 300 nm. The
preparation temperature of 70 ◦C, where the size of the microaggregates increases, matches the
temperature where the ovalbumin protein starts to denaturate. With further increase of the
preparation temperature, the size of the microaggregates remains unchanged, even though we
expect a higher amount of denaturated ovalbumin.

The average size of the microaggregates in egg white was already determined with another
experimental technique: Bonilla et al. [184] performed super-resolution microscopy measurements
on egg white prepared at 69 ◦C, 72 ◦C and 75 ◦C and found that the microaggregates cover an
area of ≈ 0.07 µm2 on the resulting picture and that their size is comparable at all three recorded
temperatures. Assuming a spherical shape of the microaggregates, this area can be translated
into a diameter of 300 nm, which is comparable estimations from the USAXS curves above.

From this section on temperature effects, we can conclude that cooked egg white has prop-
erties of a mass fractal on length scales of 0.3 µm to 1 µm. At 60 ◦C, the denaturation of the
ovotransferrin causes the formation of microaggregates with a size of ≈ 200 nm. For samples pre-
pared at 70 ◦C and above, the size of these microaggregates increases to ≈ 300 nm which might
be caused by the denaturation of the ovalbumin that sets in at these temperatures.
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5.2 Dose Effect

In this section, we investigate how the USAXS intensity is affected by the deposition of high
amounts of X-ray energy in the samples, i.e., high doses. We look at the evolution of the in-
tensity during measurements with the highest dose rate D = 4kGy s−1. The duration of the
measurements is 200 s such that the accumulated dose at the end is D = 800 kGy.

The first sample is the one prepared at 53 ◦C where no heat-induced gel network has been
formed. The USAXS profiles for increasing time/dose are displayed in Fig. 5.3(a). The scattered
intensity increases over the whole q range by a factor greater than three (normalized curves in
Fig. 5.3(b)), which points towards an increase in the electron density contrast. As one would
naively expect, the increase is initially relatively higher at high q/small length scales (blue curves
in Fig. 5.3), with a peak in the normalized intensity around q = 0.05 nm−1. This indicates that
the radiation-damaged proteins assemble into structures with sizes of tens to hundred nanometers.
At larger measurement times and doses (red curves in Fig. 5.3), the increase in intensity extends
up to the micrometer scale as larger structures form. As the intensity seems to follow a power
law decay at low q, this might also be a fractal structure formed by the protein assemblies.
The mechanism that causes the proteins to stick together and form the observed assemblies is
most likely not the heat-induced denaturation, i.e., unfolding of the protein and exposure of
reactive groups, that is responsible for the formation of the microaggregates that constitute the
gel network. Instead, the outer shell of the protein is activated by the ionizing X-rays and the
radicals formed from the egg white’s water content. The proteins turn into highly reactive protein
radicals that can aggregate easily. We will refer to these radiation-induced aggregates as protein
assemblies to distinguish them from the heat-induced aggregates that form the egg whites gel
network.

In the next step, we regard the same measurement performed on a sample prepared at 63 ◦C,
where a gel network formed by ovotransferrin microaggregates is present. Figure 5.4 shows the
evolution of the USAXS intensity upon increasing dose. To enhance the details of the changes,
panel (b) shows the intensity normalized to the first curve I(t = 0). We observe three different
behaviors of the intensity depending on the value of q: At q > 0.12 nm−1, the intensity increases
significantly with the dose. We interpret this, in line with the findings for the 53 ◦C sample
above, as a radiation-induced formation of small protein assemblies from the non-denaturated
protein content in the sample. These are smaller than the ovotransferrin microaggregates that
form upon heating during the sample preparation. At the lowest q (q ≤ 0.02 nm−1), there is a
slight increase in intensity followed by a decrease at doses ≥ 100 kGy. This points towards the
formation of larger structures from the gel network at low doses, which we will later interpret
as a fluidization of the gel network in the light of the results for the sample dynamics. At high
doses, the intensity decreases also in the intermediate q range. We associate this decrease at all
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Figure 5.3: (a) Evolution of the USAXS signal under irradiation with D = 4kGy s−1 for 200 s.
The sample was prepared at 53 ◦C. (b) USAXS signal normalized to the curve at t = 0 s.

Figure 5.4: (a) Evolution of the USAXS signal under irradiation with D = 4kGy s−1 for 200 s.
The sample was prepared at 63 ◦C. (b) USAXS signal normalized to the curve at t = 0 s.
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Figure 5.5: (a) Evolution of the USAXS signal under irradiation with D = 4kGy s−1 for 200 s.
The sample was prepared at 78 ◦C. (b) USAXS signal normalized to the curve at t = 0 s.

q ≤ 0.12 nm−1 with a loss in electron density contrast compared to the initial gel network. It
seems like the radicals and the ionization of the proteins trigger a restructuring of the network,
where the new structure is less capable of expelling the water. We will interpret these results
further in the context of the results for the sample dynamics in section 6.3.

The effects of radiation on the structure change if we increase the preparation temperature
further. Figure 5.5(a) shows the dose-induced changes on the USAXS profiles of a sample prepared
at 78 ◦C. Compared to the Tprep = 53 ◦C and 63 ◦C samples, the overall changes are relatively
smaller and hardly visible. The normalization to the first intensity curve in panel (b) reveals that,
like for the 63 ◦C sample, we observe an increase in intensity at high q and a decrease in intensity
at low q. At the same time, the point of transition between these two regions is shifted towards
lower q (q = 0.07 nm−1) compared to the 63 ◦C sample. This indicates the radiation-induced
formation of protein assemblies from the non-denaturated protein content, as observed already
at the lower preparation temperatures. Due to the comparison of the USAXS profiles at different
temperatures (Sec. 5.1) we assume that the radius of the microaggregates increases when the
preparation temperature increases. This would also explain the shift of the turning point in
Fig. 5.5(b) to larger length scales as we can then track the growth of the protein assemblies to
larger length scales before reaching the length scale of the existing microaggregates. The initial
increase in the intensity at the lowest q values, which was the third region that we identified in the
63 ◦C sample, is absent in the 78 ◦C sample. An additional feature in the normalized plot of the
USAXS profiles of the 78 ◦C sample (Fig. 5.5(b)) is a peak around q = 0.04 nm−1 which points
towards the present of a length scale on which the egg white is less sensitive to radiation damage.
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The q value of the peak is slightly above that one where the onset of the size distribution of the
microaggregates disturbs the fractal behavior of the gel network. Thus, this peak could mark the
size of a special microaggregate constellation that is more robust against radiation effects than
the others.

We can conclude that the stability of the cooked egg white against dose effects increases
with preparation temperature. To identify the reason for these differences, we need to look at
the USAXS profiles of the whole set of preparation temperatures in Fig. 5.6. The normalized
version of the profiles is shown in Fig. 5.7. For the samples prepared at the lowest temperatures
Tprep < 60 ◦C, we observe the increase in intensity caused by aggregation of the not denaturated
proteins. The preparation temperature of 60 ◦C marks a transition point. Here, the ovotransferrin
protein denaturates, causing the form factor knee in the intensity profile. All samples prepared
between 60 ◦C and 70 ◦C display the initial increase in intensity and start to degrade already
after X-ray doses of a few kGy (Fig. 5.7(b)). Looking at the denaturation temperatures of the
egg white proteins, these are the samples where the gel network is formed by ovotransferrin and
lysozyme. At preparation temperatures above 70 ◦C, the samples are suddenly less susceptible
to radiation effects as the overall changes in the intensity are reduced and set in at higher doses.
This can be attributed to the participation of the ovalbumin protein in the formation of the gel
network. Ovalbumin denaturates around 70 ◦C [63, 148, 149]. It is the most abundant protein in
egg white and is the only one with free sulfhydryl groups that might act as agents for disulfide
bridges like those observed between lysozyme and ovalbumin [152]. This increase in stability of
the gel networks causes an increased resistance of the gel network structure against the effects of
accumulated X-ray dose. Based on this finding, we will refer to the samples prepared at 63 ◦C,
65 ◦C, 68 ◦C and 70 ◦C as soft gel networks and the samples prepared at 73 ◦C and above as
strong gel networks.

The peak that was observed in the normalized plot of the 78 ◦C sample (Fig. 5.5(b)) is also
present in all other soft and strong gel networks (Fig. 5.7(b,c)). It is more pronounced at the
higher preparation temperatures, where the overall changes to the structure are reduced. The q

position at 0.04 nm−1 is the same regardless of the preparation temperature, which supports our
thesis that there is a certain microaggregate from egg white proteins that is less susceptible to
radiation damage. But clearly, measurements with other experimental techniques are required to
confirm or falsify this.

We note already here that the scattered intensity for the samples without a gel network
(Tprep ≤ 60 ◦C, Fig. 5.6(a)) is not high enough to analyze the dynamics with a sufficient time
resolution, at least in the current setup, as the signal to noise ratio is not high enough (see
Sec. 3.5).
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Figure 5.6: Evolution of the USAXS signal under irradiation with D = 4kGy s−1 for 200 s for
all preparation temperatures. (a) samples with a small fraction of aggregated proteins without
a percolating gel network. (b) soft gel network with a low fraction of ovalbumin (c) strong gel
network with a high fraction of ovalbumin.
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Figure 5.7: Evolution of the USAXS signal under irradiation with D = 4kGy s−1 for 200 s for
all preparation temperatures, normalized to the first recorded scattering profile of every series.
(a) samples with a small fraction of aggregated proteins without a percolating gel network. (b)
soft gel network with a low fraction of ovalbumin (c) strong gel network with a high fraction of
ovalbumin.
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5.3 Dose Rate Effecs

So far we investigated changes in the ultra-small angle X-ray scattering (USAXS) intensity as
a function of the energy deposited in the sample, the dose D, at different sample preparation
temperatures. In this section, we will extend this study to different rates of energy deposition in
the sample, the dose rate D . We compare the evolution of the structure at the highest dose rates
D ≥ 0.3 kGy s−1 as a function of the dose aiming to disentangle effects of the dose and the dose
rate. The four lowest dose rates are excluded here as the maximum accumulated dose during a
measurement is significantly lower and thus not suitable for comparison. We focus in this study
on the samples prepared above 60 ◦C as these are the ones where we can also gain insights on
the dynamics via X-ray photon correlation spectroscopy (XPCS) later.

To facilitate a comparison of different dose rates, doses, and preparation temperatures, we
aim for a condensation of the USAXS profile obtained at a specific time into a single data point.
To achieve this, we calculate the mean of the azimuthally integrated intensity in the q range
0.006 nm−1 to 0.03 nm−1 and normalize this to the mean intensity at t = 0 s. The q range is
adapted to the region where we observe the most significant changes in intensity and is also the
range where the intensity is sufficient to perform an XPCS analysis. The values for I/I0 as a
function of dose and dose rate are shown in Fig. 5.8 with one panel per preparation temperature.
In this representation, it is also easier to resolve the increase in intensity at low doses in the
soft gel networks (Fig. 5.8(a)). The position of the maximum intensity shows a clear dose rate
dependence: With increasing dose rate, the maximum shifts towards higher intensity deviations
and higher doses. From this plot, we can now define thresholds for the dose via the maximum
tolerable deviation in intensity from the initial intensity I0. Reiser et al. set a threshold of 1%
relative deviation in the Porod invariant in their study on antibody proteins [26]. If we transfer
this value to our mean intensity, we find dose thresholds between 3 kGy to 9 kGy for the soft gel
networks almost independent of the dose rate. These values are indicated by vertical bars on
the x-axis in Fig. 5.8, where the color matches the color of the corresponding dose rate D . It is
important to note that we restricted our considerations to the length scales of the gel network.
The threshold for the formation of protein assemblies with sizes of tens of nanometers might be
lower.

The sample prepared at 70 ◦C marks a transition from soft to strong gel network: for D <

1 kGy s−1 the increase in intensity is not pronounced enough to cross the 1%-threshold which
shifts the dose threshold to higher doses of 20 kGy to 40 kGy where the intensity decreases due
to the opening of the gel structure. As expected from the comparison of the USAXS profiles, the
changes in intensity in the strong gel networks (Fig. 5.8(b)) are smaller compared to the soft gel
networks, and the increase in intensity is absent. This is reflected in the threshold values for the
dose that are shifted to ≥ 30 kGy. It is remarkable that this threshold for the strong gel networks
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Figure 5.8: Changes in the mean scattered intensity as a function of dose (x-axis) and dose
rate (color). For each data point, the azimuthally integrated USAXS intensity is averaged in
the q-interval 0.006 nm−1 to 0.03 nm−1 and normalized to the intensity at the beginning of the
measurement I0. The small vertical lines close to the x-axis indicate the dose values where the
deviation of relative intensity exceeds 1%.
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displays a dose rate dependence and is shifted towards higher doses with increasing dose rates.
A premature conclusion of this is to recommend higher dose rates for USAXS measurements to
reduce radiation effects. We will review this later in light of the XPCS results on the dynamics.
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Chapter 6

Results from X-ray Photon
Correlation Spectroscopy

In this chapter, we will complement the results obtained from the ultra-small angle X-ray scatter-
ing (USAXS) analysis of sample structure with an X-ray photon correlation spectroscopy (XPCS)
analysis to access the sample dynamics. The underlying data are the same as used in the USAXS
analysis, but instead of integrated intensities, the starting points are two-time correlation func-
tions (TTCs) as calculated with Eq. (2.33).

We aim to disentangle the dose and dose rate effects on the dynamics. To achieve this, we
start with long measurements at low dose rates on different egg white gel networks in Sec. 6.1. In
the next step (Sec. 6.2), the nature of the dose rate effect is investigated via measurements with
alternating dose rates on a single sample spot. Section 6.3 shows the effects of dose and dose rate
on the whole set of egg white gel networks from which we can derive thresholds for the fluence/dose
rate (Sec. 6.4) and the dose (Sec. 6.5). In Sec. 6.6, we will see how the sample’s reaction to
different dose rates changes as the time that has passed since the cooking increases to judge how
significant the impact of these aging effects on the other measurements is. Finally, in Sec. 6.7,
we will compare the results from three different eggs to gain insights into the reproducibility of
the effects on these heterogeneous samples. This chapter is based on Ref. [261].

6.1 Dose Effects

In this section, we will extract the effect of the X-ray dose on the dynamics of egg white gels from
single TTCs. The advantage of TTCs is that we can track changes in the degree of correlation
of intensities related to the sample dynamics as a function of the waiting time. In conventional
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Figure 6.1: TTCs from long measurements with low dose rates on a single spot. (a) Egg white pre-
pared at 65 ◦C and irradiated with D = 0.01 kGy s−1. The TTC is calculated at q = 0.006 nm−1

(b) Egg white prepared at 75 ◦C and irradiated with D = 0.002 kGy s−1. The TTC is calculated
at q = 0.02 nm−1 (c) Egg white prepared at 80 ◦C and irradiated with D = 0.002 kGy s−1.The
TTC is calculated at q = 0.03 nm−1

measurements with X-rays, increasing time is associated with an increasing accumulated dose,
as more energy is deposited in the sample. Thus, under a constant dose rate, we can track dose
effects via the temporal changes in the TTC close to the t1 = t2 diagonal.

Figure 6.1 shows TTC from long measurements with low dose rates D ≤ 0.01 kGy s−1 for egg
white samples prepared at 65 ◦C, 75 ◦C, and 80 ◦C. It can be seen that the width of the TTC
around the diagonal increases with increasing preparation temperature. This means that the
dynamics of the sample become slower after cooking at a higher temperature due to the higher
amount of denaturated proteins that add more crosslinks to the gel network.

In the sample prepared at 65 ◦C (Fig. 6.1(a)), we observe an acceleration of the dynamics at
doses of 3 kGy to 5 kGy. In the 75 ◦C-sample (Fig. 6.1(b)) and the 80 ◦C-sample (Fig. 6.1(c)),
this acceleration is absent although doses up to 8 kGy are covered. Therefore, the dynamics of
the samples prepared at lower temperatures are not only faster but also more sensitive to dose
effects. The last observation is in line with the conclusions from the USAXS analysis in Sec. 5.2.

In the next step, we want to extend the investigations on dose effects to higher doses on
the order of 100 kGy. As shown from the axis labels in Fig. 6.1(b,c), these measurements took
longer than an hour. As it is not feasible to spend half a day of beam time at a synchrotron
on measuring a single TTC with a low dose rate, we will increase the dose rate significantly to
investigate higher doses, keeping in mind that the effects of the dose rate might interfere with
the dose effects.

The TTCs measured with the higher dose rates are shown in Fig. 6.2. The TTC of the 65 ◦C-
sample displays a dose-induced slow-down of the dynamics, which is the opposite of the behavior
observed at low doses in Fig. 6.1(a). So, there seem to be two opposing mechanisms through
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Figure 6.2: TTCs from measurements with high dose rates on a single spot. (a) Egg white
prepared at 65 ◦C and irradiated with D = 4kGy s−1. The TTC is calculated at q = 0.006 nm−1

(b) Egg white prepared at 75 ◦C and irradiated with D = 2.1 kGy s−1. The TTC is calculated at
q = 0.02 nm−1 (c) Egg white prepared at 80 ◦C and irradiated with D = 2.1 kGy s−1.The TTC
is calculated at q = 0.02 nm−1

which the dose affects the sample dynamics: one that speeds up the sample dynamics and one
that leads to a slow-down. We will investigate this further in Sec. 6.3, where the whole set of
dose rates is presented.

At these high doses, the slower samples prepared at 75 ◦C and 80 ◦C show dose-induced
changes in the dynamics as well. In both samples, we find an acceleration in the dynamics
seen by a thinning of the TTC around the diagonal at doses around 100 kGy. These values are
comparable to the thresholds we found in the USAXS analysis (Fig. 5.8). We notice that the
initial width of the TTCs at low doses is already smaller than those observed in the measurements
with lower dose rates 6.1(b,c). This points towards a dose-rate-induced speed-up in the sample
dynamics, at least in the strong gel networks prepared at high temperatures.

We conclude that the effects of the dose on the dynamics are complex and can lead to both
an acceleration and a slow-down of dynamics. In the USAXS analysis, we found that samples
prepared at temperatures above 70 ◦C are also more stable against dose effects, probably due
to the contribution of the denaturated ovalbumin. The same is true for the dynamics as dose-
induced accelerations/slow-downs set in at higher doses for these strong gel networks. The dose
threshold values that we derived from the TTCs are comparable to those in the USAXS analysis.
There are hints for an instantaneous dose-rate-induced speed-up in the dynamics, which we will
investigate further in the next section.
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Figure 6.3: TTCs from the illumination of a single spot on an egg white sample prepared at 80 ◦C
with changing dose rate. The corresponding values of the dose rates are indicated in the figure.
The time between two TTCs is ≈ 11 s.

6.2 Dose Rate Effects

In this section, we will further investigate the nature of the dose-rate-induced acceleration of the
dynamics. For this, we employ the measurement scheme described in Sec. 3.5.3 to illuminate a
single sample spot with alternating X-ray fluences and, thereby, dose rates. Figure 6.3 shows the
TTCs from a series where irradiations with high dose rates (2 kGy s−1 to 4 kGy s−1) are enclosed
by irradiations with a low dose rate of 0.002 kGy s−1. The TTC in the lower left corner displays
the almost frozen-in dynamics we already encountered in Fig. 6.1(c). After switching to the higher
dose rate of 2 kGy s−1, the dynamics are immediately accelerated, comparable to the behavior in
Fig. 6.2c). However, as soon as the dose rate is reduced again, the dynamics are switching back
to the almost frozen-in state from the beginning. Upon increasing to the even higher dose rate
of 4 kGy s−1, the acceleration is even more pronounced but keeps being reversible.

This measurement was inspired by experiments on oxide glasses [56–59] where a similar accel-
eration of the dynamics under different fluences was observed, but at dose rates that are orders
of magnitude higher. Recently, this acceleration of the dynamics was also observed in protein
systems close to a glass transition [60, 295]. In all these systems, the acceleration is a linear
function of the applied fluence/dose rate. To evaluate if this also holds for the egg white gels, we
need to include the whole set of fluences/dose rates and quantify the acceleration by extracting
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the decay rate Γ from the TTCs, which will be done in the next section.

6.3 Quantification of Dose and Dose Rate Effects

The TTCs in Sec. 6.1 and 6.2 revealed that the dose can both accelerate and slow down the
sample dynamics and that the dynamics also become faster with increasing dose rate. In this
section, we will further specify these findings by extracting g(2) cuts from the TTCs and fitting
them with the Kohlrausch-Williams-Watts (KWW) type function from Eq. (2.32). A comparison
of the decay rate Γ and the KWW exponent k for all dose rates and preparation temperatures
will yield further insights into the pathways of radiation effects in egg white gels.

The measurements that are analyzed in this section are described in Sec. 3.5.1. To each sam-
ple in the preparation temperature range 50 ◦C to 85 ◦C we apply up to ten different dose rates
between 0.002 kGy s−1 and 4 kGy s−1. From Fig. 5.1 we know that the scattered intensity in-
creases significantly around 60 ◦C when the gel network forms. For the samples prepared at lower
temperatures, the dynamics are also faster (Fig. 6.1), which is why XPCS measurements at low
preparation temperatures with low dose rates are not feasible. This is because the exposure time
needs to be short to resolve the fast dynamics and the scattered intensity is not sufficient for the
required signal-to-noise ratio (SNR), at least for a single series. We will focus our investigations
on the samples prepared above 60 ◦C as the scattering contrast is high enough to gain insights
already at low dose rates.

From every TTC we extract g(2) functions using horizontal cuts as shown in Fig. 2.8. More
details on the g(2) extraction are given in Sec. 4.4. Each of these g(2) functions is fitted with a
KWW type exponential decay (Eq. (2.32)), which has three free fit parameters: the contrast β,
the decay rate Γ that is the inverse of the decay time, and the KWW exponent k from which we
can deduce the type of motion.

In Fig. 6.4, Γ and k are shown as a function of dose D and dose rate D for the sample
prepared at 63 ◦C. This sample belongs to the class of radiation-sensitive soft gel networks. At
low dose rates (D ≤ 0.03 kGy s−1, blue points in Fig. 6.7), both fit parameters show almost no
dose dependence and the points are almost overlapping at Γ ≈ 10−2 s−1 and k ≈ 1.5. Converting
the decorrelation rate into a decorrelation time τ = 1/Γ, we obtain τ = 100 s. In the analysis of
dynamics, decay times of 100 s and longer are associated with arrested states like gels and glasses
[115]. At the same time, KWW exponents of 1.5 are a signature of stress-relaxation dynamics and
were observed in gel and glass systems earlier [228]. At low doses and dose rates, the dynamics
match the typical dynamics of a gel, as expected.

With increasing dose rate, the Γ(D) curves shift towards larger values. Thus, the dose rate-
induced acceleration that was observed in the strong 80 ◦C gel network (Fig. 6.3) is also present
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Figure 6.4: Effects of dose and dose rate effects on the decorrelation rates Γ and the KWW
exponent k of egg white gel samples prepared at temperatures 63 ◦C. (a) Decay rates Γ as a
function of the accumulated dose D for ten different photon fluences/dose rates indicated by
different colors. (b) The corresponding values of the KWW exponent. The q-ROI was centered
around q = 0.006 nm−1.

in the soft gel networks. Besides the dose rate induced acceleration, there is also a dose-induced
acceleration that can be best observed in the Γ(D) curve measured with D = 0.09 kGy s−1, where
it sets in around 3 kGy This acceleration is also observed for the other dose rates, at least when
the accumulated dose exceeds 3 kGy. But, the dose-induced acceleration sets in later for higher
dose rates where the sample is already faster.

All these dose-induced accelerations in the Γ(D) curves seem to fall on a single master curve
with a hat-like shape that peaks around Γ = 3 s−1. The combination of faster sample dynamics
and a less pronounced dose-induced acceleration carries the risk of underestimating radiation
effects, for example, if one tries to evaluate radiation effects based only on the Γ(D) curve from
the measurement with D = 4kGy s−1 (dark red points in Fig. 6.4(a)) which is almost flat up to
doses of 100 kGy. We will discuss the consequences for measurements in more detail in Sec. 7.5.

While Γ increases from 0.01 s−1 to 3 s−1, the KWW exponent k drops from 1.5 to 0.5-1
(Fig. 6.4(b)). At the same time the behavior of Γ(q) changes from a linear relation Γ ∝ q to
Γ ∝ q2 (Fig. 6.5(a,b)).This indicates a transition from stress-relaxation motion towards diffusive
motion. In the same dose range, we see an increase in the USAXS intensity at very small q

(Fig. 5.4), which was interpreted as the formation of large structures. Together with the finding
in the XPCS analysis, we can conclude that due to the accumulated dose and the thus formed
radicals, the weak gel network formed by mainly the ovotransferrin is broken up into larger gel
fragments that diffuse through the surrounding water-protein suspension.

At doses beyond 50 kGy, the decay rate Γ decreases as the dynamics become slower. This
decrease sets in at lower doses for higher dose rates and is accompanied by an increase of the
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Figure 6.5: Decay rate Γ as a function of the momentum transfer q in the sample prepared
at 63 ◦C. (a) g(2) cuts with an initial dose of 1 kGy, measured with D = 0.09 kGy s−1 and
fitted with a first order polynomial. (b) g(2) cuts with an initial dose of 10 kGy, measured with
D = 1kGy s−1 and fitted with a second order polynomial. (c) g(2) cuts with an initial dose of
300 kGy, measured with D = 3kGy s−1 and fitted with a first order polynomial.

KWW exponent towards k = 1.5 − 2. At the same time Γ changes from a quadratic back to a
linear dependency on q (Fig. 6.5(b,c)). The sample system seems to be in a gel-like state with a
ballistic type of motion as the gel fragments reconnect, slowing down the dynamics. The small
aggregates formed by the non-denaturated but radiation-damaged proteins might participate in
this process. At the same time, the USAXS intensity decreases at low q (Fig. 5.4). Thus, the
scattering contrast of this novel gel structure is less than that of the heat-induced gel, and the
capability of expelling the water from the network structure is reduced.

We repeat this analysis on a sample with a strong gel network prepared above 70 ◦C, which
turned out to be less radiation-sensitive. Figure 6.6 shows Γ and k as a function of dose D and
dose rate D for an egg white gel prepared at 73 ◦C. At low doses and dose rates (blue curves),
we find Γ = 0.01 s−1 and k = 1.5 − 2 which is comparable to the values of the soft gel network
prepared at 63 ◦C. In the strong 73 ◦C gel network, the range of doses in which the Γ(D) curves
overlap is extended to dose rates as high as 0.6 kGy s−1. So, not only the dose threshold but also
the threshold for the applicable dose rate seems to be higher compared to the soft gel network.
For dose rates ≥ 1 kGy s−1 the decay rate Γ is systematically shifted towards faster dynamics,
while the KWW exponent k stays between 1.5 and 2 throughout the whole set of doses and dose
rates.

In contrast to the soft 63 ◦C gel network, the strong 73 ◦C gel network seems to stay in the gel
state. In a gel system, where the motion is governed by stress relaxation events, an acceleration
of the dynamics equals an increase in the rate of stress relaxation events. In our case, these
additional stress relaxation events are induced by the radicals generated in the sample’s water
content. We will estimate radical densities that are necessary for an acceleration of the sample
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Figure 6.6: Effects of dose and dose rate effects on the decorrelation rates Γ and the KWW
exponent k of the egg white gel samples prepared at temperatures 73 ◦C. (a) Decay rates Γ as
a function of the accumulated dose D for ten different photon fluences/dose rates indicated by
different colors. (b) The corresponding values of the KWW exponent. The q-ROI was centered
around q = 0.006 nm−1.

dynamics later in Sec. 7.2.

In the next step, we extend our analysis of the fit parameter Γ to all samples with preparation
temperatures above 60 ◦C to see if the behavior of the 63 ◦C sample and the 73 ◦C sample are
reproduced by the other soft and strong gel networks. Figure 6.7 shows the decay rate Γ as a
function of dose and dose rate for the other preparation temperatures. The scattering contrast
of the 60 ◦C sample needs to be higher to resolve the behavior at low dose rates. But for high
doses and dose rates Γ(D) decreases similar to the soft 63 ◦C gel network (Figure 6.7(a)).

All the soft gel networks with Tprep ∈ [63 ◦C, 70 ◦C] reproduce the behavior of the soft 63 ◦C

gel network with a dose-dependent acceleration after a few kGy and a slow-down above 50 kGy

to 100 kGy. This changes significantly as the sample preparation temperature changes from
70 ◦C to 73 ◦C. This is where a significant amount of the ovalbumin protein is denaturated and
participates in the formation of the gel network [184]. The dynamics of these strong gel networks
are also becoming slower the more ovalbumin is denaturated. To catch the decay of the g(2)

functions better, we increased the momentum transfer q from 0.006 nm−1 to 0.02 nm−1 where
the dynamics are faster as Γ ∝ q. For the sample prepared at 73 ◦C we show the Γ(D) curves for
both q (Fig. 6.6(a) and Fig.6.7(f)) to demonstrate that the change in shape between 70 ◦C and
73 ◦C is not caused by the increase of q.

If the dynamics are slow, the g(2) function might not decay fully in the time frame covered
by the measurement, especially if the g(2) cuts start at longer waiting times and are, therefore,
shorter. This causes an increase in the error of Γ as in Fig. 6.7(g)-(i). More details on the fitting
of g(2) functions that are not entirely decaying can be found in Sec. 4.4 and Fig. 4.6.
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Figure 6.7: Decay rates Γ as a function of the accumulated dose for ten different fluences/dose
rates indicated by color. The respective sample preparation temperature Tprep and the momentum
transfer value q are given in the subpanels.
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We conclude from this section that accumulated doses of a few kGy are sufficient to break
up the soft ovalbumin network into fragments that display diffusive motion. At higher doses
≥ 50 kGy, these fragments are reassembled into a more open gel-like structure with less scattering
contrast. The stronger gel networks prepared above 70 ◦C, where the ovalbumin protein is also
included in the gel formation, cannot be broken up by the doses and dose rates applied in this
study. However, the radicals induce additional stress relaxation events that accelerate the sample
dynamics of the gel network. This dose-rate-induced acceleration of the dynamics is also present
in the soft gel networks. In the next section, we want to verify if the relation between sample
dynamics and fluence/dose rate is linear, as it was observed in other works on oxide glasses and
proteins close to a glass transition [56–60, 295].

6.4 Threshold Dose Rates for Acceleration

In this section, we want to quantify the effects of the dose rate and obtain the functional form
of the connection between sample dynamics and fluence/dose rate. From Sec. 6.2 we know that
an increase in the fluence/dose rate causes an instantaneous but reversible acceleration of the
sample dynamics. This dose-rate induced acceleration is present in all our egg white gel networks
(Fig. 6.7), and it is increasing with fluence/dose rate.

To disentangle the effect of the dose rate from the effects of the dose, we will focus on the
g(2) cuts starting at a dose of 1 kGy. For lower doses, we might face effects of shutter opening
in the data, especially at the highest dose rates where these doses are reached within the first
few frames. We need to remember that a horizontal g(2) cut covers a specific time frame along
the t2 axis during which the accumulated dose also increases. This will be addressed in the next
Sec. 6.5. For a valid comparison of the sample dynamics, we do not only need to eliminate the
effect of the dose but also the effect of the different values of the momentum transfer q that we
employed in the analysis of Γ(D) (Fig. 6.7). Here, we can make use of the ballistic type of motion
of the stress relaxations in the gel network where Γ ∝ q (Fig. 6.5(a)). The slope of Γ(q) has units
of a velocity such that we define the sample’s velocity of ballistic motion v via:

Γ(q, Tprep,Φ) = v(Tprep,Φ) · q. (6.1)

This velocity of ballistic motion v depends on the preparation temperature Tprep and the X-ray
fluence Φ and can be compared for all applied fluences and all preparation temperatures higher
than 63 ◦C, which is shown in Fig. 6.8(a). We decided to display the curves as a function of the
fluence Φ instead of the dose rate D to facilitate a comparison to other sample systems where
fluences are not converted into dose rates.
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A simple phenomenological model for the relation of sample velocity to fluence is [60]

v(Φ) = v0 + αΦ, (6.2)

where v0 represents the equilibrium sample velocity and α describes the strength of the X-
ray-matter interaction that causes the acceleration of the dynamics. The fits with Eq. (6.2) are
represented by solid lines in Fig. 6.8. The results for the fit parameters α and v0 are shown in
panes (b) and (c) of Fig. 6.8. There is a clear difference in the values of α between soft (blue
markers) and strong (red markers) gel networks. For the soft gel network, the acceleration of
the dynamics is stronger, and α is 100 nm3 ph−1. For the strong gel networks, α is three orders
of magnitude smaller (α = 0.1 nm3 ph−1) with a decreasing trend as a function of preparation
temperature.

On a double logarithmic scale as in panel (a), fits with Eq. (6.2) and a positive y-intercept v0

display a plateau at small fluences Φ. The extent of this plateau is related to the value α such
that the plateau is clearly visible for the strong gel network. For the soft gel networks, it is shifted
to fluences smaller than those covered in this study. This absence of the plateau in the data for
the soft gel network causes the large errorbars on the values for v0 for the samples prepared at
63 ◦C and 68 ◦C in Fig. 6.8(c). The equilibrium velocity v0 is approximately 1 nm s−1 for the soft
gel networks and below 0.1 nm s−1 for the strong gel networks. Regarding this v0 parameter, the
sample prepared at 73 ◦C acts more like a soft gel network.

From the extent of the plateau, we can derive threshold values for the fluence. We define
the threshold fluence Φ∗ as the fluence where the radiation-induced contribution to the velocity
(αΦ∗) exceeds the equilibrium velocity v0, such that

Φ∗(v0, α) =
v0
α
. (6.3)

The average of Φ∗ for the four soft gel networks is Φ∗ = (0.003 ± 0.002) ph s−1 nm−2 which
corresponds to a dose rate of D = (0.002 ± 0.0013) kGy s−1. In the calculation for the strong
gel networks, we exclude the 73 ◦C sample due to the higher value of v0 that indicates that
a preparation temperature of 73 ◦C marks a transition from soft to strong gel network. The
threshold fluence for the strong gel networks is Φ∗ = (0.9± 0.3) ph s−1 nm−2 which corresponds
to D = (0.6±0.2)kGy s−1. These threshold fluences are indicated by vertical lines in Fig. 6.8(a).

The linear relation between sample dynamics and photon fluence that we found for the egg
white samples has so far been observed in oxide, network, and protein glasses as well [56–60].
In all these systems, the type of motion is stress relaxation motion and the dependency on the
photon fluence implies that the latter induces additional stress relaxation events with a rate γ

that is proportional to the applied fluence via γ = α · Φ/δ.
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Figure 6.8: effect of fluence/dose rate on egg white samples prepared at different temperatures.
(a) velocity v, as obtained from the slope of Γ(q), as a function of the photon fluence Φ. Solid
lines are fits with Eq. (6.2). Dashed vertical lines mark the fluences above which the induced
velocity exceeds the intrinsic velocity. Blue dashed line: soft gel networks Tprep < 73 ◦C. Red
dashed line: strong gel networks Tprep ≥ 73 ◦C. (b) Fit results for the strength of the X-ray-
matter interaction, which accelerates the sample dynamics a as a function of sample preparation
temperature. (c) Fit results for the intrinsic velocity v0 as a function of sample preparation
temperature.
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In this section, we converted the decay rates into a length scale-independent velocity v and
found that it depends linearly on the applied photon fluence/dose rate. On a double logarithmic
scale, this linear function displays a plateau, opening the opportunity for XPCS measurements
where the measured velocity v is close to the equilibrium velocity v0. For the strong gel network
this window of opportunity extends to dose rates of D = (0.6± 0.2) kGy s−1 while for the more
radiation susceptible soft gel networks, it is limited to D = (0.002± 0.0013) kGy s−1.

6.5 Threshold Doses for Acceleration

So far, we obtained the g(2) functions from horizontal cuts through the TTC and labeled them
with the dose equivalent of the waiting time twait at which the cut started. The values of the
data points of g(2)(τ) stem from correlations of detector frames at twait and t1 = twait + τ . The
dose the sample has accumulated at t1 is higher than the dose that has been accumulated up to
twait. We want to consider this by looking at the doses accumulated until the time t1 at which
the g(2) function decays.

The starting point is Fig. 6.8, where the sample velocities are plotted as a function of the
photon fluence Φ. We convert the velocities into decay times using

tD =
1

Γ
=

1

v × q
. (6.4)

We choose the momentum transfer q such that it is consistent with the analysis of the decay
rates Γ in Sec. 6.3, which is q = 0.006 nm−1 for the soft gel networks and q = 0.02 nm−1 for the
strong gel networks. Multiplication of the decay time tD with the respective dose rate D yields
a measure for the dose DD that needs to be accumulated starting from 1 kGy such that the g(2)

function decays to g(2)(tD) = 1 + β exp(−2). The values for DD are shown in Fig. 6.9.
For the soft gel networks (Fig. 6.9(a)) the decay dose DD approaches a constant value for

Φ ≥ 2 ph s−1 nm−2. This means that beyond these fluences, the g(2) decays always at the
same dose that we will label as Dmax. Adding the 1 kGy from where the g(2) cuts start, we
find Dmax ≈ 1.5 − 3 kGy. These values are thresholds for the dose beyond which time of the
decorrelation of the g(2) function is given by the time where the sample reaches the dose threshold
Dmax. Moreover, this time depends on the applied dose rate, such that for high dose rates, the
dose threshold Dmax is reached at earlier times tD, so the g(2) function decays at earlier times
and the sample is faster. As a consequence, the dose rate-induced acceleration can be translated
into a dose effect.

This becomes even clearer if we compare TTCs from different dose rates cropped to the same
dose range. Figure 6.10 shows TTCs from the sample prepared at 63 ◦C that were recorded with
0.03 kGy s−1, 0.3 kGy s−1, and 1.1 kGy s−1. All of them are cropped to the same range in terms
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Figure 6.9: Dose equivalents DD of the time at which the 1 kGy-g(2) cuts decay to a value of
g(2)(tD) = 1 + β exp(−2). . Dashed vertical lines mark the fluences thresholds from Fig. 6.8.
Gray dashed lines are guides to the eye. (a) Soft gel networks prepared below 73 ◦C. We assume
here q = 0.006 nm−1. (b) Strong gel networks prepared at 73 ◦C and above where we assume
q = 0.02 nm−1.

of accumulated dose, which is 0 kGy to 5 kGy. Although the time axes are completely different
from each other, the width and the thinning of the TTC at the end are the same for all three. So,
if we exceed certain thresholds, the dose determines the shape of the TTC, but what we measure
as a function of time depends on the dose rate.

The equilibrium dynamics of the sample can be obtained as long as the g(2) function decays
before tD. The time frame of opportunity tD depends on the one hand on the maximum tolerable
dose Dmax which depends on the sample and on the other hand on the applied dose rate D . In
Fig. 6.9, the fluence/dose rate thresholds from Fig. 6.8 are given, where the induced dynamics
are as large as the intrinsic dynamics. The positions of these fluence/dose rate thresholds are
well before the onset of the plateau, which confirms our definition of Φ∗ above.

If the time scale of the intrinsic dynamics 1/Γ of a sample is known roughly, for example,
from other measurement techniques or theoretical considerations, the dose rate threshold can
be estimated without taking long measurement series with different dose rates and subsequent
fitting of Eq. (6.2). Dmax can be obtained from a few measurements with high dose rates where
radiation effects definitely induce the decorrelation. Together with the decay rate Γ, the threshold
for the dose rate can be estimated via D∗ = Γ×Dmax which can be converted into fluences via
Eq. (2.55).
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Figure 6.10: TTCs from measurements on a sample prepared at 63 ◦C with dose rates of (a)
0.03 kGy s−1, (b) 0.3 kGy s−1,(c) 1.1 kGy s−1. The TTCs are cropped such that the displayed
time range equals an exposition to a dose of 5 kGy. For all TTCs the momentum transfer q is
0.006 nm−1.

For our soft gel networks (Fig. 6.9(a)), the maximum tolerable doses Dmax are between 1.5 kGy

and 3 kGy. This is slightly below the dose thresholds that we defined in the analysis of structural
changes via a deviation of 1% in the mean USAXS intensity in Fig. 5.8. The strong gel networks
(Fig. 6.9(b)) require doses that are two orders of magnitude higher (D = 70 kGy to 300 kGy)
to be fully decorrelated by radiation effects. Here, the analysis of structural changes resulted
in thresholds as low as 20 kGy (at dose rates of 0.3 kGy s−1). In addition, we observe a dose
rate dependence of the dose thresholds found in the analysis of the structural changes, where
the thresholds are higher (≈ 100 kGy) for the highest dose rates ≥ 2 kGy s−1. From this, we can
conclude that in the fluence regime where beam effects entirely decorrelate the g(2) functions,
the dose threshold values obtained from the analysis of the structural changes match those from
the analysis of the dose rate-dependent dynamics. For dose rates below this regime of driven
dynamics, the structural changes seem to set in at lower doses. These discussions on the mutual
effects of radiation-induced changes in structure and dynamics will be continued in Sec. 7.4.

6.6 Aging Effects

Gels and glasses are arrested states far from equilibrium and display very slow relaxations towards
equilibrium [215, 222, 296]. Thus, we need to investigate the time scale of these aging phenomena
in cooked egg white to judge how these effects might interfere with changes in the dynamics that
are observed due to changes of the X-ray fluence. The measurement procedure is described in
Sec. 3.5.4, where we compare repetitions of measurements with varying fluences on the time scale
of minutes to several hours.
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The TTCs from these measurements on a soft egg white gel network prepared at 70 ◦C are
shown in Fig. 6.11. The eggs are the ones from data set one and are prepared with 50 mM NaCl.
Details on the effect of sodium chloride on the dynamics of gelled egg white can be found in the
work of Begam et al. [55]. The TTCs in Fig. 6.11 display a similar behavior as the egg white
gels from data set three presented in Sec. 6.3: The dynamics become faster with increasing dose
rate, small doses like those accumulated during the scans with ≤ 0.3 kGy accelerate the dynamics
while large doses slow them down. These effects of the dose and the dose rate are also preserved
in the repetitions after 3.7 h and 5.9 h, but the equilibrium dynamics become slightly faster, and
the dose-induced slow-down is less pronounced in the 5.9 h scan. Comparing the first scans to
those after 3min and 6min, there are almost no differences.

The TTCs recorded on a strong egg white gel network (Fig. 6.12) also look similar on a
time scale of minutes, except for the very first TTC that is recorded. There the dynamics are
much faster in the beginning and relax during the 140 s of the measurement towards the level of
dynamics that is also observed in the second and third repetition. This fast relaxation process
in the very first measurement on a strong gel network has been observed several times during
other measurements on egg white, and the origin of this behavior has not been discovered so far.
Maybe the very first radicals that are created under X-ray illumination trigger more global stress
relaxations in the sample.

Comparing the TTCs in the left columns to those recorded after 2.8 h and 5.3 h, we see that
the TTCs at D ≤ 0.3 kGy s−1 show almost frozen-in dynamics. So, the aging of the gel plays a
role on the time scale of hours. The initial faster dynamics are also present in the TTCs recorded
with D = 0.03 kGy s−1.

From these measurements, we can conclude that the egg white gels look almost homogeneous
under the 100 µm×100 µm beam as TTCs from neighboring spots display very similar dynamics.
In addition, aging effects are negligible on the time scale of several minutes, which is the typical
duration of a standard measurement with varying fluences. However, the strong gel networks age
with time, and the dynamics are significantly slower after several hours.

6.7 Reproducibility

We measured fluence-dependent dynamics on egg white samples prepared from three different
eggs and at three different beam times, all in the same USAXS geometry. The data sets are listed
in table 3.2 and differ in the cooking setup (Linkam stage or water bath) and concentration of
sodium chloride (50 mM or 0 mM). The egg white samples from data sets two and three were
prepared similarly (0 mM NaCl, water bath cooking), so we would expect similar behavior under
varying fluences.
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Figure 6.11: Aging effects in an egg white sample prepared at 70 ◦C. The first scan was performed
12min after the end of the cooking. The spots on the sample for the first three scans were 200 nm
apart. The capillary was reinserted into the Linkam stage for measurements four and five. The
egg belongs to data set one.
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Figure 6.12: Aging effects in an egg white sample prepared at 80 ◦C. The first scan was performed
12min after the end of the cooking. The spots on the sample for the first three scans were 200 nm
apart.The capillary was reinserted into the Linkam stage for measurements four and five. The
egg belongs to data set one.
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We compare plots of the decay rate as a function of dose and dose rate Γ(D,D) and the
sample velocity as a function of the fluence v(Φ) for the three different eggs, once prepared at
70 ◦C (Fig. 6.13) once prepared at 75 ◦C (Fig. 6.14)

The sample from data set three (egg three) is the one known from the analysis in Sec. 6.3,
where the dynamics are accelerated at low doses and slowed down at high doses. Although egg
one has been cooked in the Linkam stage instead of the water bath and has 50 mM of sodium
chloride, the shape of Γ(D,D) is very similar with overlapping rising and falling edges. Egg two
has been prepared in the same way as egg three, but the shape of Γ(D,D) differs significantly
from the other two samples: It does not display the typical hat-shaped master curve of Γ(D) and
the dose rate dependence of Γ is less pronounced, and is closer to the one of a typical strong gel
network.

This can also be seen from the v(Φ) curves in Fig. 6.13(b). The data points are fitted with
v = v0 + αΦ (Eq. (6.2)), and the result for the results for the fit parameters α and v0 are shown
in the inset figure. Again, the data points of eggs one and three are close together, but for egg
one, we are missing the measurements with the lowest fluences, which reduces the precision of
the equilibrium velocity v0. The equilibrium velocities of eggs two and three match very well
(v0 ≈ 1 nm s−1), while α is almost two orders of magnitude smaller, indicating that the sample
prepared from egg two is less susceptible to the dose-rate induced acceleration.

Samples from the same three eggs were prepared at 75 ◦C as well, with the results shown in
Fig. 6.14. Although the shapes of the Γ(D,D) curves are very similar with a plateau up to doses
of tens of kGy, the absolute values differ by up to two orders of magnitude. The sample from
egg one prepared in the Linkam stage is fastest with Γ ≈ 0.1 s−1. This sample was measured
≈ 10min after the end of the cooking procedure. For egg two and three about 45min passed
between cooking and measurement of Γ(D,D). In the last Sec. 6.6, we found that strong gels
are aging, i.e., the dynamics become slower with time. This might be the source of the huge
differences in dynamics between egg one and the other two samples. The dynamics of strong gel
networks are also affected by the age of the egg itself. Upon storing, the ovalbumin content in the
egg white transforms into the more heat-stable S-ovalbumin [149, 154, 155]. Thus, in an old egg,
we expect the dynamics to be faster due to the lower fraction of heat-denaturated (S-)ovalbumin.

The v(Φ) curves in Fig. 6.14(b) can be well described by v = v0 + αΦ (solid lines) and the
resulting values of α are of the same order of magnitude. For the sample prepared from egg one,
the relation between fluence Φ and sample velocity v is not apparent, as we are missing a rising
edge for the linear fit. Maybe the sample is more radiation-stable as the sample from egg two
prepared at 70 ◦C above such that the dose-rate induced acceleration is shifted to even higher
fluences.

We conclude from this section that there are differences in the dynamics of samples prepared
from different eggs that different protein compositions in the egg might cause. This can also shift
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Figure 6.13: Reproducibility of results of egg white prepared at 70 ◦C. (a) Decay rate Γ as a
function of accumulated dose for different dose rates indicated by color. The shape of the marker
distinguishes the different eggs. All data were analyzed at q = 0.006 nm−1. (b) Velocity obtained
from the TTC cut at 1 kGy for different fluences on the three eggs. Solid lines are fits with
Eq. (6.2). The results for the fit parameters α and v0 are plotted in the inset figure.

the temperature where the radiation response of the egg white gel network changes from soft
network-like to strong network-like as in egg two, the 70 ◦C sample behaves already like a strong
gel network, which was observed at higher temperatures in the other two eggs. To clarify this,
more measurements in the temperature range 67 ◦C to 73 ◦C on different eggs, in the best case
with known time, since the laying of the egg, are necessary.
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Figure 6.14: Reproducibility of results of egg white prepared at 75 ◦C. (a) Decay rate Γ as a
function of accumulated dose for different dose rates indicated by color. The shape of the marker
distinguishes the different eggs. All data were analyzed at q = 0.02 nm−1. (b) Velocity obtained
from the TTC cut at 1 kGy for different fluences on the three eggs. Solid lines are fits with
Eq. (6.2). The results for the fit parameters α and v0 are plotted in the inset figure. The data
from e
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Chapter 7

Discussion

This chapter discusses the results in the context of existing theoretical and experimental works.
In Sec. 7.1, we recall the random walk model for gel dynamics and derive rates for the microscopic
stress relaxation events. Section 7.2 presents calculations to estimate radical densities required to
drive the dynamics of cooked egg white with X-ray radiation. The radiation-induced acceleration
observed in our system will be compared to those observed in other gel/glass systems in Sec. 7.3.
In Sec. 7.4, we compare our results from ultra-small angle X-ray scattering (USAXS) and X-
ray photon correlation spectroscopy (XPCS) before we derive recommendations for future XPCS
experiments in Sec. 7.5.

7.1 Dose Rate-induced Stress Relaxations

The results on radiation-induced dynamics can be interpreted in light of the stress relaxation dy-
namics model introduced in section 2.2.4.2. The model describes a series of consecutive relaxation
events that occur with a rate γ and cause displacements with an average step size δ [65, 228].
We fitted the correlation functions from this model with a Kohlrausch-Williams-Watts (KWW)
expression (Eq. (2.32)). The parameter Γ fitted to these modeled correlation functions displays
the same ballistic behavior that is observed in the egg white gels Γ ∝ q, and the result for the
KWW exponent k matches our observations of compressed g(2) functions with k > 1.

In section 2.2.4.2, the g(2) functions are modeled as a function of the product of momentum
transfer q and step size δ (Fig. 2.9). The value that matches our observation of k ≈ 1.5− 2 best
is qδ ≈ 10−2 − 10−1. At small values of qδ, the relation

Γ ≈ γqδ (7.1)
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holds. From our modeling in Fig. 2.9(c) we derive that qδ ≈ 10−2 − 10−1 is sufficiently small to
use Eq. (7.1). With that, we can connect the macroscopic decorrelation rate Γ to the microscopic
relaxation rate γ. Inserting qδ ≈ 10−2–10−1 into Eq. (7.1) yields that the microscopic relaxation
rate γ is one to two orders of magnitude larger than the decorrelation rate of the g(2) function Γ.
In the analysis of the dynamics of egg white gels we typically encounter values of Γ ≈ 0.1 s−1 at
a momentum transfer q = 0.006 nm−1 (e.g. 63 ◦C sample in Fig. 6.4). To reach qδ ≈ 10−2–10−1,
average step sizes of δ ≈ 1 nm to 15 nm are necessary, which is small compared to the size of the
micro-aggregates that is about 200 nm. The rate of these micro-relaxations is γ = Γ/qδ, which is
1 s−1 to 10 s−1 in a state close to equilibrium with minimum radiation effects.

In Sec. 6.4 we found that the sample velocity v = Γ/q is a linear function of the fluence Φ:

v =
Γ

q
= v0 + αΦ. (7.2)

From Eq. (7.1), we know that this velocity v can be interpreted within the stress relaxation model
as the product of the rate of microscopic relaxations γ and the average step size δ. Using this
together with Eq. (7.2), the rate of induced microscopic relaxation events γ′ becomes:

γ′ = αΦ

δ
. (7.3)

Again, we specify this for a typical soft gel network with α = 100 nm3 ph−1 using δ ≈ 10 nm,
which is in the range derived above. The fluences that we applied in the experiments are in
the range 10−3–101 ph s−1 nm−2. Using Eq. (7.3), we find that the rate of radiation-induced
microscopic events γ′ increases from 10−2 s−1 to 102 s−1.

We assume that these additional stress relaxation events are triggered by radicals generated
in the sample. In the next section, we will estimate radical generation rates.

7.2 Estimations of Radical Rates

If ionizing radiation impinges, e.g., on water, highly reactive chemical species are generated, the
so-called radicals (sec. 2.3.4). An energy 100 eV deposited in water by X-ray photons typically
causes the formation of two to three radicals [49, 246, 247] on time scales below microseconds.
Using this value, we will estimate radical formation rates as a function of the fluence Φ with
particular emphasis on the radical formation rate at the fluence threshold Φ∗.

In the first step we calculate the energy absorption rate RE in our sample volume V = Abeam ·z
where Abeam is the irradiated area given by the beam size (Abeam = 100 µm×100 µm) and z is the
sample thickness given by the diameter of the quartz capillaries (z = 1.5mm). The attenuation
of 1.5mm of water is (1−T ) = 72.2%. Combining these values with the energy of a single photon
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Eph = 8.54 keV we find:

RE(Φ) = Φ · (1− T ) ·A · Eph (7.4)

⇔ RE(Φ)

[
eV

s

]
= 6.1× 1013

nm2 eV

ph
· Φ
[

ph

s nm2

]
. (7.5)

We assume that absorption of 100 eV triggers, on average, the generation of three radicals such
that the radical formation rate Rr becomes

Rr

[
radicals

s

]
= RE(Φ)

[
eV

s

]
· 3 radicals

100 eV
(7.6)

= 1.8× 1012
nm2 radicals

ph
· Φ
[

ph

s nm2

]
. (7.7)

Normalization to the irradiated volume V yields the radical formation rate density

rr

[
radicals

s nm3

]
=

1

V
·Rr

[
radicals

s

]
(7.8)

= 1.2× 10−4 radicals

ph nm
· Φ
[

ph

s nm2

]
. (7.9)

We can evaluate this radical formation rate at different fluences and integrate it over varying
accumulation times to get an idea of the radical densities that are necessary to trigger certain
radiation effects in the egg white gel networks. The fluences applied in this study are in the range
10−3–101 ph s−1 nm−2 which can be translated into radical formation rates of 1.2 × 10−7–1.2 ×
10−3 radicals s−1 nm−3 using Eq. (7.8).

In the following, we calculate the radical density at the threshold fluences Φ∗ found in Sec. 6.4.
These thresholds where the acceleration of the dynamics by radiation effects is 100% are Φ∗

soft =

(0.003± 0.002) ph s−1 nm−2 for a typical soft gel network and Φ∗
strong = (0.9± 0.3) ph s−1 nm−2

for a typical strong gel network. These values correspond to radical formation rates of rr,soft =

(4± 2)× 10−7radicals s−1 nm−3 and rr,strong = (11± 4)× 10−5radicals s−1 nm−3. In section 6.2,
we found that switching the fluence affects the dynamics instantaneously on the time scales that
we can resolve in the XPCS experiments. Suppose we integrate the radical formation rates over
these minimum resolution times. In that case, we get an estimation for the radical density that is
necessary to drive the sample dynamics in a soft and strong egg-white gel network. We consider
here the time resolution of the measurements that were performed closest to the fluence Φ∗. In
the case of the soft gel networks, these were the measurements with abs. 24 with an exposure
time of 0.5 s per frame. But due to the low fluence, we need to average g(2) cuts that span ≈ 50 s

in the t2 direction (more details on g(2) processing in section 4.4). If we integrate the radical
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formation rate rr,soft over the time resolution of 50 s, we find a density of one radical per cube
with an edge length of 40 nm. This is an upper limit for the radical density given by the time
resolution of dynamics in the experiment. The actual radical density that is sufficient to drive
the dynamics in a soft gel network might be even lower.

In a strong gel network, a measurement with abs. 6 matches the fluence at the threshold
Φ∗. Due to the higher fluence and the larger scattering contrast of the strong gel networks, the
time resolution improves to ≈ 2 s. After 2 s of measurement with Φ∗, the strong gel network
has accumulated on average one radical per cube of 20 nm edge length. The length scales of the
radical densities match those of the spatial extension of the decorrelation events in egg-white [54].

7.3 Other Systems Accelerated by Fluence

Linear relations between X-ray fluence and sample dynamics have already been observed in
XPCS results from other sample systems. We describe their data with our model v = v0 + αΦ

and compare the interaction parameter α values across the different sample systems. Remarkably,
all sample systems are either glasses, close to a glass transition or behave glass-like. Thus, the
ballistic stress relaxation type of motion seems necessary to observe the acceleration by beam-
induced stress relaxation events. Because of the glassy behavior, we will also use the relation
Γ = 1/τ = vq for all samples to convert the given decay rates and decay times into velocities.

Chushkin et al. [60] found fluence-dependent dynamics in protein glasses, as they investi-
gated highly crowded solutions of α-crystalline close to a glass transition at dose rates between
0.3 kGy s−1 to 350 kGy s−1. We extract the data from Fig. 2(a,c) in the respective work and
assume water-like absorption and a beam size of 25 × 25µm2 for translating dose rate into flu-
ence. As the precise length scale of the analysis is not given, we assume further that it has been
conducted at the structure factor peak q = 0.45 nm−1. With that we find α ≈ 0.05 nm3 ph−1

for the system close to the glass transition and α ≈ 0.14 nm3 ph−1 for the system at the glass
transition.

Akhundzadeh [295] investigated radiation effects in the dynamics of a phase-separated solution
of Immunoglobulin G (IgG) with polyethylene glycol (PEG) in the same experimental setup as the
egg white measurements. The system was cooled to 5 ◦C where IgG-PEG is known to approach
a glass transition [29]. The response of the dynamics to changing fluences can be described by
α = 0.15 nm3 ph−1. We group these data with those of Chushkin et al. under the label ’proteins
near glass transition’ in the comparison of α in Fig. 7.1.

Bin et al. [297] used the fluence-dependent dynamics to investigate the dynamics of hydrated
lysozyme at cryogenic temperatures where the sample takes a glass-like state. The applied fluences
range from 0.1 ph s−1 nm−2 to 1.4 ph s−1 nm−2. The data from Fig. 1(b) in their work were
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Figure 7.1: Comparison of the parameter α that describes the X-ray-induced acceleration of the
dynamics for different sample systems (see equation (6.2)). The plot includes data from Chushkin
et al. [60] and Akhundzadeh [295] on protein glasses (yellow), Ruta et al. [56] on oxide glasses
(grey) and Bin et al. [297] who investigated hydrated lysozyme (pink).

analyzed at q = 0.08 nm−1 and can be described by α = 0.01 nm3 ph−1. The data point is
marked by a pink square in Fig. 7.1.

Most of the results on fluence/dose rate effects have been reported on oxide and network
glasses so far [56–59, 61]. The dynamics of these samples display no dose effects up to doses of
GGy and can be driven by dose rates on the order of MGy. For our comparison, we use the data
from the Fig. 2(d) in the work of Ruta et al. [56] where the decay times of three different oxide
glasses show the same trend as a function of the flux. After normalization of the flux to the beam
size of 8 µm×10 µm we obtain an interaction parameter α ≈ 3× 10−7 nm3 ph−1.

The values for α from the different systems are summarized in Fig. 7.1, where also the soft
and strong egg white gels are included. Together, the values cover nine orders of magnitude,
with the oxide glasses being most resistant to the effects of X-ray fluence and the soft egg white
gels being extraordinarily sensitive. A possible explanation for these differences is a connection
between α and the viscoelastic properties of the samples. Earlier, we found that α is proportional
to the spatial extension of the decorrelation events δ. In soft materials that are less packed,
we expect an increase in δ and, thereby, in α. Recently, Bonilla and Clausen [184] performed
rheology measurements on egg white that was cooked at different temperatures. They found an
abrupt increase in the yield stress when the cooking temperature exceeds 72 ◦C. This increase
in yield stress matches our transition from a soft to a strong gel network in terms of radiation
susceptibility. However, for a deeper understanding of the mechanisms of radiation susceptibility,
the analyses need to cover more different sample systems complemented by simulations and
theory.
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7.4 Combination of Statics and Dynamics

In this section, we will continue with the discussion on the dose rate dependency of the structure
in light of the XPCS results. For the dose rate dependency of the structure, we plotted the
relative deviation of the mean intensity I/I0 as a function of dose D and dose rate D (Fig. 5.8).
In the soft gel networks, we found an increase in intensity with a maximum that shifts towards
higher doses with increasing dose rate. If we accept relative deviations in intensity up to 1%, we
get thresholds of a few kGy for the soft gel networks and several ten to one hundred kGy for the
strong gel networks. Here, we noticed that the threshold in the strong gel networks displays a
dose rate dependency such that higher dose rates lead to higher thresholds. From the analysis of
the XPCS results (sec. 6.3), we learned that in this dose rate regime, the dynamics are primarily
determined by radiation-induced stress relaxations, so we cannot make use of these higher dose
thresholds in structure if we want the dynamics of the sample to be close to equilibrium.

We incorporate the insights from the XPCS analysis into Fig. 5.8 by plotting the relative
changes in intensity not as a function of dose D but of the product of exposure time t and
decorrelation rate Γ, as shown in Fig. 7.2. The effect of dose and dose rate is now indirect via the
dependency on dose and dose rate of Γ that has been taken from Fig. 6.7. The factor t · Γ(D,D)

is a measure for the degree of decorrelation during the exposure time t.
With the updated x-axis, the I/I0(Γt) curves fall almost onto a single master, especially for

the soft gel networks. This indicates that the damage thresholds for changes in structure are
connected to those for changes in sample dynamics. Again, we set the tolerable deviation to 1%

and find thresholds of t ·Γ(D,D) ≈ 1 for the soft gel networks and t ·Γ(D,Φ) ≈ 0.1 for the strong
gel networks. The sample prepared at 73 ◦C behaves like a soft gel network in this respect, which
was already observed in the analysis of the dose-rate dependent dynamics earlier.

From section 7.1 we know that within the stress relaxation model, one relaxation of the g(2)

function is caused by 10–100 micro relaxation events that occur with a rate γ. With this, we can
now derive the number of microscopic relaxations that are necessary to change the structure (on
the length scale of the gel network) by 1%: In the soft gels, the changes to the structure lead
to a deviation ≥ 1% after t · γ = 10–100 microscopic relaxations. In the strong gels, 1–10 micro
relaxations are sufficient to reach this threshold. This can be understood as the accumulated
dose between the events is higher due to the slower dynamics of the strong gel networks.

7.5 Recommendations for Other Experiments

A broad spectrum of experiments can potentially profit from the results on the effects of X-ray
radiation in egg whites. Here, we will derive recommendations from our research for design-
ing other XPCS experiments that aim to minimize radiation effects on both the structure and
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Figure 7.2: Relative changes in the mean scattered intensity as displayed in Fig. 5.8 but as a
function of the product of measurement time t and decay rate Γ. The intensity is averaged in
q ∈ [0.006, 0.03]nm−1 and normalized to the intensity at the beginning of the measurement I0.
The corresponding values for Γ have been taken from Fig. 6.7. (a) soft gel network prepared
at Tprep=70 ◦C and below. (b) strong gel network prepared at Tprep=73 ◦C and above. The
color indicates the X-ray fluence/dose rate. The vertical lines mark the point where the intensity
deviation exceeds the 1%-threshold.
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dynamics of their samples.
In our egg white samples that consist of 88% of water, most of the radiation damage does

not arise from direct excitation of the proteins but is mediated by the highly reactive radicals.
Effective ways to reduce are, therefore, to reduce radical generation and movement either by
replacing water by more radiation-stable solvents or by introducing radical scavenger molecules
that interrupt the chain reactions in the generation of free radicals [298–300]. Another way is
to reduce the diffusion of the radicals by cooling to cryogenic temperatures which is extensively
used in protein crystallography [42–46] but not applicable to most XPCS experiments where the
temperatures at which the dynamics are studied is fixed.

Considerations for the experimental setup for dose-limited XPCS measurements at 3rd and
4th generation synchrotrons were already made by Möller et al. [19]. They assumed a lysozyme
sample with a maximum tolerable dose of 1 kGy. Using the flux and coherence properties of
the (proposed) XPCS beam lines, they vary the photon energy, the beam size, and the sample-
to-detector distance such that the signal-to-noise ratio (SNR) is maximized. Their findings are
that large beam sizes are favorable as long as they are consistent with the transverse coherence
length of the X-ray beam. Otherwise, the scattering contrast and, thereby, the SNR are reduced.
The advantage of large beam profiles is that the flux is distributed over a larger volume, which
decreases the dose rate and, thereby, the dose that is accumulated at equal times. The disad-
vantage is that the speckle size S decreases with increasing beam size a according to S ∝ L/a,
which reduces the SNR as soon as the speckle size falls below the size of the detector pixels. This
can be compensated by an increase in sample-to-detector distance L to the cost of a decreased
scattering contrast due to the limited longitudinal coherence of the X-rays [19].

Performing an X-ray experiment below a sample’s dose threshold requires the determination of
this threshold. In this study, we demonstrate two different methods to determine dose thresholds:
the first one returns the dose where the scattered intensity, which is connected to the structure of
the sample, deviates by 1% from the initial scattering. The choice of 1% turned out to be a good
guess as it returns dose thresholds on the same order of magnitude as the second approach that
is based on the sample dynamics. There, we calculated the doses where the first g(2) cuts decay
for different dose rates/fluences and found that at high dose rates/fluences, this dose reaches a
constant level that matches the dose thresholds derived from the scattering curves.

In addition to the dose effects that can both accelerate and decelerate, the sample dynamics
we observed a linear acceleration of the sample dynamics with dose rate/fluence as it was already
found in other systems with stress relaxation motion (Sec. 7.3). This acceleration by dose rate
can mask the effects of the dose as, for example, in Fig. 6.4(a) where the dependency of the
decorrelation rate becomes less dose dependent upon increasing fluences/dose rates. Determining
the fluence threshold (that can be converted into a dose rate threshold) requires a series of
measurements with different fluences.
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We made use of the ballistic behavior of Γ ∝ q to eliminate length scale dependencies and use
the slope v for comparison. The same type of analysis can be conducted using the decorrelation
rate Γ instead. From a linear fit of the type v = v0+αΦ, one can determine the fluence at which
the beam-induced dynamics αΦ outperform the intrinsic dynamics v0. As these fluence effects
can easily accelerate the dynamics by several orders of magnitude, we also require measurements
with low fluences to resolve the value of v0. We expect this kind of fluence effect with its
almost instantaneous nature, mainly in gel and glassy systems where, due to the interconnected
structure and dense packing, already single relaxation events have a large impact on the dynamics
in contrast to diffusive systems where no additional stress relaxations can be induced.

The dose on the sample can be reduced by reducing the photon flux using absorbers and by
replacing continuous illumination with discontinuous patterns. This requires fast X-ray shutters
that block the direct beam. At the P10 coherence applications beamline it is currently possible
to introduce delay times of 0.1 s and longer to reduce the dose. This option is useful for samples
with slow dynamics on time scales ≥ 1 s where we do not need the high resolution of fast exposure
times and the scattering contrast allows for shorter exposures. If the shutter is used, the question
arises of how to calculate the effective dose rate: Is the behavior of the sample that of a sample
that is illuminated continuously with a higher dose rate and just the total dose is reduced or is
the behavior different?

We try to predict the results for a sample that displays relaxation dynamics, knowing that
additional relaxations are triggered as soon as the sample is irradiated with X-rays (sec. 7.1). In
this theoretical scenario, two detector frames are recorded. The time between these two frames
is kept constant, but the length of the X-ray irradiation is varied in three different ways, which
is illustrated in Fig. 7.3. A black vertical line highlights the start of every frame and we divide
the time between them in three bins of equal length, represented as rectangles with a dashed
border. We regard three different illumination schemes: (a) the sample is not illuminated with
X-rays, (b) the sample is illuminated only 1/3 of the time with X-rays. The X-ray shutter is
closed and blocks the beam for the rest of the time. (c) continuous illumination with X-rays as
it was done in the data taking for this study. In the next step, we assign (arbitrary) numbers
of relaxations triggered in the sample to the scenarios shutter open and shutter close. We say
that in our hypothetical gel or glass sample, ten relaxations occur within one of the time bins if
the shutter is closed (dark green rectangles in Fig. 7.3). This is the equilibrium dynamics of the
sample. If the shutter is open (light green rectangles in Fig. 7.3) the X-rays trigger additional
relaxations. In this case, we choose the numbers such that there are five additional relaxations
within one shutter open bin. Together with the ten intrinsic relaxations, there are 15 relaxation
events in every light green bin.

In the final step, we can compare the number of relaxation events between the starts of the
two frames as these are connected to the degree of decorrelation in the XPCS results. For the
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equilibrium sample in Fig. 7.3(a), we obtain 3 × 10 = 30 relaxations between the two frames.
Under continuous illumination (Fig. 7.3(c)), 3 × (10 + 5) = 45 relaxation events occur, which
reduces to 2× 10+ 15 = 35 events if the shutter is closed for two thirds of the time (Fig. 7.3(b)).
From the investigation of the dose rate effects, we know that the number of additional relaxations
is directly proportional to the applied X-ray fluence/dose rates. Thus we can conclude that
the dynamics obtained in scenario (b) (five additional relaxations) are the same as those from
a continuous illumination with one third of the fluence (3 · 5/3 = 5 additional relaxations).
Consequently, in theory, the effective dose rate needs to be determined from the X-ray fluence
averaged over the whole time between two frames. The use of X-ray shutters does not only reduce
the dose on the sample but also the effective dose rate. This needs to be tested with systematic
measurements on gel samples using different opening times and X-ray fluences. In summary,
the theoretical considerations above suggest calculating effective dose rates for the whole period
between two frames in an XPCS measurement when comparing radiation effects.

The considerations above rely on our conclusion that X-rays induce additional stress relaxation
events and that these effects are restricted to the time when the sample is exposed to the X-rays.
This has so far only been observed in gel and glass systems where the dynamics are governed
by stress relaxation motion. Therefore, the effective dose rate in diffusive systems is probably
different. Deviations from the above also occur if the exposure times approach the time scales of
radical diffusion, which can be achieved at modern X-ray free electron lasers [26].

Due to the effective reduction of dose and effective dose rate, there is a great need for X-ray
shutters that operate at frequencies faster than 10Hz and that also allow for non-linear spacing
between two frames because, usually, the g(2) function as a result of the XPCS experiment is
regarded on a logarithmic time scale. With non-linear exposure schemes, the number of frames
and, thereby, the total dose could be reduced while covering the whole time frame of interest.
Another approach was proposed by Möller et al. [19] where the g(2) function is stitched together
from single data points that originate from exposures with only two frames per spot. Another
intelligent exposure scheme is the one used in X-ray speckle visibility where the speckle contrast
as a function of exposure time gives access to the sample dynamics [274, 301].

For X-ray studies of the structure of biological samples, a common approach is to use flow cells
where the sample is continuously moved through the X-ray beam, which reduces the accumulation
of dose in the sample volume [47, 302, 303]. If this is applied in XPCS studies, the measured
dynamics are accelerated and the flow rate needs to be adapted to the sample dynamics to resolve
these intrinsic dynamics [304–306].

In conclusion, we found in our study that it is not sufficient to evaluate radiation effects in
XPCS experiments only on the static scattering patterns or the results on dynamics as effects
might be more pronounced in one of them, although the threshold values found from both are
comparable. It is always required to measure with varying fluences and compare the evolutions of
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Figure 7.3: Illustration how an X-ray shutter is able to reduce the effective dose rate on the sample.
Dark green rectangles are periods where the shutter is closed, and the only relaxations are those
from the sample’s equilibrium dynamics. For demonstration, we assume ten relaxations within
such a period. The X-ray shutter is open during the light green rectangles, and the X-rays induce
additional stress relaxation events. We assume that five additional stress relaxation events are
induced during every light green rectangle. In this illustration, we record two sample illuminations
or frames. (a) Sample in equilibrium without X-ray illuminations. (b) Discontinuous sample
illumination. The X-ray Shutter is closed for 2/3 of the time. (c) Continuous illumination where
the X-ray shutter is always open.
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scattering patterns and two-time correlation functions (TTCs) to assess how close the measured
properties are to the equilibrium properties.
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Chapter 8

Conclusion and Outlook

The effects of X-ray radiation on the structure and the dynamics of cooked hen egg white are
studied employing X-ray photon correlation spectroscopy (XPCS) with fluences ranging from
0.003 to 6 ph s−1 nm−2, aiming in particular for a disentanglement of the effects of the X-ray
dose and the X-ray dose rate. The experiments are conducted at the P10 Coherence applications
beamline at the Deutsches Elektronen-Synchrotron (DESY) where an ultra-small angle X-ray
scattering (USAXS) geometry is used to track the behavior on the length scale of the gel network
that forms in the egg white samples under heating. The hen egg whites are cooked to temperatures
in the range of 50 ◦C to 85 ◦C to cover the denaturation temperatures of the hen egg proteins
ovalbumin (Tprep ≥ 70 ◦C), ovotransferrin (Tprep ≥ 57 ◦C), and lysozyme (Tprep ≥ 65 ◦C).

An analysis of the gel structure via the static scattering profiles confirms that at temperatures
above 60 ◦C, the egg whites form gel networks that have fractal properties down to the size of the
constituting protein microaggregates. An upper limit for the size of these microaggregates can
be determined from the static scattering profiles which gives a diameter of 200 nm to 300 nm in
agreement with recent microscopy studies [184]. A comparison the X-ray dose where the changes
of the static scattering profiles exceed 1% reveals that we are dealing with two classes of gel
networks: a radiation-soft gel network that is formed at temperatures of 60 ◦C to 70 ◦C and that
is stable up to doses of a few kGy; and a radiation-strong gel network that is formed at higher
temperatures with a structure that can resist more than 15 kGy. We attribute the differences to
the onset of the denaturation of the ovalbumin protein, which seems to have a stabilizing effect
due to its free sulfhydryl groups.

The dose-resolved dynamics of the samples are accessed via horizontal g(2) cuts from two-
time correlation functions and fitted with a Kohlrausch-Williams-Watts (KWW)-type exponential
decay. The fit parameter Γ, which is the decorrelation rate, shows that the dynamics are on typical
time scales for a gel at low doses and dose rates (1/Γ > 100 s). Furthermore, there are typical
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markers of ballistic motion in the dynamics, like the decorrelation rate being proportional to the
wave vector transfer (Γ ∝ q) and the KWW exponent being close to 3/2. In the soft gel networks,
a significant acceleration of the dynamics is observed together with a transition from ballistic to
diffusive motion at doses of 2 kGy to 8 kGy, which points towards a dose-induced fluidization
of these gels. At even higher doses, these diffusing gel fragments reassemble, probably with a
contribution of non-denaturated protein radicals, into a gel-like structure again. The strong gel
networks do not display this fluidization and resist doses of 10 kGy and higher.

The dynamics as a function of the dose rate are evaluated via the fluence-dependent velocity
of ballistic motion. We find a linear dependency of this velocity on the applied X-ray fluence, as it
was observed in other ballistic systems before [56–60, 295]. But in comparison to these systems,
the acceleration in the soft egg white gels is three orders of magnitude higher, which we explain
in terms of the differences in viscoelasticity. We employ the model of local stress relaxations
to describe this acceleration as additional relaxation events triggered by radicals and estimated
that we are facing radical production density rates of 1.2 × 10−7–1.2 × 10−3 radicals s−1 nm−3

in our study. We found that surprisingly low radical densities are sufficient to induce additional
relaxations on the order of magnitude of the intrinsic amount of stress relaxations: in a soft gel
network one radical per (40 nm)3 of sample volume is sufficient, while in a strong egg white gel
network this is decreased to one radical per (20 nm)3. In the end we find that beam-induced
changes to structure and dynamics of egg white are closely related as the dose thresholds derived
from both are similar. The key is the rate of (beam-induced) microscopic relaxations in the
sample that alter the structure and accelerate the dynamics. In a soft gel network 10–100 micro-
scopic relaxations change the USAXS intensity by 1%, while in the strong gel network only 1–10
relaxations are necessary as the rigidity of the network is higher and the displacement induced
by each of the events is larger.

Combining insights from the analyses of structure and dynamics, we could identify a window
of opportunity for the egg white gels where measurements of the intrinsic properties on the length
scale of the gel network are feasible. For the soft egg white gels, these measurements need to be
carried out with doses below 1.5 kGy and dose rates below 0.002 kGy s−1 (Φ ≤ 0.003ph s−1 nm−2).
In case of the strong gel networks which are prepared above 70 ◦C, these thresholds are increased
to 15 kGy and 0.6 kGy s−1 (Φ ≤ 0.9ph s−1 nm−2). The findings in this thesis strongly recommend
investigating changes of structure and dynamics of radiation-sensitive samples always both, as
a function of dose and dose rate, to identify the window of opportunity for XPCS experiments
with minimum radiation effects. Although we found that changes in structure and dynamics
are closely related, the effects can compensate for each other in some representations, and it is
advisable to investigate both.

Once we know the accelerating effects of X-ray radiation in ballistic systems, they can also
be used to access dynamics of systems that would be too slow otherwise. This was already

112



demonstrated for glassy systems [61, 297].Understanding the effects of X-radiation on radiation
sensitive samples also helps with the development of new adapted measurement schemes which
will enable the scientific community to utilize the increased coherent flux at the next generation
of X-ray sources.

Possible follow-up projects would be to investigate the dynamics of the strong egg white gels
at low fluences with longer measurements to see if the linear relation between the velocity of
ballistic motion and the fluence holds there as expected. It would also be interesting to perform
systematic measurements on radiation effects on a diffusive protein system and compare the
results to those presented in this thesis.
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Acronyms

BW bandwidth

CRL compound refractive lenses

DAPHNE4NFDI data from photon and neutron experiments for NFDI

DESY Deutsches Elektronen-Synchrotron

EIGER extremely high rate detector

EH experimental hutch

ESRF European synchrotron radiation facility

ExPaNDS European open science cloud photon and neutron data service

FAIR findable, accessible, interoperable, and reusable

HDF5 hierarchical data format 5

HHM high heat load monochromator

IgG Immunoglobulin G

KWW Kohlrausch-Williams-Watts

LET linear energy transfer

NeXus Neutron X-ray µ (muon) science

NFDI Nationale Forschungsdateninfrastruktur

OH optical hutch

PaNOSC photon and neutron open science cloud
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ACRONYMS

PDF probability distribution function

PEG polyethylene glycol

PETRA Positron-Elektron-Tandem-Ring-Anlage

pyFAI python fast azimuthal integration

ROI region of interest

SALR short-range attraction, long-range repulsion

SAXS small-angle X-ray scattering

SNR signal-to-noise ratio

TTC two-time correlation function

USAXS ultra-small angle X-ray scattering

Xana X-ray analysis software for XPCS data

XPCS X-ray photon correlation spectroscopy

XSVS X-ray speckle visibility spectroscopy
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Measurement Details

Table 8.1: Typical combinations of absorbers n, exposure times texp and number of frames Nfr

used in a standard measurement (Sec. 3.5.1).
n texp (s) Nfr

24 0.5 2000
18 0.2 1000
16 0.2 1000
12 0.1 2000
8 0.005 4000
8 0.04 5000
6 0.005 4000
6 0.04 5000
4 0.005 4000
4 0.04 5000
2 0.005 4000
2 0.04 5000
1 0.005 4000
1 0.04 5000
0 0.005 4000
0 0.04 5000
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MEASUREMENT DETAILS

Table 8.2: Typical combinations of absorbers n, exposure times texp and number of frames Nfr

used in a measurement investigating dose rate effects (Sec. 3.5.3).
n texp (s) Nfr

24 0.5 2000
16 0.2 2000
24 0.5 2000
8 0.05 4000

24 0.5 2000
4 0.2 1000

24 0.5 2000
0 0.2 1000

24 0.5 2000
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