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Abstract

Superconducting radio frequency cavities are a key technology in modern accelerators,
and, over the past years, their performance improved such that additional losses from
trapped magnetic flux are a limiting factor in their performance. This is especially
important for accelerators operating in continuous wave mode where high losses in the
cavity make operation too energy consuming.

For this reason there are many experiments investigating how trapped flux can be re-
duced. It is investigated how different materials and their treatments influence trapped
flux, and how it is affected by cooldown parameters during the transition from the
normal to superconducting state. These experiments are often done using cavities as
samples. This makes changing material parameters expensive and time consuming.
Additionally, the tests themselves are very time consuming so that the number of ob-
tainable data points are often limited.

Within the scope of this thesis a new experimental setup is designed which uses flat,
rectangular samples to investigate trapped flux. Using these samples has the advan-
tage that different materials and treatments can be tested more easily. Additionally,
geometric effects during transition are easier to model, and understand. Besides the
easier sample preparation the new setup allows for more cooldowns in a shorter pe-
riod of time so that around 300 thermal cycles can be performed in one day. This
is roughly two orders of magnitude more than what is achieved with cavities. With
the new setup cooldown parameters like the temperature gradient across the sample,
the cooldown rate, and the external magnetic field can be independently controlled so
systematic investigations how each parameter influences trapped flux can be performed.

Measurements conducted with different niobium samples confirm effects reported
from other experiments. For example a decrease in trapped flux for increasing tem-
perature gradient is observed as well as a linear increase of trapped flux with external
magnetic field under certain conditions. But the ability to record more data points
and a relative large parameter space also revealed unexpected results: For large grain
niobium it is observed that when a sample is cooled down with a temperature gradient
across the sample flux gets only trapped when the external field is larger than a certain
threshold field which depends on the temperature gradient. Additionally, it is noticed
that very fast cooldowns lead to high trapped flux magnitudes almost independent of
the temperature gradient.

Besides these newly discovered effects the measured dependence of trapped flux on
temperature gradient during cooldown does not agree with an existing model. For this
reason a new phenomenological model is developed in cooperation with Prof. T. Kubo.






Zusammenfassung

Eine zentrale Technologie moderner Teilchenbeschleuniger sind supraleitende Hochfre-
quenzkavititen, deren Leistungsfahigkeit sich in letzten Jahren so sehr verbessert hat,
dass zusétzliche Verluste durch eingefrorenen magnetischen Fluss diese signifikant be-
eintrichtigt. Dies ist besonders relevant fiir Beschleuniger, die im Dauerstrichbetrieb
arbeiten, da die Verluste in den Kavitédten den Betrieb zu teuer machen wiirden.

Aus diesem Grund gibt es bereits viele Experimente, die erforschen wie eingefrorener
Fluss reduziert werden kann. Es wird untersucht wie unterschiedliche Materialien und
deren Behandlung eingefrorenen Fluss beeinflussen und wie die Abkiihlbedingungen
wéahrend des Phaseniibergangs von der normal leitenden- zur supraleitenden Phase sich
auf diesen auswirken. Diese Experimente nutzen oft Kavitdten als Testobjekte, was es
aufwendig und teuer macht unterschiedliche Materialien und Behandlungsmethoden zu
untersuchen. Auflerdem sind Messungen an Kavitdten sehr Zeitintensiv, sodass oft nur
wenige Datenpunkte aufgenommen werden kénnen.

Im Rahmen dieser Arbeit wurde ein neuer experimenteller Aufbau entwickelt, der fla-
che rechteckige Proben verwendet um eingefrorenen Fluss zu untersuchen. Der Gebrauch
der einfacheren Proben hat den Vorteil, dass unterschiedliche Materialien und Behand-
lungen einfacher getestet werden kénnen. Auch vereinfacht die simplere Geometrie die
Analyse geometrischer Effekte. Neben der einfacheren Probenvorbereitung ermdéglicht
es der neue Aufbau etwa 300 thermische Zyklen am Tag durchzufithren, was etwa zwei
Groflenordnungen mehr entspricht als bei Kavitdten. Der Aufbau erméglicht es Abkiihl-
parameter wie den Temperaturgradienten iiber die Probe, die Abkiihlgeschwindigkeit
und das externe Magnetfeld unabhéngig von einander zu variieren. Dies ermoglicht die
systematische Untersuchung des Einflusses jedes Parameters auf eingefrorenen Fluss.

Messungen an verschiedenen Niobproben bestatigen Effekte, die auch in anderen
Experimenten beobachtet wurden. So wurde zum Beispiel weniger eingefrorener Fluss
gemessen je hoher der Temperaturgradient iiber die Probe wihrend des Abkiihlens ist
und der Betrag des eingefrorenen Flusses steigt, unter gewissen Umstédnden, linear mit
dem Betrag des externen Magnetfeldes. Jedoch haben die Moglichkeit viele Punkte auf-
zunehmen und der relativ grofle Parameterraum auch unerwartete Effekte offenbart:
Fiir Niob, bestehend aus nur wenigen Einzelkristallen, das unter einem Temperatur-
gradienten abgekiihlt wird, wird nur magnetischer Fluss eingefroren wenn das externe
Feld einen bestimmten Schwellenwert iiberschreitet, der vom Temperaturgradienten ab-
héngt. Aulerdem wurde beobachtet, dass bei sehr schnellen Abkiihlvorgdngen sehr viel
magnetischer Fluss eingefroren wird. Der Betrag ist dann fast unabhéngig vom Tempe-
raturgradienten.

Neben dieser neu entdeckten Effekte stimmt die beobachtete Abhéngigkeit des ein-
gefrorenen Flusses vom Temperaturgradienten wihrend des Abkiihlens nicht mit den
Erwartungen eines existierenden Models iiberein. Daher wurde ein neues phidnomeno-
logisches Model in Zusammenarbeit mit Prof. T. Kubo entwickelt.
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1. Introduction

Particle Accelerators, the Bigger Picture

Particle Accelerators are a key technology in many fields of research. The best known
field is particle physics, specifically research conducted at the Large Hadron Collider
(LHC) [1]. But even in the field of particle physics many more particle accelerators (like
CEBAF [2] or RHIC [3] in the USA) are used. In these machines two opposed particle
beams are collided in detectors to investigate the fundamental structure of matter on
a sub-atomic scale. Apart from research in particle physics there are applications for
particle accelerators in many fields of science, like chemistry [4], biology [5], engineer-
ing [6], metrology [7], material science [6], geology [8], medicine [9], and even more. In
these cases accelerated electrons are often not used directly but the synchrotron radia-
tion that they emit when they are deflected in a magnetic field. The advantages of this
synchrotron radiation over radiation from for example an x-ray tube are high brilliance,
a spectrum that can be calculated analytically, higher achievable photon energies and
densities, time resolutions up to fs, and overall better control of the incident light, or
x-rays [10]. Examples for such machines are BESSY II in Berlin [11], EXFEL in Ham-
burg [12], or ALBA in Barcelona [13]. Lastly, there is also an application for smaller
accelerators that can be operated by a company or hospital, in contrast to the large
accelerators in science that are operated at national or even international (e.g . CERN)
science institutes. These smaller accelerators play an important role in medicine where
they can be used for irradiation in tumour therapy [14], or for preparation of radioactive
isotopes which are used in imaging techniques [15].

The growing number of accelerators all over the world shows the high demand for
such machines [16]. Additionally, there is a demand for increasing particle energies for
future accelerators (e.g. ILC [17], FCC [18]). This poses a problem because building
large accelerators is expensive and the energy consumption during operation is very
high. In the context of increasing energy prices it becomes obvious that the energy
needed to operate accelerators must be reduced.

Especially for linear accelerators a significant part of the energy consumption of an
accelerator stems from operating accelerating cavities. An accelerator cavity is a metal
resonator in which a radio frequency electro magnetic field is resonantly excited. The
electric field component is used to accelerate the particles in an accelerator. Many
years of research have already gone into optimizing their performance with respect to
good beam quality and lower energy consumption. One major step was to manufacture
cavities from superconducting metals instead of normal conducting metals like copper.
How superconductors impact the performance of cavities is discussed next.



1. Introduction

Superconductivity

When certain metals are cooled below a specific critical temperature their electric resis-
tance drops to zero as long as the current is not alternating. In the case of accelerating
cavities the electro magnetic fields have a frequency in the MHz to GHz range and the
induced currents still dissipate power. However, the dissipated power is still 6 orders of
magnitude smaller than in copper cavities [19]. This enables linear accelerators to be
be operated in continuous wave (CW) mode at high accelerating gradients because the
dissipated power in one meter of accelerator is only ~10 W for superconducting cavities.
Copper cavities operating at the same accelerating gradient would dissipate ~20 MW
per meter accelerator. For this reason copper cavities are operated in pulsed mode at
high gradients. Building accelerators like LCLS-II which operates in CW with normal
conducting cavities would not be possible.

The low losses in SRF cavities also open up new possibilities for the design of a cavity,
because it can also be optimized to achieve a good beam quality and must not only be
optimized to reduce power consumption. One example on how superconducting cavities
can be designed differently concerns higher order modes (HOMs): When a particle
beam passes through a cavity the charged particles excite HOMs in the cavity. These
HOMSs can deflect and deform particle bunches which can lead to beam instabilities,
and emittance growths. One way to reduce HOMs is to enlarge the beam tubes but
this increases the dissipated power. For normal conducting cavities the beam tubes can
not be opened up very far because losses would get to high. Superconducting cavities
are, however, not so restricted due to their much smaller losses. In many modern
light sources where cavities are operated in CW and a low beam emittance is required
superconducting cavities are the only feasible way.

The most significant drawback of superconducting cavities is their operating tem-
perature. Most modern cavities are fabricated from niobium which has a critical tem-
perature of 9.2 K and they are typically operated at temperatures of 1.8 K or 2K. The
efficiency of the cryoplants needed to cool the cavities is limited by the Carnot- and
technical efficiency and is very low at these temperatures so that roughly 1kW of wall
plug power is needed cool 1 W of dissipated power in the cavity. But even with this
poor efficiency superconducting cavities reduce power consumption by a factor of several
hundred compared to normal conducting cavities [19]. Nevertheless, the poor efficiency
of cryoplants shows how important it is to reduce the dissipated power in cavities.

Losses in Superconductors

As is already mentioned above, the resistance of superconductors only drops to zero
for direct current (DC). In the case of the alternating fields in a cavity power is still
dissipated. The losses in a superconductor in an RF field can be characterised by
a surface resistance Rg. Part of this resistance (Rpcg) is described by a theory of
superconductors, formulated by Bardeen, Cooper, and Schrieffer (BCS) [20]. In addition
to this theoretically predicted resistance there is a residual resistance Ryes which can
stem from various sources. One of which is trapped magnetic flux.

Currently there are three main strategies to reduce power consumption of supercon-
ducting radio frequency (SRF) cavities: One is to reduce Rpcg with techniques like



nitrogen infusion [21, 22], and mid-T baking [23, 24]. Another strategy to reduce Rpcg
and power consumption is to utilise other materials with higher critical temperatures.
An important example here is Nb3Sn with a critical temperature of 18 K [25, 26]. With
NbsSn the operating temperature can be increased to 4 K which increases the efficiency
of cryoplants or even allows for conduction cooled cavities [27, 28]. The third strategy
is to reduce R,.s. The residual resistance must be considered when other loss mech-
anism are reduced to such an extend that R..s becomes significant. For state of the
art cavities this is certainly the case [29, 30] and increased residual resistance due to
trapped magnetic flux is the underlying motivation of this thesis.

Trapped Magnetic Flux

In an ideal case, an SRF cavity that is cooled down to its operating temperature expels
weak magnetic fields like e.g. the earth’s magnetic field. This means that in the
superconducting material a magnetisation equal but opposite to the magnetic field is
induced so that the magnetic flux density inside the superconductor is zero [31]. This
is called Meissner effect. However, in experiments it is observed that not all magnetic
flux is expelled and that a certain fraction of the external flux density is trapped in
the superconductor [32]. This flux is not expelled from the superconductor even when
the external field is reduced. This means for cavities that magnetic flux that is not
expelled during the transition from normal to superconducting state is trapped inside
the material until it is warmed up above its transition temperature.

It has been shown theoretically [33] as well as experimentally [34] that magnetic flux
inside a superconductor exists as quantized flux lines that are held up by superconduct-
ing eddy currents. Ideally, these flux lines are pushed out when the material is cooled
down. However, in real materials there are always defects which act as pinning centres.
If the pinning force of the pinning centre is greater than forces pulling the flux line away
from it, the flux line stays at the position of the pinning centre and is trapped. Pinning
centres can occur in different forms, like normal conducting precipitates or inclusions,
grain boundaries, or defects in the crystal lattice [35].

When flux lines move inside the superconductor it causes normal conducting electrons
to flow in the material which creates losses. In case of cavities the RF field causes the
pinned flux lines to oscillate back and forth which dissipates energy [36]. This leads
to an increased residual resistance. Figure 1.1 shows how the quality factor, which is
a measure of the performance of a cavity, decreases by a factor of six when a cavity is
cooled down in an external magnetic flux density B, of 10 nT compared to a cooldown
where the external flux density is shielded below 1puT (for comparison: the earth’s
magnetic field corresponds to a magnetic flux density of ~ 50 nT). This corresponds to
an increase of surface resistance from 9nQ to 54nQ or an increase of dissipated power
per meter of accelerator from 13 W to 77 W. This shows how residual resistance due to
trapped flux can be a significant contribution to the surface resistance and, therefore,
power consumption.
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This is why cavities in cryomodules are shielded from external magnetic fields using
permalloy shielding. It is, however, impossible to shield off all magnetic field and
magnetic field can even be created inside the shield during cooldown [37, 38]. For this
reason research is ongoing on how to prevent magnetic flux from being trapped in the
cavity material.

Objective of this Thesis

There are experiments investigating trapped flux using cavities [39, 40] or samples [41,
42]. The experiments using samples often use imaging techniques to investigate trapped
flux microscopically and how it is affected by material defects. Here, different materials
and material treatments are investigated. Up to now these experiments are, however,
often limited in the parameters which characterize a cooldown like the temperature
gradient over the sample during cooldown, or the cooldown rate. Additionally, the
external magnetic flux densities typically need to be in the mT range while trapped
flux in cavities is in the pT range. Cavity experiments, on the other hand, show
that a larger temperature gradient during cooldown leads to less trapped flux [43, 44].
Systematic investigations using cavities are done [45] but measurements are very time
consuming which limits the amount of data points that can be taken. Additionally, the
geometry of cavities makes analysis more complex and less clear [46, 47, 48].

The objective of this thesis is to gain a better understanding of how trapped flux is
influenced by cooldown conditions. To do so a new experimental setup is developed
which is able to measure trapped flux in a sample that can be cycled through its
transition temperature many times with different cooldown parameters. Additionally,
the cycles should not consume much time so more data points can be taken compared to
cavity measurements. With the help of this setup systematic investigations of trapped
flux in several samples are performed in order to get a better understanding of how
trapped flux is influenced by cooldown- and material parameters. At this point the
aim is not to find a perfect method to expel all flux, but rather to understand the flux



trapping phenomenon better. With a better understanding of trapped flux, and the
new setup methods to decrease residual resistance can hopefully be developed in the
future.

The setup is intended to measure trapped flux as a function of five parameters: Tem-
perature gradient during cooldown, cooldown rate, external magnetic field, material,
and material treatment. The first three parameters need to be controlled by the setup
directly during measurement. The last two are given by the sample.

Structure of this Thesis

First, a brief theoretical introduction is given in cavities, superconductivity, and trapped
flux. This chapter is intended to provide sufficient background information on the theory
to allow an interpretation of the presented results.

Then, the newly designed experimental setup is introduced. It is described how
the design choices are made to allow easy control of the five parameters mentioned
above. Additionally, intrinsic systematic errors of the setup are described and estimated.
Lastly, the measurement procedure is described on the basis of a typical cooldown.

It is shown in the course of this thesis that the effect of the parameters are intercon-
nected. For this reason the next chapter first gives a qualitative overview of how the
five parameters affect trapped flux one by one. It is shown that the setup can reproduce
previous results obtained with cavities, for example that higher temperature gradients
lead to less trapped flux and that trapped flux is proportional to the external field at
small gradients. However, due to the relatively wide parameter range of the setup, and
the ability to record many data points unexpected results are also discovered: It is
observed that under certain circumstances flux is only trapped when the external field
is above a threshold field. Additionally, a dependence of trapped flux on the cooldown
rate is measured which could not be measured in other experiments [44, 49, 50]. Dur-
ing measurements it is not possible to keep all parameters perfectly constant while
changing only one parameter. Therefore, after the effects of the parameters on trapped
flux are described the effect of these inconsistencies on the measurement data and the
implications on the measurement error are described.

In the next chapter the effects of temperature gradient and external field on trapped
flux are analysed jointly and a phenomenological model describing trapped flux in
dependence of temperature gradient and external field is developed. These studies were
done in collaboration with Prof. T. Kubo from the High Energy Accelerator Research
Organization (KEK) in Japan.

Finally, a summary of the achieved progress is given together with prospects for
future research.






2. Theoretical Background

This chapter gives an introduction of existing theories concerning superconductivity,
trapped flux, and how the latter affects superconductors in accelerators.

In this theses trapped magnetic flux is investigated in samples to understand the flux
trapping process. But the motivation of the described experiments lies in the application
of superconducting radio frequency (SRF) cavities in particle accelerators. Therefore,
the concept of radio frequency (RF) cavities for particle acceleration is introduced first.
This leads to the advantages of superconducting cavities over normal conducting ones,
and theories describing superconductivity. It is then described how trapped magnetic
flux reduces the performance of SRF cavities. Finally, an existing theory concerning
flux trapping is introduced. Independent from theories concerning superconductivity or
flux trapping the anisotropic magneto resistive (AMR) effect is introduced at the end
of this chapter because the magnetic field sensors which made the experiment possible
rely on it.

2.1. Radio Frequency Cavities

The first particle accelerators relied on electrostatic fields to accelerate charged particles.
But electrostatic fields exert a conservative force on the particles which limits the energy
that can be achieved by these accelerators because particles can pass it only once. To
achieve high energies the accelerators need to be very large and problems like arcing
limits the possible achievable energy. Due to these limitations they are used mostly for
low energies (MeV range) and pre-accelerators [51].

To circumvent the problem of the conservative force accelerators with time dependent
electric fields were invented. This has the advantage that particles can pass the same
accelerating structure several times and gain energy on every pass. While there are
several types of these accelerators [10] the focus of this thesis lies on RF cavities which
are, for example, used in synchrotron accelerators or storage rings.

Cavities are hollow resonators made from conductive material. In these resonators
a standing electromagnetic wave is induced, and the electric field is used to accelerate
charged particles. Figure 2.1 shows a picture of a TESLA type [52] single cell cavity
fabricated from niobium. The resonant frequency for the accelerating mode is 1.3 GHz.
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Figure 2.1.: 1.3 GHz TESLA single cell cavity fabricated from Niobium.

The following introduction of cavities and their figures of merit follow the lines of [19].
Since SRF cavities are not directly used in this theses only a brief introduction is given
to motivate, and embed the presented research in the accelerator context.

2.1.1. Resonant Modes

Electromagnetic fields within the resonator have to fulfil Maxwell’s equations which
lead to two boundary conditions for the electric field £ and the magnetic field H:

W x E =0; A-H=0 (2.1)

where 7 is the unit vector normal to the conducting surface of the resonator. It also
follows from Maxwell’s equations that the fields must obey the wave equation

(V2 612 3;) (I;) =0 (2.2)

with the speed of light ¢. Equation 2.2 with boundary conditions 2.1 can be solved
analytically in case of a simple pill box cavity or numerically in the case of more com-
plex shapes like in Figure 2.1 [19]. The solutions can be classified in two categories:
Resonant modes with transverse electric field (TE) or transverse magnetic field (TM).
TM modes have a longitudinal (along the beam axis) electrical field and can, therefore,
be used to accelerate particles.

An important quantity for accelerators is the accelerating Voltage V.. or the corre-
sponding accelerating field F,.. in a cavity. V.. is defined as

1
Viaee = |- X maximum energy gain possible during transit| . (2.3)
e

Here, e is the charge of an electron. The accelerating field is obtained by dividing V..
by the length of the cavity d

Egee = %€ (2.4)
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2.1.2. Figures of Merit

In order to compare different cavity shapes and performances, as well as the performance
of the used material several figures of merit are introduced.

In the context of this thesis the most important quantity is the surface resistance of
a material: The electromagnetic fields in the cavity are sustained by electric currents
running along the cavity’s surface. These alternating currents (AC) create losses and,
therefore, power dissipation in the cavity wall. In order to quantify the losses of a
given material, depending on the currents, the surface resistance R is introduced. The
currents are proportional to the square of the magnetic field, so the surface resistance
is defined as

dP,
ds

1 =
= 5RS|H|2. (2.5)

Here, dlz < is the dissipated energy per surface area and H is the RF magnetic field. R,

is, therefore, a property of the material only and does not depend on the shape of the
cavity.

Also related to the dissipated power is the unloaded quality factor @y of a cavity.
This figure of merit depends on the used material as well as the shape of a cavity. It
denotes the ratio of stored energy in a cavity to the energy that is lost to Joule heating
in one RF period

_ woU
=7

Qo (2.6)

where wq is the resonant angular frequency, U the stored energy in the cavity, and P,
the dissipated power in the cavity’s walls.
Qo can also be expressed in terms of the geometry factor G. It is defined as

G- wo o f\/ ’H|2dV

L \ﬁPdS (2.7)

where [, |H|2dV is the integral of the RF magnetic field over the volume of the cavity,
and fs |ﬁ |2dS the integral over the surface. G is independent of the material of the
cavity and can be used to characterize the design of a cavity. It is related to the quality
factor and surface resistance via

Qo = Q' (2.8)

R

For TESLA 9-cell cavities which are often in used in electron accelerators G = 270 Q [52].
Modern superconducting cavities fabricated from niobium achieve quality factors in the
range of 1019 — 10! [53, 54]. According to equation 2.8 this corresponds to a surface
resistance in the order of only a few nQ. This is a factor 10° smaller than copper [19].

This low surface resistance of superconducting materials (typically niobium) is a big
advantage over normal conducting materials like copper. It allows the design of the
cavities to be optimized for other parameters than just minimizing power dissipation
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which increases the beam quality. It also enables higher accelerating gradients in CW
mode which makes linear accelerators operating in CW shorter.

These are the main reasons why in many modern accelerators superconducting cav-
ities are used despite the increased complexity due to cryoplants which are needed to
cool down the cavities to ~ 2 K [55].

2.2. Superconductivity

This Phenomenon was first discovered by Kamerling Ones in 1911 who was experi-
menting with liquid helium. He discovered that the direct current (DC) resistance of
mercury dropped to 0Q when it is cooled below 4.2K [56]. Later in 1933 Meissner
and Ochsenfeld discovered that a superconductor expels magnetic flux from its vol-
ume when it passes its critical temperature T, where it becomes superconducting[57].
This effect can not be explained by Maxwell’s equations and the assumption of zero
resistivity, and is now called Meissner effect. The first phenomenological theory of su-
perconductors was introduced 1935 by F. and H. London who formulated two "London
equations” which describe the Meissner effect [58]. The Ginzburg-Landau theory intro-
duced in 1950 was the first quantum mechanical description of superconductivity [59,
60]. By series expansion of the free energy of superconductors close to T, it is able
to predict the temperature dependence of parameters describing the super conductive
state, as long as T'— T, <« 1. In 1957 Bardeen, Cooper, and Schrieffer formulated the
BCS-theory [20]. It explains superconductivity with cooper pairs which are two elec-
trons with opposite momentum (and in most cases opposite spin) that are coupled by
electron-phonon interaction. These quasiparticles behave like bosons which alters the
density of states around the fermi energy, creating an energy gap around it. Due to the
special interaction with the lattice cooper pairs do not loose energy by dissipation [19].

This thesis presents experiments concerning trapped flux, i.e. magnetic flux that
does not get expelled by the Meissner effect but stays within the superconductor. This
expulsion of flux happens when the superconductor passes its transition temperature
which makes the Ginzburg-Landau theory applicable. For this reason the Meissner effect
and the Ginzburg-Landau theory are presented next. The following three subsections
again follow the line of [19].

2.2.1. Meissner Effect

Before the Meissner effect is introduced the behaviour of a perfect conductor in a
magnetic field is investigated to illustrate the difference to superconductors.

In a perfect conductor with zero resistivity electrons are accelerated freely in an
electric field E:

o0v _
Moy = —eE (2.9)

where m is the mass of the electron, and e its charge. ¥ is the velocity. This can
be expressed in terms of the superconducting current density js = —ngsev with the

10
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superconducting charge carrier density ng:

0js  nge? -

I8 E 2.10
ot m ( )
This equation is the first London equation. Using V x E = —%? it is equivalent to
0 - nge? o
V xj B|)=0 2.11
ot ( X Js + m ) ( )
Further application of Maxwell’s equations leads to
OB 1 B m
Vi =5 M=—5— 2.12
( ot ) A ot L neepuo (2.12)

Applying this equation to a semi infinite perfect conductor in the half space z > 0
and a magnetic flux density By in y-direction shows the implications of above equation.

It becomes:
9B(x) = 980 exp (—:U) (2.13)

Here, é(x) is the magnetic flux density inside the superconductor. Equation 2.13
implies that in the bulk of the material where z > Ar,, 8](399) goes to zero. This means
that a perfect conductor will not expel magnetic flux, instead it conserves it. A perfect
conductor that is cooled below its transition temperature in an external magnetic field
would, therefore, trap all magnetic flux. This is contrast to the observed Meissner
effect where (in the ideal case) all magnetic flux is expelled. To achieve this the term

in equation 2.11 must not only be time independent but zero, so that

nee?

V X jo+ —B=0. (2.14)

m

This is the second London equation. They describe the magnetic flux density within a
superconductor as

I
V’B = —B. (2.15)
AL
In the same scenario as above with a semi infinite superconductor in z > 0 and a
magnetic field in y-direction the y-component of the magnetic flux density in the su-
perconductor becomes

By(z) = Byexp <—$) . (2.16)
AL

Equation 2.16 describes an exponential decay of the magnetic flux density with a decay
constant Ap, inside the superconductor. This represents the observed behaviour of su-
perconductors which expel magnetic flux when they become superconducting and also
do not let in magnetic flux once they are superconducting. Ar, is called the London
penetration depth and is an important quantity to characterize a superconductor (see
also section 2.2.4).

11
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2.2.2. Critical Magnetic Field

In the context of the Meissner effect the critical magnetic field must also be mentioned.
It is stated above that superconductors expel magnetic flux during transition and repel
it once they are superconducting. This is only true if the external magnetic flux density
is below the temperature dependent critical flux density B. of the superconductor. If
the external flux density is larger than B, the energy needed to expel the magnetic flux
is larger than the energy gained from being in the superconducting state. Therefore,
superconductivity breaks down at that point.

Here, two types of superconductors can be distinguished: Type I superconductors
expel all magnetic flux (Meissner state) until the external field reaches the critical field.
Then superconductivity breaks down completely. Type II superconductors also expel
all magnetic flux for low external field magnitudes. When the external flux density
reaches a critical flux density B.; superconductivity does not break down completely,
but quantized flux lines enter the superconductor. The core of these flux lines is normal
conducting (see section 2.3) but the rest of the superconductor stays superconducting.
This state is called Shubnikov phase. When the external flux density is increased
further, more flux lines enter up to a second critical magnetic flux density Bcs. At this
flux density superconductivity breaks down. The difference between the two types can
be characterized by the Ginzburg-Landau theory (section 2.2.4).

An empirical formula for the temperature dependence of both critical magnetic flux

densities is given by [61]
2
Bo(T) = B.(0) (1 - (;) ) : (2.17)

This also implies that in an external field the temperature at which a certain phase
manifests itself changes depending on the field magnitude.

2.2.3. Demagnetization Factor

In the experiments presented in this thesis the transition region where the samples
become superconducting plays in important role. And an effect that might influence
this transition region is caused by the demagnetization factor[31].

To demonstrate this effect assume a sphere of a type I superconductor in the Meissner
state in an external field Hy. Inside the sphere is a homogeneous field H. The magnetic
flux density vector is parallel to it so that one can write

nB + (1 — n)uoH = poHy (2.18)

where n is the demagnetization factor with 0 < n < 1 (n = 1/3 for a sphere). Since the
sphere is in the Meissner state B = 0, so that

(2.19)

Due to the expelled flux from the sphere the magnetic field increases around it (Wlth
the maximum a the equator). When the external field reaches a value Hy = (1 — n)H,

12
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the Meissner state breaks down. If the Meissner state would brake down completely
the field enhancement outside the sphere would also break down which would reduce
the external field magnitude Hy below H. and the Meissner state could be established
again. Further analysis shows that this unstable state cannot not be solved with a
normal conducting belt around the equator (which would reduce n) [31].

Instead, the sphere is divided into thin parallel alternating layers of normal- and
superconducting regions [31]. This is called intermediate state.

2.2.4. Ginzburg-Landau Theory

The introduction of the Ginzburg-Landau theory is along the lines of [31]. It describes
the properties of a superconductor close to its transition temperature T.. Since the
investigated phenomenon of flux trapping happens in the transition region of normal-
to superconducting phase the temperature is close to I, and the theory is valid. It is,
therefore, a useful tool to describe the state of the superconductor when it traps flux.
The Ginzburg Landau theory is included in the microscopic theory of superconductors
(BCS-theory), and can be derived from it. However, for the considerations in this thesis
the Ginzburg-Landau theory is sufficient and the BCS-theory is not introduced here.

The idea of the theory is to expand the free energy of the superconductor in terms of
an order parameter A which describes the difference in symmetry between the normal-
and superconducting state. A is zero when the material is normal conducting and
non-zero when it’s superconducting. Since the phase transition from normal- to super-
conducting is of second order it is assumed that A changes slowly close to the transition
temperature. The order parameter is the complex wave function of the superconducting
electron pairs.

Instead of expressing the free energy F directly as a function of A, ¥ = (4m/ h2d)1/ 2A
is introduced where |¥|? is the density of superconducting pairs divided by two. Here,
m is the electron mass, h the reduced planck constant, and d a constant. With this the
free energy is expressed as

h? b
F:Fn+/ (yv\m2+aw\2+y¢y4+...) dv (2.20)
4m 2

where a,b are phenomenological constants, V' the volume of the superconductor, and
F, the free energy of the superconductor in the normal conducting state.

The gradient in equation 2.20 means that there is a characteristic length £(7") in
which W changes. £ is called coherence length and its temperature dependence is found
to be

1) =& (1 — 12)1/2. (2.21)

Here, & is the coherence length at T' = 0K. Introducing an external magnetic field
alters the free energy and for small external flux densities B, (B, < Bc) the second
London equation is obtained. In this context a penetration depth \ is also defined. It
has the same temperature dependence as £ so that

AT) = AL <1 - £)_1/2. (2.22)

13
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The Ginzburg-Landau parameter x = 2 is temperature independent. It depends on

the properties of the superconducting material and can be used to distinguish between
superconductors of type I and II.

With its help it is possible to calculate the surface energy at the boundary between
normal- and superconducting phase. Superconductors with a small value of x have a
positive surface energy. This means that energy is needed to increase the boundary
area between normal- and superconducting volumes. This is the case for a Type I
superconductor. For large values of k the surface energy in negative and for a field higher
than H.; the superconductor is split into normal- and superconducting regions until
the microscopic limit £ is reached. When the field is increases further superconductivity
breaks down. This is the case for type II superconductors.

The crossover from type I to type II was found numerically to be at x = 1//2.
Niobium has a London penetration depth of 32 nm and a coherence length of 39 nm [62].
The Ginzburg-Landau parameter of niobium is, therefore, just above 1/1/2 making it
a type II superconductor.

2.3. Flux Lines in Superconductors

Before it is described how magnetic flux lines create losses in cavities and how they
might get pinned the structure of flux lines is described with help of the Ginzburg-
Landau theory. The derivation follows the argument in [61].

2.3.1. Quantization of Flux

To derive the quantization of flux in a superconductor a superconductor in a sufficiently
weak magnetic field is assumed. It is further assumed that the flux is localized at a
certain region inside the superconductor.

The complex order parameter ¥ can be written as

U = |U|exp(i¢p) (2.23)
with the phase ¢. Then, one of the Ginzburg-Landau equations becomes

2he
-

2 2 de? o 2
e [ 1 (2.24)

where A is the vector potential of the magnetic field, and m* the mass of the cooper
pair. Then a closed path C'is chosen around the region with magnetic field. It is chosen
large enough so the current density drops to zero. Hence,

- h
A=-2-V¢. (2.25)

This is integrated over C' which results in:

fﬁdgz /§d§: ® (2.26)
C

14
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Here, ® is the magnetic flux going through C. Plugging equation 2.25 in above equa-
tion 2.26 yields:

h h
o= — A 2.2
u 7{} Vods = 1L AG (2.27)

A¢ is the variation of ¢ over one circulation on C. Since ® must be a single valued
function A¢ must be a multiple of 27, so that

2mh
d=n"—" = . 2.2
n 5 neo (2.28)

Here, n is an integer and ¢q is the magnetic flux quantum ¢g ~ 2.00678 - 10~1° Tm?

2.3.2. Structure of Flux Lines

Next, the structure of a single flux line is described. In order to describe it using the
Ginzburg-Landau theory a type II superconductor with large x is assumed. While this
is not case for niobium it still gives a good approximation of the nature of flux lines.

To investigate the structure of a flux line a type II superconductor in a magnetic
field just above H.j is assumed. This way flux lines are spaced far apart and do not
influence each other. One flux line is assumed to be at x = 0, y = 0 and to be pointing
in z-direction. Trying to describe the magnetic flux density in the vicinity of the flux
line with the first London equation yields a contradiction. Because integration over a
closed loop that is far away from the flux lines shows that the London equation predicts
B = 0 within in the loop. This cannot be correct, since the flux line is within the loop.
Therefore, the London equation is modified to

B+ X2V X V x B = i,¢o6(F) (2.29)
where 4, is the unit vector in z-direction, ¢o the flux quantum, and 6(7) the two dimen-

sional delta function. 7 is a vector in the x-y plane, and r denotes the magnitude of 7.
The solution is found to be

B,(r) = 25:‘;2 Ko (g) . (2.30)

Here, Kj is the modified Bessel function of zeroth order. It diverges for r — 0 so the
modified London equation still does not describe the magnetic flux density close the
centre of the flux line but it gives an approximation for » > £. The magnetic flux
density near the core can be estimated using the GL equations. For this it assumed
that |¥| is symmetrical around the centre, and is only a function of the distance r. So

it can be expressed as
v .
W = f(r) exp(—i¢). (2.31)

VU is the equilibrium value of ¥ far away from the flux lines. f(r) characterizes the
deviation of ¥ to W, and approaches 1 for large r. The derivation of f(r) can be found

in [61]. It results in
N 7 B(0)
f(r)=cr [1 — 7852 <1 + ; 02>} (2.32)
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where ¢ is a constant. For small fields it can be approximated by

£(r) ~ tanh <r> (2.33)

Tn

with ¢ = 1/ry. With the help of numerical calculations a formula can also be found for
rn [61]. B and VU of a flux line are schematically depicted in

Y

>
normal core

Figure 2.2.: Schematic depiction of B and ¥ as a function of r in the vicinity of a flux
line. The figure is taken from [61].

When the external field is increased the density of flux lines increases and they start
to influence each other. Then a triangular lattice is formed by the flux lines [61].

2.3.3. RF Losses due to Trapped Flux

Before a theoretical description of losses due to trapped flux in cavity walls is given,
measurement data from a test with a TESLA shaped single cell cavity is shown. It
shows the negative effect of trapped flux for cavity performance very clearly. Figure 2.3
shows measurement data of the unloaded quality factor versus accelerating field in a
shielded cryostat. The remaining flux density in the cryostat is below 1nT. When an
external magnetic flux density B, = 10T is applied with Helmholtz coils the quality
factor drops by a factor of 6.

16
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Figure 2.3.: Qo versus
F,cc of a single cell
cavity in a shielded
cryostat (Be < 1pT)
when no field is
applied, and when

10 uT are applied in
direction of the beam
axis.
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The geometry factor of this cavity is 270 Q [52]. So at 5 % the surface resistance

increased from 9nQ to 54 nQ.

The reason for the increased losses are oscillations of the flux lines in the RF field.
The mechanism is explained by A. Gurevich and G. Ciovati in [36]. Here, magnetic
flux lines are regarded as elastic strings that oscillate in a RF magnetic field parallel
to the superconductor’s surface. It is assumed that the pinning centre is a distance
[ > X away from the RF surface so that the flux line ”behind” the pinning centre is not
affected by the RF field. Additionally, the pinning centres are assumed to be ”hard”
pinning centres so the flux line cannot move at the position of the pinning centre. With
these boundaries there are three different configurations of magnetic flux lines that are
influenced by an RF field. They are depicted in Figure 2.4.
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Figure 2.4.: Possible configurations for pinned flux line, where either a segment, both
ends or one end of the flux line is in region of the RF penetration depth.
The displacement of the flux line from its equilibrium parallel to the
surface is described with w(z,t). The flux lines are held up by circular
currents. Figure is adapted from [36, 63] .

In one case only a segment of the flux line crosses the region where the RF field
penetrates the superconductor (left). In another configuration the flux line forms a
semi-loop which starts and ends at the RF surface (middle). Or the flux line passes the
superconductor and only one end is influenced by the RF field (right).

The dissipated power due to flux lines is calculated for the last two cases where
the flux line penetrates the RF surface and is pinned a distance [ below it. A RF
field parallel to the surface of magnitude H,, and angular frequency w takes the form
H(z,t) = Hpexp(—z/A + iwt) inside the superconductor. Here, z is the coordinate
perpendicular to the surface (see Figure 2.4). The displacement u(z,t) of a flux line is

described by

du d2

Ui o + Fexp(—z/A + iwt). (2.34)

= qﬁg% is the viscous drag coefficient (see chapter 2.4.5) with the normal state
resistivity pn, and € is a tensor describing the dispersive line tension of a flux line.
F = gboH is the magnitude of the force created by the RF field acting on the flux line.

There are two boundary conditions imposed on the flux line: Firstly, it does not
move at the pinning centre, and secondly, it is perpendicular to the surface of the
superconductor. This can be summarized as

du
)= — =0. 2.
u(l) =0, &z 0 (2.35)
The solution of equation 2.34 with boundaries 2.35 is
= g Apcos(kp2)e™,  ky = % (n + 2) . (2.36)

n=0
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The coefficients A, and their derivation can be found in [36]. The motion of the flux
lines is always greatest at the surface and decays towards the bulk material. But,
depending on the frequency of the RF field more or less of the flux line is moving. For
low frequencies w < wi the whole vortex segment up to the pinning centre oscillates. For
w) < w < w) the oscillations are localized in the surface layer of thickness 1/q., smaller
than [ but larger than A. At high RF frequencies w > w) the flux line oscillates only
in a thin layer in the order of A. The values of w;, wy, and g, can be found in [36]. In
the case of a 1.3 GHz cavity made out of niobium the frequency range of w) < w < w)
is applicable.

According to the different motions of flux lines the dissipated power is also calculated
for each frequency range individually. The explicit results are not stated here, but can
be found in [36].

With the calculated dissipated power P, the surface resistance due to trapped flux
which is defined as R; = % can also be calculated. Here, the result is only stated for

the frequency range w; < w < wy which is

i 29 .

B (2.37)

Here, By is the trapped flux density, and g is a function of the anisotropy of a material
which is 0.5 for isotropic niobium [36].

In a 1.3 GHz niobium cavity this results in an increase of 16 nQ for 1 nT trapped
flux. This is significant compared to the 9n() measured above. The increase is more
than what is observed in Figure 2.3 but in the experiment not all of the applied field
got trapped and the flux is not distributed evenly across the cavity walls.

2.4. Flux Pinning in Superconductors

Flux pinning mechanisms are investigated typically for type II superconductors that
are used for high DC applications like superconducting magnets. In these cases the
superconductor is operated in the Shubnikov phase and magnetic flux lines penetrate the
superconductor. The high current exerts a Lorentz force on the flux lines which causes
them to move through the superconductor. This dissipates energy an the performance
of the superconductor degrades. For the DC applications pinning centres are introduced
on purpose to stop flux lines from moving through the superconductor.

This is in contrast to cavity applications. Here, the superconductor is operated in
the Meissner state because due to the RF field losses in the Shubnikov phase would be
so high that the cavity would quench (become normal conducting) immediately. As is
shown above even pinned flux lines create losses is RF fields, which is why in cavities
pinning centres should be avoided so all magnetic flux is expelled from the material.

While the loss mechanism in both cases are different, the observations made for
pinning centres in the DC case are still applicable for cavities.

2.4.1. Pinning Centres

The following explanation is adapted from [61]. Pinning centres differ from the rest of
the material in their material properties like T¢, H., &, and A. These changes might
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2. Theoretical Background

be caused by normal conducting precipitates, or inclusions, lattice defects, or grain
boundaries. The locally changing parameters lead to a locally changing free energy.

For the case of a normal conducting pinning centre a descriptive explanation can be
given: To establish flux lines in the superconductor energy is needed to break up cooper
pairs since the core of the flux line is normal conducting. However, at the pinning centre
the material is already normal conducting and no energy is needed no break up copper
pairs. Therefore, less energy is needed to keep the flux line at this position which results
in a local minimum of energy. In the complete Meissner state the total energy would
be even smaller but to achieve this the flux line must overcome the pinning force of the
pinning centre.

A schematic depiction of the pinning potential and the resulting pinning force is
depicted in Figure 2.5. Where U is the flux line’s energy and the pinning force f, is
given by

ou

fo=—5 (2.38)

Figure 2.5.: Pinning UA
potential and the
resulting force. It ; —3
shows, how the flux |
line is pulled back
towards the pinning
centre at » = 0. The
maximal force f;, is the |

pinning force. Figure is
adopted from [61].

The example above of a normal conducting pinning centre is only one of several
pinning mechanisms. In [61] they are distinguished by the underlying mechanisms in
several categories: Condensation energy interaction with normal precipitates and grain
boundaries, elastic interaction, magnetic interaction, and kinetic interaction. More
detail on the different mechanism can be found in [61].

2.4.2. Flux Pinning during Transition

For DC applications the pinning force is often measured by critical current density
measurements in dependence of an external magnetic field [34]. In this case magnetic
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2.4. Flux Pinning in Superconductors

flux lines are pushed through the superconductor by a Lorentz force and get pinned at
pinning centres. When the Lorentz force becomes larger than the pinning force the flux
lines gets de-pinned.

For the case of cavities where superconductors are operated in the Meissner state
flux lines can not be de-pinned when the cavity is at its operating temperature around
2 K. The only way to expel magnetic flux from the superconductor is during transition
where flux lines can be pushed into normal conducting regions. Here, the forces acting
on flux lines stem from the change of free energy in the superconductor, a thermal force
(see section 2.4.3), and a force by the external magnetic field (see section 2.4.4). If the
pinning force is greater than the sum of these forces the flux lines gets pinned and is not
expelled from the superconductor. Whether a flux line gets pinned or not is, therefore,
determined in the transition region between the normal- and superconducting phase.

A theory of how flux lines interacted with pinning centres in this region is presented
by T. Kubo in [64].

The developed theory bases on the Ginzburg-Landau theory. A rectangular type-II
superconductor in a weak external magnetic field is assumed that is cooled from right to
left (Figure 2.6) with a temperature gradient 7" = d7T'/dx < 0, and dT'/dy = dT'/dz =
0. Since the critical flux densities of superconductors are temperature dependent the
superconductor is in three states at the same time. The warm end is still normal
conducting (Be > Bc2) and the cold end is in the Meissner state (Be < Bc1). Between
the two regions is a region where B, < B. < B so the sample is in the Shubnikov
phase. The coordinate system is chosen such that x = 0 at the point where T' = T¢.

vT

Figure 2.6.: Schematic depiction of the superconductor during transition. It is
simultaneously in three different states. The coordinate system moves
with the phase front, so that at z = 0, T' = T,. Figure is adapted from [64]

In this coordinate system the temperature can be expressed as a function of position
T(z) = T. + T'(0)z = Te[1 — |T7(0)|z] (2.39)

where T = %, and T" = dT /dz. With the help of the Ginzburg-Landau theory the
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critical flux densities can also be expressed as a function of position

Ba(T(w) = 1 'l (2.40)
1 ~
Ba(T(x)) = WIT'\:& (2.41)

Here, a is a numerically determined parameter. With help of the position dependent
critical flux densities the transition points z.; and z.2 can be determined (Figure 2.6).
The transition from Meissner to Shubnikov phase is at point z.; and the transition
from Shubnikov phase to normal conducting is at x.o where z.1, and .o are given by

Be ~
Tey = 27r§§¢—§\T’] ! (2.42)

4mk2E2 Be /1
Lcl - |

= >0 2.4
Ink +a ¢g (243)

Here, B, is the external magnetic flux density magnitude. With x.1, and z.o the
thickness of the region in the Shubnikov phase dz can be calculated

Be ) —
0r = Te] — Tep = 47r§gf,(f-@)%\T'] L (2.44)

Where f_ (k) = k?/(Ink +a) — 1/2. The order of magnitude of dz is around 100 pT for
temperature gradients around 0.1 % which is also achieved in the experiments presented
in this thesis.

In the Shubnikov phase flux lines penetrate the superconductor and their normal
conducting core size is in the order of £. £ depends on the temperature at the position
of the flux line. To estimate £ in the Shubnikov phase an average of both extremes at
Zc1, and xzco is calculated:

1 b0

£= \/W B. (2.45)

K2

where f1(r) = i + 3.

When the sample is cooled down flux lines in the Shubnikov phase are transported
through the sample with the moving phase fronts (boundary between phases) and can
be trapped by pinning centres in the material. To estimate the number of pinned flux
lines Nirap an analogy with a beam-target collision event is used. Additionally, it is
assumed that the ambient field is parallel to the surface of the sample. Using the
beam-target analogy

Nirap o NpinNyo (2.46)

is obtained. Here, Npj, is the number of relevant pinning centres, Ny is the number of
flux lines contained in the Shubnikov phase domain, and o is a reaction cross-section.
The number of relevant pinning centres is not equal the total number of pinning centres
because a thermal force (see section 2.4.3) acts on the flux lines which pulls them away

22



2.4. Flux Pinning in Superconductors

from pinning centres. If the pinning force of a pinning centre is weaker than the thermal
force, it is not included in Npi,. The number of flux lines in the Shubnikov phase domain
is proportional to the ambient magnetic flux density and the thickness dzx:

Ny o Bedx ox B2|T'|7} (2.47)

It is assumed that the number of flux lines stays constant and does not decrease due
to trapped flux lines or increase due to the demagnetization factor. Finally, the cross
section o is estimated to be

oo & o By (2.48)
With these estimations Nirap is found to be
Ntrap = AMB6|T/‘71' (249)

Apr is a material dependent parameter which is proportional to Npi, and a function
of k and &. A descriptive explanation of the factor |T7|~! is that with increasing |7”|
the width of the Shubnikov phase domain decreases which decreases the number of flux
lines in this domain. This in turn reduces the reaction probability.

When |f’ | is so large that the Shubnikov phase domain is smaller than £ the model

ceases to be valid but there might still be a contribution to Nirap, so that in general
Ntrap = AMBe (|T/|71 + DM) . (250)

The constant Dj; stems from the contribution mentioned above and generally depends
on material properties.

In the paper implications for the residual resistance and comparison with measure-
ments are also presented. But this is not relevant for this thesis and can be found
in [64].

2.4.3. Thermal Force

Assuming a type-II superconductor in a temperature gradient which is fully in the
Shubnikov phase, [65] describes a force which pushes flux lines from the warmer region
to the colder region. The force arises due to a thermal diffusion process of particles (in
this case flux lines). It is driven by a difference in entropy of the normal conducting
flux lines compared to the superconducting material surrounding it. In [65] this force
is called thermal force and it is given per unit length of flux line by

fin=—S*VT (2.51)

Here, S* is the transport entropy per unit length of flux line. Noting that S* > 0
equation 2.51 shows that flux lines are pushed towards the colder region. Measurements
with various materials, including niobium have confirmed this force [66]. The theoretical
calculation of S* for general cases is still an open question. But for the high field limit
an expression is given in [67]. For low temperatures the expression

SH(T) = —%MjﬁlT(T) (2.52)

is often used [47, 64]. In [68] measurements of S* are presented.
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2.4.4. Force by an External Field

When flux lines get trapped during transition there must be an external field present
which is inevitably in the same orientation as the flux lines inside the superconductor.
The external flux density pushes flux lines inside the superconductor further inside it
because flux lines repel each other. In [69] Bean and Livingston describe this force as
part of their description of a surface barrier that magnetic flux needs to overcome to
enter a superconductor. They describe the change in energy E due to the external field
as

E(z) = d"jlfe exp (—i) (2.53)

where z is the distance from the surface of the superconductor, and H, the external
field magnitude. In [47] the corresponding force is calculated as

folz) = %fe exp (—i) (2.54)

2.4.5. Viscous Force

In chapter 4.3 it is reported that the cooldown rate changes the magnitude of trapped
flux which hints at slow moving flux lines. This might be explained by a viscous force
acting on the flux lines which it introduced here.

It can be shown that when flux lines move through a superconductor normal electrons
flow inside and outside the normal conducting core of a flux line [61]. This dissipates
energy and, therefore, creates a viscous force which counteracts the driving force which
moves the flux lines.

The dissipated power due to the normal conducting electrons can be calculated and
expressed in terms of an effective resistivity, or "flow resistivity” ps

B B \!
= 1+ n- 2.55
Pt toHeo < 2M0Hc2> P (2.55)

Here, B is the magnetic flux density inside the superconductor and p, the normal state
conductivity. In the case B < H¢2, or when the flux lines are far apart and do not
react with each other, it reduces to

B (2.56)
£ = . .
p ,UOHC2 Pn
pr can also be expressed in terms of a viscous coefficient 7yig:
0B
=2 (2.57)
Thvis
B
& Nyis = %8B (2.58)
Pt
H
= Tvis = ¢0/—*L07C2 (2.59)
Pn
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The last equation holds only if B is small, so flux lines do not interact. Finally the
viscous force can be expressed as

F, = TvisV, (260)

where v is the flux lines velocity.

2.5. AMR Effect

Finally, a short introduction to the anisotropic magneto resistive (AMR) effect and
magnetic field sensors based on this effect is given because the measurement setup
relies on these sensors.

A more in depth description can be found in [70, 71]. Here, only a phenomenological
explanation is given to understand the working principle of the sensors.

The phenomenon that the electrical resistivity of a ferro magnetic material depends
on the angle between the current and the magnetization of the material is described by
the AMR effect. On a microscopic scale the preferred spin orientation of the electrons in
the conduction band is influenced by the magnetisation of the material. And a change
in this spin orientation leads to a different scattering amplitude of the conduction
electrons via the spin orbit coupling [70]. This again leads to a different resistivity on a
macroscopic scale. The resistance p can be calculated in terms of the angle 6 between
the current density j and magnetization M [72]

p=p1+(p)—pL)cos*(0), (2.61)

where p,, and p| are the resistances when j and M are perpendicular or parallel to
each other. The function is depicted in Figure 2.8.

2.5.1. AMR Sensors

The AMR effect can be exploited to measure magnetic fields: A magnetization is set in a
ferromagnetic material and a voltage is applied on the ends of the material which causes
a current to flow. When a magnetic field is applied perpendicular to the magnetization
the magnetization is rotated which changes the resistance of the material. This can
easily be measured and the magnetic field strength can be extracted from the resistance
by calibrating the sensor with known fields.

In the experimental setup in this thesis commercially available sensors AFF755B from
Sensitec [73] are used. A schematic drawing of the sensor is shown in Figure 2.7.
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Flip - Test - Vee Vout + AM

I—'—I
J
| 1
Flip + Vout - Test + GND

Figure 2.7.: Sketch of an Sensitec AFF755B AMR sensor. It consists of a Wheatstone
bridge assembly of four AMR elements, a flip coil (left) to reset the
magnetisation and a test coil (right) to calibrate the sensitivity of the
sensor. On the right the easy axis for the magnetisation and the sensitive
axis are indicated. Figure is adapted from [73].

The sensitive part consists of a Wheatstone bridge arrangement of four AMR, ele-
ments. They are arranged in a Wheatstone bridge in order to increase the sensitivity
by a factor four [72]. The elements are made of a nickel-iron thin film deposited on a
silicone waver which have a barber pole structure of shorting bars sputtered on top. In
these shorting bars the resistivity is much smaller than in the ferromagnetic iron-nickel
alloy. The current, therefore, flows in the shortest possible way from shorting bar to
shorting bar, so that the current flows in a 45° angle with respect to the long dimension
of the AMR element and, therefore, the magnetization. This effectively changes the
operating point of the AMR sensor from 6 = 0° to § = 45° (see Figure 2.8).
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Figure 2.8.: Change in resistance versus angle between current and magnetisation.
Due to the barber pole structure the angle is at 45° for no applied field.
The maximal change is only 2-3%.

The advantage of this operating point at 8 = 45° is twofold: Firstly, it makes the
response of the Sensor asymmetric for changes in . This allows the sensor to distinguish
the polarity of the applied field. Secondly, it makes the response linear, which makes
calibration easier and gives a better sensitivity.

The elements are build such that there is an easy axis for the magnetization (see
Figure 2.7) so it returns to 6 = 45° if the external field is turned off. If the magnetization
is destroyed by to high fields or vibrations, etc. it can be restored by the flip coil (left
in Figure 2.7). It can also be used to "flip” the magnetization, i.e. rotating it 180°.
Typically this is used to perform an offset correction of the sensors. However, the
magnetization can not be flipped consistently at cryogenic temperatures which makes
this method of offset correction not applicable for measurements described in this thesis.
For a more detailed investigation of this problem see [74]. In the setup presented here
the sensors are calibrated in each measurement run to Fluxgate sensors which are used
as reference. The method is described in section 3.2.3.

Lastly, the test coil (right in Figure 2.7) applies a field in the sensitive direction of
the sensor which can be used to calibrate its sensitivity. However, for the measurements
conducted in this thesis it is not used.
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A new setup has been designed to measure trapped flux in samples. The measurement
is done indirectly, by measuring the magnetic field in the immediate vicinity of the
sample and deducing the actual trapped flux from the obtained values. The goal of the
experimental setup is to measure trapped flux depending on the parameters already
mentioned in chapter 1: Temperature gradient, cooldown speed, external magnetic
field as well as the material and its treatment.

By moving away from cavity measurements to sample measurements these parame-
ters are easier to control, change, and understand. An additional benefit of the sample
measurements is the significantly larger experimental throughput compared to measure-
ments with cavities. With cavities only a few cooldowns per day can be achieved. With
the new setup the sample can be cycled through its transition temperature around 300
times per day. The biggest drawback of the measurement with samples compared to
cavity measurements is the inability to measure the surface resistance of the samples.
It’s only possible to measure the trapped flux, but not its effect on surface resistance.

This section presents the setup in detail and shows how the parameters are controlled.
First, the experimental infrastructure is introduced. This includes everything that is
not the core setup and might be used for other experiments as well, namely the cryostat
and coils to control the magnetic field. Then, the experiment to measure trapped flux
is described and the measurement procedure is illuminated.

3.1. Experimental Infrastructure

3.1.1. Cryostat

All known superconductivity applications require operation at cryogenic temperatures.
In this thesis the flux trapping behaviour of niobium - the most commonly used ma-
terial for SRF cavities - is investigated which makes the superconducting transition at
T. =9.2 K. The medium of choice for such temperatures is liquid helium which provides
a temperature reservoir of 4.1 K. The sample is placed above the liquid helium level
and cooled by the evaporating helium gas. This setup allows the sample to be heated
up above Tt and than cooled down again below it (cycling).

The experiments were conducted in a glass cryostat. A technical drawing is depicted
in Figure 3.1. Figure 3.2 shows two pictures of the cryostat. It consists of an inner
dewar which is filled with liquid helium and an outer dewar which is filled with liquid
nitrogen. The nitrogen acts as a radiation shield for the inner helium dewar, decreasing
the static losses in the helium to only 0.35 W. Surrounding the two dewars is a protective
housing made from aluminium. A 1.5cm wide slit in the aluminium and the mirror
covers of the dewars allows to look inside the cryostat, and check the helium level by
eye.
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Figure 3.1.: Drawing of [
the cryostat. The final > T 5
(e o
lid with feedthroughs is @ o o N
not depicted. All !
. . . B D y
dimensions are in mm. R b 2
LHe-Cryostat
ﬁ I
@ . Aluminium Cover
S 2280
S o 2250 g
® LN2-Cryostat
2230
2200
\\ 3 Viewport 15mm
o )
B B
] — —

3.1.2. Magnetic Field Control

Since the cryostat has no permalloy shielding to reduce the ambient magnetic field
caused by the earth, and other sources, an active field compensation is necessary to
be able to expose the sample to a controlled and well defined external field. As the
surrounding field can have arbitrary orientation, three coils are necessary to compensate
the external field. At the same time, with three coils it is possible to apply an external
field in any direction. The parameter of external magnetic field mentioned above can,
therefore, be precisely controlled. Since the coils are build to compensate the earth’s
magnetic field which corresponds to a magnetic flux density of roughly 50 nT, the flux
densities achieved with the coils are of the same order of magnitude (see Table 3.1).

For the two coils which contribute to the field in the horizontal plane a rectangular
Helmholtz-coil (HHC) design is chosen. This design achieves a high field flatness at
the sample position and can be better integrated in the infrastructure of the cryostat,
compared to a round Helmholtz-coil design. For the coil which applies field in the
vertical direction, a solenoid design is chosen. Due to the fact that is realised by
winding a insulated copper wire around the aluminium shielding of the cryostat it
occupies nearly no space around the cryostat while still achieving high field flatness.
Figure 3.2 shows pictures of the three coils. The design parameters of the different coils
are discussed in more detail in the following.
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(a)

Figure 3.2.: Cryostat with only the solenoid wound around the aluminium cover (a)
and with additionally mounted Helmholtz-coils (b)

Solenoid Coil

The diameter and maximum length of the solenoid is given by the diameter and length
of the cryostat. This leaves only the pitch (distance between two windings) of the coil
to be determined: This is done with COMSOL Multiphysics® simulations [75]. By
simulating the coil not only an appropriate pitch can be determined, but also the field
flatness can be estimated.

Instead of modelling the wire itself, the solenoid is modelled as tube with a wall
thickness of 0.1 cm. COMSOL offers the possibility to set the number of wire turns in
this tube. While this might not be an exact representation, it is sufficient to lay out
the coil. The dimensions of the solenoid predetermined by the cryostat are the radius
r = 14.5cm and length [ = 88 cm. A pitch of 1cm is chosen, resulting in 88 turns over
the whole length. The used copper wire has a diameter of 0.4 mm, making a driving
current of 1 A reasonable, without damaging the wire. A representation of the obtained
results of the simulation with the above parameters is shown in Figure 3.3.
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Figure 3.3.: Simulated
field created by the
Solenoid coil with 1 A
driving current. The
heat map shows the
magnetic flux density
magnitude in T. The
arrows show the
strength and direction
of the generated field.

The experiment uses a sample of dimensions (10 x 6 x 0.3) cm. Since all other parts of
the setup have a pu, close to one, a homogeneous field is only critical in the volume the
sample typically occupies. In the final setup, the sample is placed in the x-z plane, i.e.
the short dimension of 0.3 ¢cm is along the y-axis. The coordinate system is depicted in
the lower left corner of Figure 3.3. The centre of the sample is not in the middle of the
solenoid but shifted 5cm up. This allows for more helium to be filled below the setup
which results in a lower number of necessary refills, and thus lower helium consumption.

In order to address field flatness the z-component of the magnetic flux density is
plotted along three lines going vertically through the solenoid in Figure 3.4 (z-Axis).
One goes through the centre of the solenoid (and, therefore, a hypothetical sample).
The other two are offset by 3 cm in x-direction and go though the outer edges of a
hypothetical sample. The solenoid is centred around z = 0cm but since the centre of
the sample is shifted 5 cm up, the region of interest is not symmetrical around z = 0 cm
but between z = 0 and z = 10cm. A close-up of this area is depicted in Figure 3.4 (b).
Figure 3.5 shows the z-component of the magnetic flux density along five lines going
horizontally through the sample. The five lines are 2.5 cm apart with the lowest at the
bottom edge of the sample and the highest at the top edge of the sample. The solenoid
is centred around z = Ocm. Horizontally the sample is located in the centre of the
solenoid and since it is 6 cm wide the region of interest is now from z = —3 to x = 3cm.
This region is again shown in more detail in Figure 3.5 (b).
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Figure 3.4.: z-component of magnetic flux density along three vertical lines at

x = —3,0,3cm. The solenoid is centred around z = 0 cm. The two lines
at z = 44 cm indicate the ends of the solenoid. The legend is identical
for both plots, however, in (a) no difference is visible between the three
lines. (b) shows a close up of the same data at the sample position from
z =0 to z = 10cm. The maximal flux density deviation in the sample
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z-component of flux density along five horizontal lines at z= 0, 2.5, 5, 7.5,

10 cm. The solenoid is centred around z = 0cm. (b) shows a close up of

the same data at the sample position from x = —3 to x = 3cm.The
maximal flux density deviation in the sample volume is less than 1 nT.

Regarding the vertical field flatness, Figure 3.4 (b) shows that the sample is not in the
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region with the lowest gradient %—Jf because it is shifted 5 cm up. However, the difference

between top and bottom of the sample is below 1pT. Regarding the horizontal field
flatness, Figure 3.5 shows that the maximum field is not in the centre of the coil, but at
the edges. Figure 3.5 (b) indicates that the horizontal deviation is below 0.1 nT across
the sample. According to the simulation the maximum difference in the volume of the
sample is 0.93 nT. This equates to a relative error of only 0.8%. By shifting the sample
additional 2cm up, the relative error increases to 1.1%. Therefore, a relative error of
1% is realistic for real experiments.

The solenoid does not create a field perfectly aligned to the z-axis. Therefore, the
maximum flux density in x- or y-direction in the sample volume must also be investi-
gated. The simulation shows a maximal x-component at the top edge of the sample of
0.3pT and in y-direction the field is less than 0.1 pT. This difference between x- and
y-component is caused by the asymmetric sample and not the solenoid itself.

To check the difference between simulation and experiment the excitation current of
the solenoid is ramped from -1.5 A to 1.5 A in 0.1 A steps. In Figure 3.6 the flux density
generated by the solenoid is plotted against the excitation current. The magnetic field
is recorded with three single axis Fluxgate sensors which are described in more detail
in section 3.2.3.
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Figure 3.6.: Generated flux density versus the driving current. (a) shows the
z-component, and (b) the x- and y-components. Additionally, linear
regressions are performed for each data set. The slope of the fit in (a)
agrees well with simulations. Due to a misalignment of ~ 1.5° of sensors
and coil the slopes in (b) are not zero.

The recorded data shows good agreement with the simulation. At the sensor position
the simulation predicts the z-component of the magnetic flux density to be 117.9uT
with 1 A driving current. The slope of the fitted line is 117.6 % and, therefore, only
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0.3% smaller than expected. This can easily be explained with imperfections in the
winding, misalignment or shifting of the sensor. The slope of the x- and y-direction
predicted by the simulation are 0.07 %. The measured data shows an inclination of
2.9 % and -3.2 % respectively. The most likely cause for this error is misalignment of
the sensors by ~ 1.5° which cannot be ruled out.

The Offset at zero current is the earth’s magnetic field at the position of the sensors.

Helmholtz-coils pairs

To reduce the size of the Helmholtz-coils a square design is chosen over a round design.
This alters the Helmholtz-condition which is the ratio between distance of the two coils
and their size to achieve the best field flatness. In square Helmholtz-coils the optimal
ratio of distance between the two coils and side length of the squares is given by

h
3 = 05445 xa (3.1)

[76], where h is the distance between the two coils and a is half the side length of the
coils.

One pair is mounted to the inside of the aluminium frame of the cryostat (see Fig-
ure 3.2). This fixes the distance h and, therefore, side lengths of one of the Helmholtz-
coil pairs. The other coils have to be either larger or smaller to allow them to be placed
around or in the first pair. To keep the design more compact the seconds pair is smaller.

The coils are build with aluminium U-profile with a width of 2 cm, height of 1 cm and
wall thickness of 0.2 cm. The profiles are connected via 3D-printed connectors (red and
blue corners in Figure 3.2). They are designed to increase the bending radius in the
corners to 1 cm. This way the copper wire is bend not as sharply which reduces stresses
and increases the lifetime of the coils. The dimensions of the large Helmholtz-coil pair
are: Side length 2 x ¢ = 73.4 cm; distance between the middle of the coils A = 40 c¢m.

The coils are again simulated in COMSOL to determine the number of necessary
windings and estimate the field flatness in the sample volume. The channels created by
the profiles are used as the coil geometry in the simulation. In the simulation discussed
in the following plots, the excitation current is set to 1 A and the number of winding
is 75. This equals the number of windings in the built coil. It is mounted such that it
creates field in x-direction. Figure 3.7 depicts a heat map of the magnetic flux density
created by the large Helmholtz-coil. The arrows show direction and magnitude of the
magnetic flux density. To compress the range, they are scaled logarithmically.
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Figure 3.7.: Simulated field created by the large Helmholtz-coil with 1 A driving
current. The heat map shows the magnetic flux density magnitude in T.
The arrows show the strength and direction of the generated field. They
are scaled logarithmically.

Figure 3.8 and 3.9 show the x-component of the magnetic flux density along the same
lines as for the solenoid. Figure 3.8 shows it along three vertical lines at x = —3,0,3 cm
and Figure 3.9 along five horizontal lines in x-direction at z = —5,—-2.5,0,2.5,5 cm.
Since the Helmholtz-coils are positioned such that the centre of the coil is at the centre
of the sample the sample volume is now symmetrical around z = 0 cm. The field profile
along the y-direction is not depicted, since the coil is symmetrical in z- and y-direction.
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Figure 3.8.: x-component of flux density created by the large Helmholtz-coil pair along
three vertical lines at x = —3,0,3 cm. The coils are centred around
2 = 0cm. (b) shows a close up of the same data at the sample position
from z = —5cm to z = 5cm. The legend is identical for both plots. The
field is nearly constant within the sample volume.
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Figure 3.9.: x-component of flux density created by the large Helmholtz-coil pair along

five horizontal lines at z = —5, —2.5,0, 2.5, 5cm. The coils are centred
around x = Ocm. (b) shows a close up of the same data at the sample
position from x = —3 c¢m to x = 3cm. The legend is identical for both

plots. The field is nearly constant within the sample volume.

The largest deviation of 0.04 pT is visible in Figure 3.8 (b). This corresponds to a
relative error smaller than 0.1%. If the sample is shifted an additional 2cm up in the
real experiment, the maximum deviation does not change significantly. Therefore, a
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relative error of 1% in real experiments is again reasonable. The maximum generated
magnetic flux density in y- and z-direction are both 0.1 nT and, therefore, negligible.

For a comparison between simulation and experiment, the coil current is ramped from
-1.1A to 1.1 A in 0.1 A steps. The span is smaller then for the solenoid, because the
resistance of the Helmholtz-coils is higher and the employed power supply is limited to
70V.
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Figure 3.10.: (a) Measured x-component generated by the large Helmholtz-coil pair
versus the excitation current with linear fit. (b) y- and z-component
generated by the large Helmholtz-coil with linear fits. Due to a
misalignment of ~ 1° of sensors and coils the slopes in (b) are not zero.

The linear fit in Figure 3.10 (a) shows a coil constant of 165.4 % while the simulation

predicts 164.2 %. The discrepancy between simulation and experiment is 0.7% and,
therefore, the simulation agrees well with the real experiment.

The fits for y- and z-direction yield a non-zero slope. This is most likely caused by a
misalignment of coils and sensors. A rotation of & 1° of the sensors compared to the
coil is sufficient to result in the fitted slopes.

The offsets of the fits equal the earth’s magnetic field and are the same as in Figure 3.6.

The smaller Helmholtz-coil pair is not discussed in detail. The side-length was chosen
2 cm shorter, this way it fits just inside the larger pair. The dimensions are: side-length
2 x a = Tl.4cm, distance between coils h = 38.9cm. It is mounted perpendicular to
the large Helmholtz-coil so it creates magnetic field in y-direction. A more detailed
description of the small Helmholtz-coil can be found in appendix A.1. Parameters of all
three coils are summarised in Table 3.1. In Appendix A.1 the field flatness and stray
fields are also computed in cubes of 10 cm and 20 cm side length.
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Table 3.1.: Technical data for the self-made coils integrated into the small bath
cryostat. Field flatness and field in non-dominant direction are calculated
in the sample volume. The maximum flux density stated here is reached
with a power supply limited at 70V and 1.5 A.

Solenoid HHC large HHC small
Z-direction | radial direction | radial direction

Diameter / side-length [cm] 29 73.4 71.4
Length / coil distance [cm] 88 40 38.9
Number of windings 88 75 75

Coil constant (simulated) [%] 117.9 164.2 169.0
Coil constant (experiment) [%] 117.6 165.4 169.9
Max. flux density [uT] 180 190 180
Field flatness [%] 0.8 <0.1 <0.1
Max. stray field [%] 0.3 <0.1 <0.1

Active Compensation

As is shown in Figure 3.6 and 3.10 the coils are not aligned perfectly with the sensors
and also not with respect to each other which results in stray fields in the non-dominant
directions. To achieve a good field compensation, an iterative compensation procedure
was developed: In a first step the magnetic field is measured and the current needed to
compensate the field is calculated using the parameters in Table 3.1. Then the currents
are applied and after the field is settled, the resulting magnetic field is measured again.
Since the coils create magnetic field in the non-dominant direction the compensation is
not perfect. In the next step the coil currents are adjusted to compensate the new field
which reduces the field further. This is repeated until a certain field level is reached.
In experiments this level is typically set to 25 nT. The same method is used to set an
arbitrary field.

As is discussed above, the field generated by the coils is very homogeneous at the
position of the sample. The external field, however, might be inhomogeneous. As
a result the compensated magnetic field is only known precisely at the position of the
sensors. Any inhomogeneities that exist in the surrounding magnetic field are translated
in the compensated field. These inhomogeneities can differ greatly depending on where
the cryostat is set up, since the surrounding field is influenced by many factors as for
example steel in walls and ground, 19” racks, and also movable items like gas bottles,
or dewars.

To estimate the inhomogeneities in the surrounding field, the cryostat is moved 10 cm
in £x- and +y-direction. Additionally the lid is lifted 10 cm up. The field is measured
at each position with the Fluxgate sensors. Interpolating linearly between the field
measured at the different points gives an estimation of the field inhomogeneities. The
results are summarized in Table 3.2.
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Table 3.2.: Estimation of field inhomogeneities in the surrounding magnetic field.

"Direction (i)” denotes the direction the cryostat is moved in, and

gradient of the n-component of B in i-direction.
magnetic flux density magnitude along ¢-direction.

0|5
X

OB,
ox;

the

oz, is the gradient of the

Direction (i) | 92= ] | G [AT) | 95= [uT] | G2 [T
x 0.05 0.01 0.14 0.11
Y 0.06 0.20 0.01 0.04
z 0.15 0.02 0.23 0.26

Table 3.2 shows inhomogeneities in x- and z-direction along the x- and z-axis. Resid-
ual field in these directions are, however, not critical: Measurements show that a field
which is applied perpendicular to the sample’s surface and gets trapped is not detectable
with the existing sensor arrangement. Since the sample is positioned such that the nor-
mal of the large surface points in y-direction, trapped flux from the inhomogeneities in
x- and z-direction is not detected. The y-component differs mostly in y-direction. Since
the sample is 0.3 cm thick the deviation is only 0.06 pT in the sample. In x-direction
it is also 0.06 pT and in z-direction 0.2pT. The largest deviation overall is in the z-
component in z-direction of 2.3 nT.

The method of active field compensation is well suited for trapped flux measurements
in samples, because in contrast to cavities the inhomogeneities seen above are not
as crucial. This has two reasons: First, the sample is smaller and, therefore, the
inhomogeneities are smaller as well. Second, cavity measurement concerning trapped
flux are typically done at smaller field levels [45, 77] than the these sample measurements
where fields up to 200 nT are used. The benefits of active field compensation are lower
costs compared to a permalloy shield and the ability to apply field in an arbitrary
direction. If a permalloy shield is installed, the coils would have to be inside the shield.
This would limit their size and reduce field flatness.

3.2. Setup to Measure Flux Trapping in Flat Samples

A dedicated experiment was designed which holds the sample in the cryostat. The
setup is designed with two main goals: The first is to control the parameters mentioned
at the beginning of the section as precisely as possible, and the other is to measure
trapped flux as accurately as possible.

The parameter of external magnetic field is already addressed with the active field
compensation. The parameters of geometry and material and its treatment are mostly
influenced with the sample shape which is discussed next.
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3.2.1. The sample

In [74] it is reported that the shape of the cavity influences how magnetic flux is trapped.
The shape of the cavity and the distance of the sensors to the surface made interpre-
tation of the results difficult. To isolate geometric effects from other effects, sensors
should be very close to the sample and the geometry of the superconductor should be
as simple as possible. To achieve this goal the sample shape is chosen to be a flat,
rectangular sheet. The rectangular shape was chosen so that when the sample is cooled
down the phase front which marks the transition between normal- and superconducting
phase is a straight line. This reduces the impact of geometry compared to a round
sample. The thickness of the sheet is chosen to be 0.3cm which is the typical wall
thickness of cavities. The other two dimensions should be large enough to be able to
place several AMR sensors above the sample, and also not be dominated by effects on
the sample’s edges: Having several magnetic field sensors across the sample enables the
investigation of flux trapping dynamics during the cooldown. Some of these sensors
should be far enough away from the sample’s edges because flux trapping behaviour
might be influenced by sharp corners. To determine the final dimensions COMSOL
simulations are carried out to investigate how different edge magnetizations affect the
field at the sensor positions.

The final dimension of the sample are (10 x 6 x 0.3) cm. This allows an sensor array of
3 by 5 sensors to be placed over the sample. To have a sensor placed in the middle of the
sample, the number of rows and columns are chosen to be uneven. Figure 3.11 shows
the magnetic flux density that would be measured at the sensor positions if 100 nT were
trapped in the sample in y-direction. To simulate trapped flux a remanent flux density
of 100 uT is fixed inside the sample and the resulting field is simulated with COMSOL.
To investigate the influence of edge effects, the remanent flux density in a rim of 0.1 cm
around the sample is changed. In Figure 3.11 (a) the remanent flux density in the edge
of the sample is 0pT, in (b) it is 300 pT.
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Figure 3.11.: Simulated magnetic flux density at the sensor positions resulting from
100 1T trapped flux pointing in y direction in the sample. In the 3D
representation in (a) the edge has no trapped flux, in the representation
(b) 300 uT are trapped in the edge. The numbers next to the arrows
show the flux density at the sensor position in pT. The magnetization of
the edge has almost no effect on the measured flux density.

A comparison between the two representations in Figure 3.11 shows nearly no dif-
ference. The largest deviation is 0.2 1T which is negligible compared to other sources
of errors like the inhomogeneities in the surrounding field. The measurement setup is,
therefore, not sensitive to edge-effects.

To conclude there are two reasons to use a relatively large sample like this ((10 x
6 x 0.3) cm). First, it allows for more sensors to be placed next to it which makes the
analysis of flux trapping dynamics possible. In section 4 measurements are shown which
would not be possible with a small sample. Second, it is not sensitive to edge effects.

Using a flat rectangular sheet makes analysis of geometric effects easier and the
samples are easy to manufacture. This reduces costs, so more materials can be tested
to investigate the influence of the material on trapped flux. Possible treatments like
heat-treatments, chemical-polishing, coatings, etc. are easier to apply to the samples
compared to cavities because it is smaller and has no curved surfaces.

3.2.2. Mounting and Temperature Control

So far the parameters of external magnetic field, geometry, and material / treatment
are addressed. This leaves temperature gradient and cooldown speed.

To measure trapped flux the sample must be cooled down below its transition tem-
perature T.. To measure it again with different cooldown parameters the sample must
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first be warmed up above T, and then cooled down again (thermal cycling). With a
critical temperature of 9.2 K the niobium sample cannot be placed in the liquid helium,
as it would make it impossible to warm up above T,. For that reason the sample is sus-
pended above a liquid helium reservoir and is only cooled by helium gas. Alternatively,
the sample could have been enclosed in a vacuum chamber, but simulations suggest that
this would complicate the temperature control. Figure 3.12 shows a schematic view of
the setup, and a picture of it partially assembled.

Cryostat —

T <r—Heater

A
Sample—_| g Copper Block

Cernox ——_

_ <« —Heater

Liquid Helium
Helium Heater

(a)

Figure 3.12.: (a) schematic view of the setup in the cryostat. (b) picture of the
partially assembled setup.

To control the temperature gradient the temperatures at the top and the bottom
edges must be controlled independently. The temperature is controlled with electrical
heaters because they react quickly and the power can easily be adjusted. They have
the drawback that they create a magnetic field induced by the current flowing through
them. To reduce the field of the heaters at the sample position, two copper block are
used to transfer the heat from the heaters to the sample. The heaters are glued to the
ends of the blocks. By moving the heaters away from the sample the field is reduced
enough to not be detectable by the magnetic field sensors.

In order to achieve a good thermal contact between copper and niobium the sample is
clamped in each copper block. The blocks have slits of 0.31 cm width and 2 cm depth at
their end to host the sample. A technical drawing can be found in appendix A.3. The
sample is inserted in the top 0.2 cm of the slit, which is then compressed with nuts and
bolts. To spread the pressure more evenly, two 1 cm thick aluminium blocks are used
as "washers” on each copper block. To clamp the sample like this has the advantage
that no holes must be drilled in the sample to tighten it to the copper. As holes might
influence the flux trapping behaviour this method is chosen.

The heater powers are controlled individually via two PID controllers in LabView [78].
For control input the temperature of the temperature sensor on the sample closest to
the respective sample edge (see section 3.2.3) is used. The power is set in a range of
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0-25W. The PID controllers adjust the power every 100 ms which allows quick changes
in temperature.

The entire setup is mounted to titanium threaded rods hanging from the cryostat’s
lid. All materials in the vicinity of setup are non-ferromagnetic.

In addition to the heaters on the copper blocks, a separate heater is submerged in
the liquid helium. It is used to evaporate helium in a controlled manner. Due to the
well insulated cryostat not enough helium evaporates on its own and the gas above the
reservoir heats up above 9.2 K. The heater power usually ranges between 5-10 W and is
adjusted according to the parameters that need to be reached. To reach high gradients
or fast cooldowns the heater power must be increased. This not only increases helium
consumption but also increases the cooling power in the middle of the sample. This
becomes especially problematic for cooldowns with a low temperature gradient: The
sample is cooled so much by the gas that the temperature in the middle of the sample
is actually lower then the temperature at the ends and the temperature gradient is not
constant along the sample (see section 4.8.1). The heater power must, therefore, be
adjusted depending on the desired cooldown parameters. To reduce the cooling in the
middle of the sample cotton wool is packed around the sample.

With these different control parameters the temperature gradient across the sample
and the cooldown speed can be influenced and their effect on trapped flux can be
investigated in detail.

3.2.3. Sensors and Readout

With the experiment described to far it is possible to control all the parameters which
are suspected to have an influence on trapped flux. During measurement tempera-
ture gradient, cooldown speed, external field, and trapped flux must be measured and
recorded. For this purpose temperature sensors, and magnetic field sensor are necessary
which are discussed below.

Temperature Sensors

For temperature sensors eight Cernox sensors type CX-SD 10-50 [79] are used. They
have a temperature dependent resistance which is measured with a four wire measure-
ment and compared it to a calibration curve provided by the manufacturer. With the
calibration curve their resistance is translated to a temperature. The sensors are glued
directly to the sample with silver conductive paint. This ensures a good thermal contact
between sensor and sample. Since the sensors are glued they can be placed arbitrarily
on the sample. Typically they are glued equidistantly in a straight line from top to
bottom of the sample. To investigate the horizontal temperature distribution across
the sample they are glued in a cross shape on the sample: four equidistantly vertically
along the sample and the remaining four at the height of the second sensor equidistantly
horizontally across the sample. Figure 3.13 shows both configurations. Additionally to
the eight Cernox sensors on the sample three Cernox sensors type CU are used [79].
One is mounted on each of the copper blocks and an additional one measures the gas
temperature close to the sample.

44



3.2. Setup to Measure Flux Trapping in Flat Samples

Figure 3.13.: Pictures of Cernox sensors glued to the sample. (a) typical configuration.
(b) configuration to measure horizontal temperature distribution.

The temperatures are read out with a temperature monitor 218 by Lakeshore [80].
It provides a 10 pA driving current and measures the voltage drop across the sensors.
The calibration curves are stored on the device and the temperature data is transmit-
ted digitally to a control computer. The devices have a resolution of 100 m2, which
corresponds to roughly 0.5 mK at 9K, depending on the sensor. Their drawback is a
maximum read out rate of 2 Hz, which is too slow to record fast cooldowns. To by-
pass this problem the temperature monitor is used only as the constant current source
and the voltage of the eight sensors on the sample is measured with a multichannel
analogue-digital converter (ADC).

The ADC is a SPARTAN device by imc [81]. It has 128 channels with 16 bit res-
olution and every channel is independently amplified. The measurement ranges are
adjustable between £50mV and £60 V. In the smallest range of £50mV a 16 bit reso-
lution equates to a resolution in voltage of 3.05 uV. With the driving current of 10 pA
from the temperature monitor this results in a resolution in resistance of 300 mf2, or
roughly 1.5 mK temperature resolution around 9K. The advantage of the imc device is
the fast read-out speed of up to 500 Hz. However, a read-out speed higher than 100 Hz
results in high noise for the Cernox sensors.

Due to an impedance difference the temperature monitor and the imc device cannot
be connected in parallel, as the imc influences the read-out of the temperature monitor.
The wires for the voltage measurement are, therefore, routed through a relay-box which
switches the connection between imc and temperature monitor. This insures separation

45



3. Experimental Setup

of the two devices. The resistance measured by the imc device does not equal the resis-
tance measured by the temperature monitor exactly. The calibration curves provided
by Lakeshore can, therefore, not be used for conversion of the resistance data obtained
with the imc device to temperature val