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√
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by Naim Bora Atlay, M. Sc.

Abstract

This thesis presents measurements of inclusive and differential production cross sections
of top- anti-top-quark pairs in association with an additional prompt photon (tt̄γ) in the
single lepton final state at the LHC analysing data recorded by the ATLAS detector.
The data analysed corresponds to 20.2 fb−1 of integrated luminosity recorded during
2012 at a center-of-mass energy of

√
s = 8 TeV. The cross.section is measured with a

template fit method. Background processes are estimated with data driven and Monte
Carlo based methods. The differential cross section is measured as a function of trans-
verse momentum and pseudo-rapidity of the photon. A total of 1256 and 1816 candidate
tt̄γ events are observed in the electron and muon channel, respectively. Both inclusive
and differential measurements are performed in a fiducial phase space within the detec-
tor acceptance. The differential measurements are performed as a function of transverse
momentum and pseudo-rapidity of the photon. The inclusive tt̄γ production cross section
times the branching ratio (BR) is measured to be

σtt̄γ × BR = 71.4 ± 13.0 fb

in the electron channel. The measured cross section in the muon channel reads

σtt̄γ × BR = 70.0 ± 9.8 fb.

The results are in agreement within the uncertainties with the corresponding standard
model predictions at next-to-leading order.
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Messungen der inklusiven und differentiellen

Wirkungsquerschnitte der Entstehung des

Top-Quark-Paares unter Photonbeteiligung im

Einzel-Leptonen-Kanal bei einer Schwerpunktsenergie

von

√
s = 8TeV mit 20.3 fb

−1
von Proton-Proton

Kollisions-Daten aufgezeichnet vom ATLAS Detektor

von M.Sc. Naim Bora Atlay

Zusammenfassung

Die Messungen der inklusiven und differentiellen Wirkungsquerschnitte der Entstehung
eines Top-Quark-Paares unter Abstrahlung eines zusätzlichen Photons (tt̄γ) im Einzel-
Leptonen-Kanal wird vorgestellt. Die Messungen wurden mit Hilfe einer Template-Fit-
Methode unter Verwendung eines Datensatzes mit einer integrierten Luminosität von
20.2 fb−1 von Proton-Proton Kollisions-Daten aufgezeichnet vom ATLAS Detektor durchge-
führt. Die Messung der differentiellen Wirkungsquerschnitte wurde als Funktion von
transversalem Impuls und Pseudo-Rapidät des Photons durchgeführt. Verschiedene Unter-
grund-Beiträge wurden mit datengestützten Verfahren oder mit der Hilfe von Monte-Carlo-
Daten untersucht. Es wurden insgesamt 1256 tt̄γ-Kandidaten im Elektron- und 1816 Kan-
didaten im Myon-Kanal beobachtet. Die Messung des inklusiven Wirkungsquerschnitts
liefert ein Ergebnis von

σfid
tt γ × BR = 71.4 ± 13.0 fb

für das Elektron-Kanal und

σfid
tt γ × BR = 70.0 ± 9.8 fb

für das Myon-Kanal. Die Messungen sind in guter Übereinstimmung mit theoretischen
Vorhersagen im Rahmen der experimentellen und theoretischen Unsicherheiten.
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I may be wrong and you may be right,
and by an effort, we may get nearer to the truth [1].
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Chapter 1

Introduction

In 1995, collaborations of the two experiments at Tevatron, CDF and D0, announced the
discovery of long-awaited but well expected missing piece of the Standard Model (SM),
the top-quark [2, 3]. The particle was theorised in 1964 to explain charge-parity violation
in Kaon decays [4]. Its experimental observation, however, had to wait for a long time.
The reason was to this long wait is its enormous mass. A collider with a collision energy
strong enough to produce such a heavy particle was not achieved before Tevatron. This
high mass of the top-quark was an obstacle in front of its discovery but it’s the very same
feature that makes the top-quark a quite versatile particle for the test of the SM.

The high mass of the top-quark is a consequence of its strong Yukawa coupling to
the Higgs boson and because of this strong coupling, the top-quark is believed to be an
important actor in the Electroweak Symmetry Breaking (EWSB). The high mass of the
top-quark leads to another interesting feature: Due to this high mass, the top-quark has
an extremely short lifetime (i.e. ∼10−25 s) which makes the top-quark the only ”free”
quark since its lifetime is shorter than the QCD hadronisation scale. Namely, all quarks of
the SM except for the top-quark form bound-states due to QCD confinement immediately
after their production while the top-quark decays before it hadronises. This is a very
profitable feature because investigation of the decay products of the top-quark provides
a lot of information, since its all properties are passed to the decay products through its
decay.

However, although the discovery of the top-quark will be a quarter century old in
a couple of years, some of its properties are still waiting to be fully understood, such
as top quark’s couplings to the vector bosons. Among these couplings, the coupling to
the photon, which is subject of this thesis, is of importance for setting constrains on the
models hypothesising composite top-quarks [5] or excited top-quarks, i.e. t∗ → tγ. Any
deviation from the SM prediction of this coupling, i.e. tγ vertex, would imply hints for
new physics beyond the SM (BSM). Theoretical works [6, 7, 8] on anomalous couplings of
the top-quark predict deviations from the SM.

The first step in to understanding of the tγ vertex starts with the cross-section
measurement of processes with the tγ vertex. Top-quark pair (tt̄) production with an
additional photon in the final state is one of these processes. Although it is experimen-
tally impossible to isolate events with a true tγ vertex, the measurement presented here
attempts to select events with tγ vertex and measure a cross-section of this process. The
most recent result on the tt̄γ cross-section is published by ATLAS [9]. The measure-
ment presented here is in parallel with the latest result, since I was also a member of the
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1. Introduction

analysis team at the time of writing this thesis. The measurement presents both an inclu-
sive and differential, as a function of photon transverse momentum and pseudo-rapidity,
cross-section measurements in a certain fiducial phase space. A number of cross-section
measurements of this process have been performed with both 7 TeV and 8 TeV collisions
data by the ATLAS and CMS collaborations [10, 11].

The next chapter provides an overview of the top-quark. The third chapter delivers
the description of the ATLAS detector, the experimental setup used to collect the data
analysed. The following chapter gives the definition of physical objects which is then
followed by the description of selection used to select the signal events. The strategy
of the analysis given in chapter 6. The strategy is followed by the core of the analysis,
the template fit measurement extracting the cross section, in chapter 7. The systematics
uncertainties and the results are given in chapters 8 and 10, respectively. The thesis then
concludes with a summary.

Note the natural units, i.e. � = c = 1, and the electron(or proton) electric charge,
i.e. e = ±1, throughout the thesis.
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Chapter 2
The top-quark at hadron colliders

The brief theoretical and experimental overviews of the top-quark given in this chapter
are based on the successfully established Standard Model of particle physics.

2.1 Top-quark production

The production of the top-quarks at hadron colliders, either as single quarks or as quark-
anti-quark pairs, occurs through two of the three interactions of the SM: electroweak and
strong interactions. Example Feynman diagrams representing these two kinds of produc-
tion processes are presented in figures 2.3 and 2.2. The single production is suppressed at
hadron colliders and shortly summarised in section 2.1.2.

2.1.1 Pair production of top-quarks

Pair production of top-quarks is possible via two different processes in terms of ingoing
particles: quark-anti-quark(qq̄) annihilation and gluon-gluon(gg) fusion. At the LHC, as it
is a proton-proton collider, the qq̄-annihilation is suppressed since anti-quarks are present
only as sea-quarks. Representative Feynman diagrams are presented in figure 2.2.

Unlike lepton collisions, where the colliding particles are point-like particles, hadron
collisions are interactions of their constituents. A proton is a quite complex object con-
sisting of three valance quarks(uud), gluons binding the valence quarks together and the
sea-quarks from the splitting of the gluons. The total momentum of a proton is dis-
tributed between these constituents and therefore each carries only a fraction of the total
momentum. A distribution of momentum fractions carried by constituents of a proton
is presented in figure 2.1. As a consequence, hadron collisions are essentially a bunch
of interactions carrying different fractions of momenta. Hadron collisions can be, there-
fore, factored into collisions of partons carrying high momentum, i.e. hard interaction or
scattering, and of partons carrying low momentum, i.e. soft interactions. The physics
of hadron collisions is therefore described by perturbative QCD, where the collisions are
factored into perturbative and non-perturbative terms by the so-called factorisation scale.
Therefore, the inclusive cross-section for top-quark pair production at a pp-collider can be
expressed as follows [13]:

σpp→tt̄(s,mt) =
∑

i,j=q,q̄,g

∫
dxidxjfi(xi, μ

2
F )fj(xj , μ

2
F ) · σ̂ij→tt̄(ŝ,mt, μ

2
F , μ

2
R, αs). (2.1)
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2. The top-quark at hadron colliders

Figure 2.1.: Parton density functions of all partons as a function of the fractional proton
momentum for the the dataset CTEQ6L1 at the energy of top mass, i.e. Q =
mt = 172.5 GeV. The gluons dominate the parton distribution functions up
to high x, while at the region close to x=1 valance quarks becomes dominant
what consequently makes the tt̄ production via qq̄ annihilation dominant at
Tevatron. At the LHC, however, since the gluons dominant up to high x
and since anti-quarks exist only as sea-quarks, tt̄ production via gg fusion is
becomes dominant. [12]
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2.1. Top-quark production

The cross-section depends on the center-of-mass energy squared of the collider, s=4E2
beam,

and on the top-quark mass, mt. The sum considers all contributing quarks and gluons.
fi(j)(xi(j), μ

2
F ) are the proton parton distribution functions (PDFs), each of which is a

function of the momentum fraction carried by the parton xi(j) and of the factorisation

scale μF . The partonic cross-section at the LO, σ̂ij→tt̄ depends on the partonic center-
of-mass energy, ŝ = xixjs, mt, μF , renormalisation scale, μR, and the strong coupling
constant, αs. The dependence of the partonic cross-section and the PDF on μF arises from
absorbing uncanceled collinear initial state singularities into the PDF. The dependence on
μR of the partonic cross-section, computed in truncated perturbation theory, arises in
particular from the definition of the renormalised coupling αs, which is usually done in
the MS-scheme [13]. Theoretical works for the top-quark pair production are available at
NNLL and NNLO [14, 15, 16, 17, 18]. Representative Feynman diagrams of the top-quark
pair production processes are presented in figure 2.2.

t

t̄

t

t̄

t

t̄

t

t̄

g

g

g

g

g

g

q

q̄

Figure 2.2.: Representative Feynman diagrams for tt̄ production at the LO order QCD
(α2

s).

2.1.2 Single production of top-quarks

Single top-quarks are produced through the electroweak interaction. The single produc-
tion occurs almost exclusively through Wtb vertex and in three modes:
t-channel: This mode occurs via scattering of a space-like W -boson and bottom-quark.
s-channel: In this mode, the quark and the anti-quark of one of the first two isospin-
doublet generations annihilate into a time-like W -boson that subsequently decays into a
tb-pair.
Wt-channel: This mode is an associated sort of production where the top-quark is pro-
duced together with a real W -boson.
An example Feynman diagram representing each production channel is presented in fig-
ure 2.3.

W
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b

W
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q
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t

b̄

q

q̄′

b̄

t

W b

Figure 2.3.: Representative Feynman diagrams for single top-quark production at leading
order QCD. From the left, the first two diagram represents the t-channel
production as flavour excitation and as W -gluon fusion respectively. The
third diagram is the s-channel production and the last one is the Wt-channel
production.
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2. The top-quark at hadron colliders

2.2 Top-quark decay

The top-quark decays almost exclusively (99.8%) into a W -boson and a bottom-quark.
Decay of the top-quark into a W − boson and a down-quark or a strange-quark is strongly
excluded by the CKMmatrix elements Vtd = 0.00359±0.00016 and Vts = 0.0415+0.0010

−0.0011 [19].
The total decay width of the top-quark at NLO excluding the t → W (d, s) decays is
expressed by the following expression [13]:

Γt =
GFm

3
t

8π
√
2
|Vtb|2

(
1− m2

W

m2
t

)2(
1 + 2

m2
W

m2
t

)[
1− 2αs

3π

(
2π2

3
− 5

2

)]
, (2.2)

with the Fermi coupling constant, GF = 1.16637 × 10−5 GeV−2, the W boson mass mW ,
and the top mass mt. With mt=172.5 GeV, the width is calculated to be Γt=1.33 GeV and
this large decay width corresponds to the aforementioned very short lifetime, τt = 1/Γt ∼
10−25 s which is shorter than the QCD hadronisation time (ΛQCD), i.e., τhad ∼ 1 fm/c ∼
3 · 10−24 s. This implies that the top-quark decays before it gets confined in a toponium
bound-state by passing its spin information to its daughter particles. Additionally, this also
enables the possibility of studying the polarisation of the W -boson from the top-quark.

Depending on the further decay of the daughter W -boson, the decay channels of the
top-quark pair production are categorised into three channels as follows:
Hadronic channel (tt̄ → W+bW−b̄ → qq̄′bq′′q̄′′′b): Both daughter W -bosons decay
hadronically. This leads to a final state with up to six jets which makes the analyses of
this channel a great challenge since it is quite an effort to distinguish between this final
state and multi-jet environment of a pp-collider. The branching ratio of this channel is
46.2%.
Dileptonic channel (tt̄ → W+bW−b̄ → l̄νlbl

′ν̄l′ b̄): Both daughter W -bosons decay lep-
tonically into a lepton-neutrino pair. In contrast to the hadronic channel, this final state
is a very clean signal with two b-jets, yet the branching ratio of this channel (dilepton:
e, μ, τ) is very small, 10.3%. Considering only the first two lepton generations, the branch-
ing ratio goes down to 6.45%. The existence of two neutrinos in the final state and low
statistics due to the small branching ratio are drawbacks of this channel.
Semileptonic channel (tt̄ → W+bW−b̄ → qq̄′blν̄lb̄ + l̄νlbqq̄

′b̄): One of the daughter
W -bosons decays hadronically while the other decays leptonically. The branching ratio,
considering all lepton generations, is almost as high as the hadronic channel, 43.5%, and
the presence of a high-pT lepton together with a high missing transverse energy makes
this channel more distinctive in comparison to the other two channels. Indeed, most of
the analyses of top pair production are performed in this channel including this thesis.
A representative Feynman diagram of this decay channel can be seen in figure 2.4. A
pie-chart of the branching ratios of the top-quark pair decay is presented in figure 2.5.

2.3 Top-quark properties

2.3.1 Mass

The mass of the top-quark, as all other fermion masses are, is one of the free parameters
of the SM. A combination of direct measurements of its mass from the two experiments,
Tevatron and the LHC, is measured to be 173.34±0.76 GeV [21]. This uncertainty corre-
sponds to a precision of 0.44%. The top-quark is not only the heaviest particle but also
the particle with the most precise mass measurement. Figure 2.6 presents a collection of
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Figure 2.4.: A representative feynman diagram for the semileptonic decay channel of a tt̄
pair.
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2. The top-quark at hadron colliders

top-quark mass measurements performed by the ATLAS and CMS collaborations as well
as a world combination result (i.e. combinations of ATLAS, CMS, CDF, and D0 collab-
orations) from March 2014. Apart from the direct measurement of the top-quark mass,

Figure 2.6.: Summary of the ATLAS and CMS direct mtop measurements. The results are
compared with the LHC and Tevatron+LHC mtop combinations. For each
measurement, the statistical uncertainty, the jet scale factor (JSF) and b-jet
scale factor (bJSF) contributions (when applicable) as well as the sum of the
remaining uncertainties are reported separately. The JSF, bJSF contribu-
tions are statistical in nature and apply to analyses performing in-situ (top
quark pair base) jet energy calibration procedures. The results below the line
are results produced after the LHC and Tevatron+LHC combinations were
performed. [22]

indirect constraints on the top-quark mass are possible by measuring the parameters of the
electroweak theory. The mass of the W -boson can be written in terms of other quantities
of the electroweak theory [23]:

m2
W =

πα

sin2θW
√
2GF (1−Δr)

(2.3)
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2.3. Top-quark properties

where α is the electromagnetic coupling, sin2 θW = (1−m2
W/m2

Z) and finally Δr represents
contributions from higher order EW loop diagrams. The Δr include contributions from the
top-quark and bottom-quark loops as well as loops involving Higgs boson in the W -boson
propagator. The top-quark loops contributing to Δr depend quadratically on mt. As a
consequence, precision measurements of the these EW parameters could set constraints
on top-quark mass. A recent measurement for an indirect constrain is performed by a
group of several collaborations and is found to be mt = 179+11.7

−8.7 GeV [24]. Fits to the EW
parameters can also be used to put indirect constrains on the Higgs boson mass exploiting
the direct precise measurement of the top-quark mass.

Another inference which could be inferred by the measurement of top-quark mass is
the violation of CPT(Charge-Parity-Time) symmetry [25]. Namely, a difference between
the mass of the top-quark and anti-top-quark would indicate the violation of CPT symme-
try. Direct measurement of t− t̄ mass difference is possible since top-quark has a very short
lifetime. The latest t − t̄ mass difference measurement performed by the ATLAS experi-
ment shows that the difference is Δm = mt−mt̄ = 0.67±0.61(stat.)±0.41(syst.)GeV [26]
which is consistent with the CPT invariance.

2.3.2 Electric charge

The SM predicts the electric charge of the top-quark is to be +2/3e as it is the isospin
partner of the b-quark. The electric charge of the top-quarks is proportional its electromag-
netic coupling, e.g., tγ vertex. This makes the precise measurement of top-quark electric
charge an important tool to rule out its anomalous couplings [27]. Precise measurement of
top-quark charge is important, since indirect measurement of the top-quark charge is pos-
sible by measuring the charges of its decay products. Dileptonic and semileptonic decay
channels of the top-quark are preferred for this measurement since the charge is dissolved
into jets during hadronisation in the hadronic channel. The hypothesis suggesting an ex-
otic charge of -4/3e is excluded by measurements at Tevatron at 95% confidence level [28,
29], as well as at the ATLAS experiment [30].

2.3.3 R parameter

The decays of the top-quark into a W -boson and a quark of either the first or the second
generation isospin doublets are suppressed by the CKM matrix [4, 31] elements: t →
Ws(BR∼0.2%) and t → Wd(BR∼0.005%). As a consequence, the value of the quantity
R,

R =
BR(t → Wb)

BR(t → Wq)
(2.4)

is predicted to be nearly 1. A deviation from this value would be an indication of a fourth
generation isospin doublet and a measurement [32] from the D0 collaboration yielded a
value smaller than unity by 2.5 standard deviations.

2.3.4 Spin correlation

As pointed out earlier in this chapter, the spin information of the top-quark is passed to its
decay products through its decay. This enables the measurement of the spin correlation
between the top- and anti-top-quark exploiting the angular correlation of their decay
products. Once again, deviations from the angular distributions predicted by the SM
would indicate new physics. In the SM, the angular distributions of the decay products
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2. The top-quark at hadron colliders

of a polarised sample of top-quarks are described by the following formula:

1

N

dN

d cos(θi)
=

1

2
(1 + αi cos(θi)), (2.5)

where θi is the angle between the direction of the decay particle in the top-quark rest frame
and the spin quantisation direction, and αi is a coefficient expressing the spin analysing
power of the decay particle. The values of αi for the charged leptons and down-type
quarks are close to 1 what makes them the most effective spin analysers. But since it is a
quite difficult task to distinguish between up- and down-type quarks experimentally, the
dilepton decay channel is the preferred option for the spin correlation measurement.

In order to quantify the spin correlation, a coefficient is defined which is the ratio of
the difference of tt̄ events, where the spins of the top-quarks are aligned, to those, where
they have opposite alignment for a given frame of reference. The coefficient is described
as:

A =
N (↑↑) +N (↓↓)−N (↑↓)−N (↓↑)
N (↑↑) +N (↓↓) +N (↑↓) +N (↓↑) . (2.6)

The parameter A depends on the reference direction that is used to define the spin direc-
tion of the top- and anti-top-quark, conventionally referred to as spin-analysing-basis. A
measurement performed by the ATLAS collaboration [33] presented that the correlation
coefficient parameter,A = 0.38 ± 0.04, to be in agreement with the SM prediction.

2.3.5 W -polarisation

Another consequence of top-quark’s almost exclusive decay into a W -boson and b-quark
is the opportunity to study the t → Wb vertex by measuring the polarisation of the W -
boson. The top-quark decays through the weak interaction with a V −A structure where
V (A) is the vector (axial vector) contribution to the vertex. In top-quark decay, the
polarisation of the W -boson can be either longitudinal(i.e. helicity = 0), or left- or right-
handed (helicity=±1) with the corresponding partial widths, Γ0,R,L. However, neglecting
the b-quark mass, ΓR should be zero at tree level. The helicity fractions, Fi = Γi/Γ
where F0 + FR + FL = 1, at NNLO QCD are predicted as follows: F0 = 0.687 ± 0.005,
F0 = 0.311 ± 0.005 and F0 = 0.0017 ± 0.0001 [34].

The experimental measurements of the helicity fractions are performed by studying
the shape of cosθ∗ which is the angle between the direction of the charged lepton from
the W -boson and the reversed direction of the b-quark from the top-quark where both are
boosted into the W -boson rest frame. With this definition of cosθ∗, the differential decay
rate can be written as

1

Γ

dΓ

d cos θ∗
=

3

8
(1 + cos θ∗)FR +

3

8
(1− cos θ∗)FL +

3

8
(1− cos θ∗)F0. (2.7)

The helicity fractions can also be studied by measuring the angular asymmetries A±, which
are defined as:

A± =
N(cos θ∗ > z)−N(cos θ∗ < z)

N(cos θ∗ > z) +N(cos θ∗ < z)
. (2.8)

where z = ∓(22/3 − 1). The asymmetries A+ and A− depend only on FR and FL re-
spectively. The asymmetries A+ and A− at NNLO QCD are predicted by the SM to be
A+ = 0.537± 0.004 and A− = −0.841± 0.006 [34]. The most precise measurement of the
helicity fractions to date are presented by the ATLAS collaboration: F0 = 0.709 ± 0.019,
FL = 0.299 ± 0.015 and FR = 0.008 ± 0.014 [35].
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2.4. Top-quark pair production in association with a photon

2.4 Top-quark pair production in association with a photon

As mentioned in the introduction of this chapter, the precise measurement of the top-
quark’s couplings to vector gauge bosons is of great importance for the test of the SM.
In the following, first a brief mathematical structure of top-quark’s coupling to neutral
vector bosons, i.e. tt̄V vertex, is given. Then, as being the subject of this thesis, only the
production mechanism of pair production of the top-quark with an additional photon is
summarised.

2.4.1 tt̄V vertex

The mathematical description of the most general Lorentz-invariant tt̄V vertex can be
written in terms of ten form factors [36]. However, the number of the form factors in the
description reduces to four, if the neutral vector boson and the top quarks are on-shell
and the the function of the vertex gets the following form:

Γtt̄V
μ (k2, q, q̄) = −ie

[
γμ(F

V
1V (k

2) + γ5F
V
1A(k

2)) +
σμν

2mt
(q + q̄)ν(iF V

2V (k
2) + γ5F

V
2A(k

2))

]
(2.9)

where e is the electric charge of the proton, mt is the top-quark mass, q(q̄) is the four-
momenta of the outgoing top - anti-top-quark pair, and k2 = (q + q̄)2. In the low energy
limit, i.e. k2 = 0, the terms F V

1V (0) and F V
1A(0), are the tt̄V vector and axial vector form

factors. If the neutral vector boson is a photon, the coefficients F γ
2V (0) and F γ

2A(0) are
related to the magnetic and electric dipole form factors, gt and dγt through the following
relations:

F γ
2V (0) = Qt

gt − 2

2
, (2.10)

F γ
2A(0) =

2mt

e
dγt , (2.11)

where Qt is the electric charge of the top-quark. The relations can be adapted for tt̄Z
vertex through the weak magnetic and weak electric dipole moments, gZt and dZt . At tree
level in the standard model,

F γ,SM
1V = −Qt , (2.12)

FZ,SM
1V =

1

4 sin θW cos θW

(
1− 8

3
sin2 θW

)
, (2.13)

FZ,SM
1A =

1

4 sin θW cos θW
, (2.14)

F γ,SM
2V = FZ,SM

2V = F γ,SM
2A = FZ,SM

2A = F γ,SM
1A = 0 , (2.15)

where θW is the weak mixing angle. Next-to-leading order corrections to F1V,AV are at
the order of O(10−3 − 10−2) [37] whereas the magnetic and weak magnetic dipole form
factors F2V V are also subject to corrections of the same magnitude [38]. The electric
and weak electric dipole form factors, however, do not receive such contributions. Any
deviation from this prediction, therefore, could be interpreted as an indication of physics
beyond the SM.
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2. The top-quark at hadron colliders

2.4.2 Radiative tt̄ production

As already pointed out, top-quark pair production at the LHC is dominated by gg-
fusion(∼90%). The remaining 10% is shared between qq̄ annihilation through g, Z and γ.
Since the production via g within this 10% is the dominating process, the possibility of
direct probing top-quark - photon coupling via qq̄ → γ → tt̄ process is almost completely
excluded, although it is an allowed process at the LHC. Other than this process, there
are two processes of top-quark pair production in association with a photon: the radiative
production, pp → tt̄γ → l±νbb̄jjγ, and the radiative decay, pp → tt̄ → l±νbb̄jjγ.

In the radiative top-quark pair production via gluon fusion, the photon can only be
radiated off one of the top quarks. In the quark anti-quark annihilation, the photon can
also be radiated off one of the incoming quarks. In this process, the top quark is assumed
as a stable particle, which means the photon is radiated off a virtual (off-mass shell)
top-quark. Feynman diagrams for radiative top-quark production processes are shown in
figure 2.7.
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ū

g

γ

t̄

t

t

t̄

g

g

γ

t̄

t
t̄g

g
t

Figure 2.7.: Representative Feynman diagrams for radiative top-quark pair production.

2.4.3 Radiative tt̄ decay

In the radiative top-quark decay, the photon can be radiated off an on-mass shell top-quark
as well as the bottom-quark, off the W -boson from the top-quark decay and off the leptons
from the W -boson decay. Only photons radiated off the top quark have importance for
the top quark charge measurement. Feynman diagrams for the radiative top quark decay
processes are shown in figure 2.8. Experimentally, it is not possible to distinguish between
the radiative top quark production and the radiative top quark decay. Only the full event,
which is determined by the final state, can be detected.
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Figure 2.8.: Representative Feynman diagrams for radiative top-quark decay.

2.4.4 Traces of anomalous tt̄γ couplings

Since top-quark pairs at the LHC are produced via gluon fusion, the initial state radiation
of photons is suppressed and this yields a very sensitive photon transverse momentum
distribution to anomalous tt̄γ couplings which can be inferred from figure 2.9. At high
pγT region, distributions for non-standard vector and axial vector couplings have similar
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2.4. Top-quark pair production in association with a photon

Figure 2.9.: Differential cross-section of tt̄γ production in the semileptonic channel
as a function of the photon transverse momentum for at the LHC at√
s =14 TeV [39]. The continuous curve labelled as SM corresponds to the

Standard Model prediction of the tt̄γ cross-section, while the dotted and
dashed curves correspond to the tt̄γ cross-section with anomalous tγ cou-
plings. For each curve only, one coupling is allowed to deviate and the labels
ΔF γ

1(2),V (ΔF γ
1(2),A) indicate the differences with respect to the SM of the vec-

tor (axial-vector) form-factors F γ
1(2),V (F

γ
1(2),A).
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2. The top-quark at hadron colliders

behaviour to that of the SM prediction. However, at low pγT region the shape of the SM and
non-standard distributions differ, as it can be most explicitly observed with ΔF γ

1V = 1
in figure 2.9. This change in the shape of distributions at low pγT rises up from the
contribution of radiative top-quark decays which can contribute only this region. This is
because the SM and non-standard helicity amplitudes interfere differently for tt̄γ and tt̄
productions because of the radiation in the former production. The signal cross-section
could be therefore either increased or decreased by non-standard vector or axial vector
couplings since the interference effects of helicity amplitudes could be constructive or
destructive.
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Chapter 3
Experimental Apparatus

The data analysed for the analysis of this thesis was collected by the ATLAS detector
(A Toroidal LHC ApparatuS), which is one of the high energy physics experiments con-
structed on the LHC (Large Hadron Collider) located at CERN (Conseil Européen pour
la Recherche Nucléaire) on the Franco-Swiss border near Geneva.

3.1 CERN

Founded in 1954 by twelve European states aiming for a collaborative work on fundamen-
tal nuclear research, the CERN accelerator complex is today the largest particle physics
laboratory in the world (commonly referred to as the European Laboratory for Particle
Physics) with twenty-two member states. With over six-hundred institutes and universi-
ties around the world having access to use its facilities, CERN welcomes half of the world’s
particle physicists for their research [40].

The accelerator complex at CERN is a chain of accelerators with increasingly higher
energies. Each accelerator injects the beam into the next one which takes over to bring
the beam to an even higher energy. The LHC, the last and the most powerful element of
the chain, accelerates each particle beam up to a record energy and provides the detectors
located on it with collisions. While the LHC is the main focus of research at CERN,
experiments at other accelerators and facilities both on-site and off play an important role
in the laboratory’s activities [41].

CERN has contributed a great deal to our understanding of matter, which attracted
Nobel Prizes as well as Nobel Laureates several times [42, 43]. Along with contributions to
fundamental physics, the laboratory has also contributed to technical development with
remarkable examples such as the World Wide Web and positron emission tomography
(PET) [44, 45].

3.2 The Large Hadron Collider

The Large Hadron Collider (LHC) is a circular superconducting hadron collider installed
in a 26.7 km long tunnel, with eight arcs and eight straight sections, that was constructed
between 1984 and 1989 for the Large Electron-Positron Collider (LEP), which completed
its mission in 2000. The tunnel lies on an inclined plane between 45 m and 170 m below the
surface. Due to the stringent limit on space in the tunnel, the LHC has the ”two-in-one”
superconducting magnet design which was proposed originally for cost savings in 1971 at
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the Brookhaven laboratory. A schematic view of the cross section of the LHC is presented
in figure 3.1.

Figure 3.1.: Cross sectional schematic view of the LHC cryodipole (lengths in mm)[10].

Two counter circulating beams are stored in two separate pipes, accelerated and col-
lided at four collision points at which four main experiments are located: two multi-purpose
detectors ATLAS [10] and CMS [11], at Point 1 and Point 5 respectively, ALICE [46], at
Point 2, investigating the quark-gluon plasma in heavy ion collisions and LHCb [47], at
Point 8, focussing on b-physics. The caverns at Point 5 and 8 were constructed for the
LEP while the caverns at Point 1 and 2 were constructed for the LHC. The machine is
designed to accelerate protons and heavy ions, in particular lead nuclei. In addition to
the four main experiments, the LHC has two more experiments: TOTEM (Total Elas-
tic and Diffractive Cross-Section Measurement)and LHCf (Large Hadron Collider forward
Experiment). The TOTEM detector measures the total proton-proton cross-section and
studies elastic scattering and diffractive dissociation. LHCf is an experiment specialised
for the forward region of the collisions and investigates the energy distribution of emitted
particles which is important for the understanding of cosmic ray phenomena [49], [50].
The TOTEM and LHCf experiments share caverns at Point5 and Point1, respectively.

3.2.1 Injection Chain

As mentioned before, the proton beam is not accelerated by the LHC itself from rest
to collision energy. The beam is pre-accelerated through a chain of accelerators with
increasingly higher energies. Each accelerator injects the beam into the next one which
takes over to bring the beams to an even higher energy until the beam is injected into the
LHC. The pre-acceleration begins in a linear accelerator called Linac2 that is fed with a
beam of protons. These protons are obtained from hydrogen atoms of which electrons are
stripped off their nuclei by an electric field. Linac2 accelerates the beam to the energy of
50 MeV. The beam is then injected into the Proton Synchrotron Booster (PSB), which
accelerates the protons to 1.4 GeV. The PSB is followed by the Proton Synchrotron (PS)
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3.2. The Large Hadron Collider

Figure 3.2.: The CERN accelerator complex, showing all particle accelerators situated
at CERN. The LHC accelerator chain comprises (with increasing energy):
Linac2 → Proton Synchroton Booster → Proton Synchrotron Super Proton
→ Synchrotron LHC [48].

which brings the beam to 25 GeV. The last link of the pre-accelerator chain is the Super
Proton Synchrotron (SPS) where the beam is accelerated to 450 GeV before it’s injected
into the LHC to hit the collision energy. The pre-acceleration path of the beam can be
followed in figure 3.2.

3.2.2 Design

The LHC, most powerful collider ever built, is designed to accelerate proton beams, with
2808 bunches per proton beam and up to 1011 protons per bunch, and with a nominal
bunch spacing of 25 ns, up to a centre-of-mass energy of 14 TeV. This design leads to
40 million collisions per second. The number of events per second produced in the LHC
collisions is calculated by:

dNevent

dt
= L · σevent (3.1)

where σevent is the cross section for the event of interest and L is the machine luminos-
ity which depends only on the machine parameters and, considering a Gaussian beam
distribution, can be formulated as:

L =
N2

b nb frevγ

4πεnβ∗
F (3.2)

where Nb is the number of particles per bunch, nb the number of bunches per beam,
frev the revolution frequency, γ the relativistic gamma factor, εn the normalised beam
emittance, β∗ the beta function at the collision point and F is the geometric luminosity
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reduction factor due to the crossing angle at the interaction point. It is formulated as:

F =

(
1 +

(
Θcσz
2σ∗

))− 1

2

, (3.3)

with Θc is the full crossing angle at the interaction point, σz the root mean square (RMS)
bunch length and σ∗ is the transverse RMS beam size at the interaction point. These
equations assume equal parameters for both beams [51]. The LHC collides also heavy
ions, in particular lead nuclei, at 5.5 TeV per nucleon pair at a design luminosity of
L=1027cm−2s−1 at the end of each year after proton runs end.

The ATLAS and CMS experiments aim at a peak luminosity of L=1034cm−2s−1

where the designed peak luminosity of the LHCb experiment is L=1032cm−2s−1. The LHC
has a dedicated experiment, TOTEM, for the detection of protons from elastic scattering
at small angles which aims at a peak luminosity of L=1032cm−2s−1 with 156 bunches.
The ALICE experiment aims at a peak luminosity of L=1027cm−2s−1.

The LHC accelerates the beams using radio frequency (RF) cavity systems at a
frequency of 400 MHz and the beams are kept on their circular paths utilising super-
conducting magnets. For this, the LHC makes use of a well-proven technology based on
niobium-titanium alloy (NbTi) superconductors that are cooled down to a temperature
below 1.9 K using superfluid helium for operating magnetic field of 8.33 T [51]. An impor-
tant element of the LHC is its vacuum system which is a set of three vacuum components:
the insulation vacuum for magnets, the insulation vacuum for superfluid helium distribu-
tion, and the beam vacuum. The operating pressure of the insulation vacua at cryogenic
temperatures is around 10−6 mbar, while requirements for the beam pipe vacuum are much
more stringent due to the required beam lifetime and background at the experiments. At
cryogenic temperature, the requirements are expressed as gas densities normalised to hy-
drogen, taking into account the ionisation cross sections for each gas species. Equivalent
hydrogen gas densities should remain below 1015 H2 m3 to ensure the required 100 hours
beam lifetime where in the interaction regions around the experiments, the densities will
be below 1013 H2 m3 to minimise the background. In the room temperature parts of the
beam pipe vacuum system, the pressure should be in the range 10−10 to 10−11 mbar [10].

3.2.3 Performance

In 1994, the member states of CERN have decided to start the construction of the LHC
in 2000 after the shutdown of the LEP. The initial plan was to start to run the LHC for
collisions at the centre-of-mass energy of 10 TeV before upgrading the machine to run at
the design energy, 14 TeV. However, during the construction it was decided to lower down
the initial start up collision energy to 7 TeV in order to avoid magnet quenches.

In September 2008, the first proton beams were injected into the LHC but nine
days after the first injection, a fault occurred in an electrical bus connection in the region
between a dipole and a quadrupole. This fault caused a mechanical damage and release of
helium into the tunnel, which postponed the LHC programme by more than a year [52].
The LHC has recorded the first test collisions at the injection energy in November 2009
and the first collisions at the desired start up collision energy, 7 TeV, on March 30th

2010 [53]. On October 18th 2011, the LHC concluded recording data at 7 TeV with a
remarkable performance. The first inverse femtobarn -approximately 1012 proton-proton
collisions was reached on June 17th 2011 and by the end of data recording at 7 TeV almost
six femtobarns of data were delivered by the LHC [54]. At the end of data recording at
7 TeV, a long shutdown was planned to upgrade the machine for the collisions at design
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centre-of-mass energy, 14 TeV. However, exiting hints of new physics observed with the
7 TeV data postponed the long shutdown to record more data for one more year to turn
those hints into a discovery. The LHC then started to operate accordingly and delivering
collision at a new record energy of 8 TeV on April 5th 2012 [55]. The data taking at 8 TeV
took place for almost for a year and on February 16th 2013 were the beams extracted
from the LHC completing ”Run 1” before the first long shutdown with an amount of
delivered L=22.8 fb−1 data, of which L=20.2 fb−1 is suitable for physics at the ATLAS
experiment. [56]. After two years of intense maintanance over 2013 and 2014, on April
5th 2015, the LHC was back in operation again with test beams at 450 GeV. On June 3rd

2015, the LHC has recorded the first collision at 13 TeV and data recording for RunII has
started which has continued until November 4th 2015. After a technical stop, the LHC
has started recording data on March 26th 2016 until October 25th 2016 when the heavy
ion collisions started.
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Figure 3.3.: Cumulative luminosity versus time delivered (green), recorded by ATLAS (yel-
low), and certified to be good quality data (blue) during stable beams and for
pp collisions at 7 and 8 TeV centre-of-mass energy in 2011 and 2012. [57]

Figure 3.3 shows how the integrated luminosity accumulated during 2011 and 2012.
The analysis of this thesis makes use of the proton-proton collisions recorded at 8 TeV
by ATLAS. Due to the high instantaneous luminosity, 20.7 interactions per crossing oc-
curred in average which is also referred to as pile-up. The pile-up has two components:
Interactions from the same bunch crossing, in-time pile-up and interactions from previ-
ous crossings, out-of-time pile-up. The luminosity-weighted distribution of the pile-up is
shown in figure 3.4.

3.3 The ATLAS Detector

The ATLAS detector is a general purpose detector with a versatile physics potential rang-
ing from precise measurements of the Standard Model parameters to searches of new
physics phenomena. Motivated by this reason, ATLAS is designed to detect and measure
momenta and energies of leptons, photons and jets in an almost full coverage in terms of
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solid angle around the interaction point.
This is achieved by designing the detector in four different components. The skeleton

of ATLAS is formed by its magnet system. The other three components are structured
accordingly. The innermost component is designed to detect tracks of charged particles
as well as precise position of primary and secondary vertices. The second component,
calorimetry, consists of two different calorimeters and is used to measure energy deposits
of electron, photons and hadrons. The last and the outermost component is the muon
system. All three components consist of central and forward regions providing a hermetic
coverage around the collision point. Central regions of the detector components have a
barrel form. Forward regions contain both barrel-shaped and end-cap components.

3.3.1 Coordinate System

The ATLAS detector uses a right-handed coordinate system (φ, η, z) with the interaction
point being the origin of the system and where the azimuthal angle φ and the pseudo-
rapidity η are defined with respect to x-, y- and z-axes. Here, the z-axis is defined by the
beam pipe where the x-axis points to the centre of the LHC and y-axis points upwards.
The azimuthal angle φ is the angle in the x-y plane and the pseudo-rapidity η is an
approximation of rapidity, y1, being defined in terms of the polar angle θ which is the
angle in the y-z plane. The pseudo-rapidity is formulated as follows:

η = − ln tan(
θ

2
) (3.4)

Distance differences in terms of pseudo-rapidity are Lorentz invariant under boosts
along the beam direction. For this reason, the distance between two physical objects in

1In experimental particle physics, the rapidity is defined as: y = 1/2ln(E + pz/E − pz) where pz is the
momentum component along the beam axis.
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Figure 3.5.: Cut-away view of the ATLAS detector. The dimensions of the detector are
25 m in height and 44 m in length. The overall weight of the detector is
approximately 7000 tons. [10]

the detector is defined in terms of pseudo-rapidity and azimuthal angle as follows:

ΔR =
√

(Δη)2 + (Δφ)2. (3.5)

Furthermore, because of this very same reason, the energies and momenta of par-
ticles are expressed in the transverse plane (x − y) which are referred to as transverse
momentum, pT , or transverse energy, ET . They are formulated as follows:

pT =
√

p2x + p2y =| p | sinθ and ET =| E | sin θ. (3.6)

The ATLAS detector is not designed to detect weakly-interacting neutral particles,
such as neutrinos. They traverse throughout the detector without leaving any trace behind.
Therefore, their kinematics are inferred and calculated exploiting the imbalance in the
momentum conservation in the transverse plane and referred to as the missing energy
�ET

2.

3.3.2 Magnet System

The momentum of a charged particle is determined by measuring the curvature of its
trajectory through the magnetic field of ATLAS. This field is maintained by a system
of four superconducting magnets: one solenoid and three toroids (one barrel and two
end-caps). Except for some parts of the muon chamber, the magnet system encloses all
components of the detector to bend the charged particles. The solenoid magnet provides

2The imbalance is in fact in terms of momentum. However, since neutrinos are considered as massless
(or to have a tiny mass), the missing momentum equals to energy and therefore referred to as missing
energy. Details are described in chapter 4).
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a magnetic field for the inner detector while the barrel and end-cap toroidal magnets
provides the magnetic field for the muon system. The system operates at 4.5 K.

The Solenoid

The solenoid is aligned on the beam axis and covers the space between 1.22 m < r < 1.32 m
of the detector geometry and a distance of 5.8 m along the z-axis between the inner detector
and the electromagnetic calorimeter. To further reduce passive detector material, it is
assembled inside the same vacuum vessel as the calorimeter. It provides a 2 T axial
magnetic field for the ID, while minimising the radiative thickness in front of the barrel
EM calorimeter.

The Toroids

The barrel toroid consists of eight coils, each encased in racetrack oval and stainless-steel
vacuum vessels, having an overall size of 25.3 m in length with 9.4 m and 20.1 m of
inner and outer diameters respectively. The barrel toroid provides its magnetic field in a
cylindrical volume surrounding the calorimeters and both end-cap toroids. It produces a
magnetic field of approximately 0.5 T.

Each end-cap toroid consists of a single cold mass built up from eight flat, square
coil units and eight keystone wedges. They are bolted and glued together to form a rigid
structure to withstand the Lorentz forces. Each end-cap toroid has an inner and an outer
diameters of 1.65 m and 10.7 m respectively. The end-cap toroids provide a magnetic
field of 1 T and they are rotated by 22.5 degrees to ensure optimal bending power in the
transition region.

The conductor and coil-winding technology is essentially the same in the barrel and
end-cap toroids and is based on winding a pure Al-stabilised Nb/Ti/Cu conductor.

3.3.3 Tracking

The ATLAS experiment has to deal with a large track density, which is approximately 1000
emerging particles from the interaction point every 25 ns. This turns the tracking system
into a keystone component to achieve the momentum and vertex resolution requirements
needed by the benchmark physics processes. The innermost component of ATLAS, the
inner detector (ID), is designed to cover this requirement and consists of three independent
but complementary sub-detectors. It utilises two silicon based trackers, Pixel detector
and Semiconductor Tracker (SCT), in conjunction with the straw tubes of the Transition
Radiation Tracker (TRT). The Pixel Detector and the SCT are designed to reconstruct
charged particle tracks down to a pT of 0.5 GeV. They cover the full φ angle and provide
tracking in the region of |η| < 2.5. The ID also provides some rudimentary particle
identification using transition radiation information in the TRT. The layout of the ATLAS
ID is illustrated in figure 3.6.

Precision Tracking

The precision tracking detectors, the Pixel and the SCT, are arranged in concentric cylin-
ders around the beam axis in the barrel region while in the end-cap regions they are
located on disks perpendicular to the beam axis.

The pixel layers are segmented in R − φ and z with typically three pixel layers
crossed by each track where the first layer is just 5 cm away from the beam line. Being
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Figure 3.6.: Cut-away view of the ATLAS inner detector. [10]

the closest component to the beam line, the pixel detector is responsible to provide a
highly precise measurement of the impact parameter of the tracks as well as the informa-
tion needed to identify particles such as τ -leptons and jets from heavy quarks. To fulfil
this, the Pixel Detector is designed to have the highest granularity among all detector
components containing 80 per cent of all read-out channels of ATLAS. Around 80.4 mil-
lion readout channels are shared between 1744 pixel sensors, each with 46080 pixels, and
with a minimum (maximum) pixel size in R-φ × z of 50×400 μ m2 (50×600 μm2). The
intrinsic measurement accuracies in the barrel region are 10 μm (R-φ) and 115 μm (z)
and ion the end-caps are 10 μm (R-φ) and 115 μm (R).

The Semiconductor Tracker is based on the same physics principles and material
as the Pixel Detector. The difference is the use of larger stereo strip sensors rather than
small rectangular pixels. The innermost layer is about 25 cm away from the beam pipe.
In the barrel region, the SCT utilises small-angle (40 mrad) stereo strips to measure both
coordinates, with one set of strips in each layer parallel to the beam direction, measuring
R− φ, and with the innermost layer being about 25 cm away from the beam pipe. Each
set of strips consists of two 6.4 cm long daisy-chained sensors with a strip pitch of 80 mm.
In the end-cap region, strips are aligned perpendicular to the beam line with a set of stereo
strips at an angle of 40 mrad. The mean pitch of the strips is also approximately 80 μm.
The intrinsic accuracies per module in the barrel are 17 μm (R− φ) and 580 μm (z) and
in the disks are 17 μm (R− φ) and 580 μm (R). The total number of readout channels in
the SCT is approximately 6.3 million.

Transition Radiation Tracking

The outermost component of the inner detector is the Transition Radiation Tracker. As the
name explains itself, this component makes use of tracks left behind by photon radiations
from charged particles that are transiting two media with different dielectric constants.
Unlike the two silicon-based components, this component makes use of straw-tube tech-
nology. Each tube is filled with a mixture of XeO2CO2 gas surrounding a 31 μm tungsten
wire at the centre. Charged particles emerging from the collision traverse the straw-tubes
leaving a trace of ionised gas behind. The information for track reconstruction is then
provided as free electrons from the ionised gas drift towards the wire at the centre by the
electric field applied. The TRT is not as precise as the silicon-based components of the
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ID in terms of the track measurement. However, a rudimentary particle identification is
possible, since electrons from the hard interaction have low mass and high energies and
tend to create a higher number of photons than heavier particles, such as charged pions
which create less transition radiation.

The 4 mm diameter straw-tubes provide around 36 hits per track within |η| < 2.0.
The TRT only provides R−φ information with an intrinsic accuracy of 130 μm per straw.
The straws are parallel to the beam line and are 144 cm long with their wires divided into
two halves, approximately at η=0. At the end-caps, the straws are perpendicular to the
beam line and have a length of 37 cm. The TRT is read out with an approximate number
of channels of 351000.

3.3.4 Calorimetry

Calorimeters are designed to measure energy of the most of neutral and charged particles
such as photons, electrons and hadrons. The ATLAS calorimetry makes use of a method
that depends on the absorption of the traversing particle energy in a passive absorber
material with a high number of protons in the nucleus followed by the read-out of the
signal, which caused by the absorbed energy, by an active detector material. This method
is referred to as sampling (and correspondingly sampling calorimeters) since only a sample
of the absorbed energy is measured.

The ATLAS calorimetry consists of two different calorimeters. The inner component
of the calorimetry is the electromagnetic calorimeter and has a fine granularity in the
central region of the detector which provides a high resolution for energy measurements of
photons and electrons. Around the electromagnetic calorimeter and in the forward region
is the hadronic calorimeter which provides information for precision measurements of jets
and missing transverse energy, despite its coarser structure. The hadronic calorimeter in
the forward region covers the detector space up to |η| < 4.9 to ensure the detection of all
particles which are detectable in order for the measurement of the missing energy. The
ATLAS calorimetry is capable of measuring particle energies over a range from a few GeV
up to several TeV. A schematic view of the ATLAS calorimetry is illustrated in figure 3.7.

The Electromagnetic Calorimeter (ECAL)

The ECAL consists of three regions, one barrel (|η| < 1.475) and two end-caps (1.375 <
|η| < 3.2), each being housed in their own cryostat. The barrel calorimeter is divided
into two identical halves separated by a small gap of 4 mm at z=0, while each end-cap
calorimeter is mechanically divided into two coaxial wheels. The ECAL uses liquid ar-
gon(LAr) as the active material and lead observer plates over its overall region. The ECAL
is designed adopting an accordion-like architecture which provides complete symmetry in
the azimuthal angle without any crack. The region up to |η| <=2.5 is devoted to precise
measurement and the ECAL is segmented in three longitudinal layers over this region. The
first layer is finely segmented along η, but the first layer in the edge zones of the barrel and
end-caps has a coarser granularity. The second layer collects the largest fraction of the en-
ergy of the electromagnetic shower which enhances the information needed to distinguish
between particles such as photons and neutral π-mesons as well as electrons/positrons
and charged π-mesons. The third layer collects only the tail of the electromagnetic shower
and is therefore less segmented in η. The ECAL is read out with an approximate channel
number of 190000. The details of the granularity for each region are given in figure 3.8.
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Figure 3.7.: An overview of the calorimetry at the ATLAS detector. [10]

Figure 3.8.: Sketch of a barrel module of the ECAL showing the different layers. The
granularity in η and φ of the cells of each of the three layers and of the trigger
towers is also shown. [10]
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The Hadronic Calorimeter

Energy measurement of particles that interact via the strong interaction with the nuclei
of the material is handled in the hadronic calorimeter at ATLAS. The central region
(|η| < 1.7) is equipped with a sampling calorimeter using scintillating tiles and iron plates
while the forward region (up to |η| < 4.9) is designed as a combination of a LAr hadronic
end-cap calorimeter (HEC) and LAr forward calorimeters.

Placed directly outside the ECAL and being a sampling calorimeter with steel as the
passive material and scintillating tiles as the active material, the hadronic tile calorimeter
consists of a barrel part (|η| < 1.0) and two extended barrels (0.8 < |η| < 1.7) that are
azimuthally divided into 64 modules. The tile calorimeter is longitudinally segmented in
three layers with approximate thicknesses of 1.5, 4.1 and 1.8 interaction lengths (λ) for
the barrel and 1.5, 2.6, 3.3 λ for the extended barrels. The total thickness at the outer
edge of the tile-instrumented region is 9.7 λ at η=0. The scintillating tiles are read out
on both sides by wavelength shifting fibres into two separate photomultiplier tubes.

The hadronic LAr calorimeters are implanted in the same cryostat as the ECAL
end-caps. On each side of the detector, the hadronic end-cap calorimeter (HEC) covers
the region of 1.5 < |η| < 3.2 while a dedicated forward calorimeter (FCAL) in the very
forward region close to the beam pipe covers the region of 3.1 < |η| < 4.9. Both end-cap
and forward hadronic calorimeters utilise the same manner and active material as the
LAr ECAL. The HEC consists of two independent wheels at both end-caps, located just
behind the end-cap ECAL. Each wheel is built from 32 identical wedge-shaped modules and
longitudinally divided into two segments for a total of four layers per end-cap. The wheels
closest to the collision point are built from 25 mm parallel copper plates, while those further
away are built from 50 mm copper plates. The copper plates are interleaved with 8.5 mm
LAr gaps, providing the active medium. The FCal is integrated into the end-cap cryostats.
This integration provides advantages in terms of uniformity of the calorimetric coverage
as well as reduced radiation background levels in the muon spectrometer. The FCAL has
a depth of around ten interaction lengths and consists of three modules in each end-cap:
the first is made of copper and optimised for the electromagnetic measurements, while
the other two are made of tungsten and measure predominantly the energy of hadronic
interactions. Each module consists of a metal matrix, with regularly spaced longitudinal
channels filled with the electrode structure consisting of concentric rods and tubes parallel
to the beam axis.

3.3.5 Muon Spectrometry (MS)

The muon spectrometry is situated as the outermost component of ATLAS since muons
traverse throughout the detector. The reconstruction of the muon momentum is based on
the deflection of muons tracks in the magnetic field generated by the large superconducting
air-core toroid magnets instrumented with trigger and high-precision tracking chambers:
Monitored Drift-Tube Chambers (MDTs), Cathode Strip Chambers (CSCs), Resistive
Plate Chambers (RPCs) and Thin Gap Chambers (TGCs). The former two are used
for the tracking measurements, while the latter two are used for triggering. In order
for the deflection of muons, magnets are configured in such a way that they provides a
magnetic field which is mostly orthogonal to the muons trajectories, while minimising the
degradation of resolution due to multiple scattering. With this configuration, magnetic
bending is provided by the large barrel toroid over the range |η| < 1.4 while for the
region 1.6 < |η| < 2.7 by two smaller end-cap toroids and over the transition region
(1.4 < |η| < 1.6) by a combination of barrel and end-cap toroids. In the barrel region,
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tracks are measured in chambers arranged in three cylindrical layers around the beam axis
while in the transition and end-cap regions, the chambers are installed in planes orthogonal
to the beam, also in three layers. The MS is designed for a momentum resolution of
ΔpT /pT < 1 × 10−4 × p/GeV for momenta larger than 300 GeV. For smaller momenta,
the resolution is limited to a few per cent by multiple scattering in the magnet and detector
structures, and by energy loss fluctuations in the calorimeters.

Figure 3.9.: Cut-away view of the ATLAS muon system. [10]

Monitored Drift-Tube Chambers

In the MDTs, muons are detected by the use of aluminium tubes with a diameter of 30 mm
which are filled with an ArCO2 mixture at 3 bar. The electrons of the ionised gas are
collected at the central tungsten-rhenium (W-Re) wire with a diameter of 50 mm, using a
potential of 3080 V. The MDTs are installed in three layers of chambers in the full barrel
region (up to |η| <=2.0) and the innermost layer of the end-cap wheels, except for the
innermost layer which is equipped with a CSC. The resolution per tube is about 80 μm
and 35 μm per chamber.

Cathode Strip Chambers

The CSCs are multi-wire proportional chambers filled with ArCO2CF4 mixture, where
the cathode is segmented in strips. They are designed to operate where the particle fluxes
are highest. They are capable of providing a position resolution down to 60 μm per wire
pitch. Located at approximately 7 m away from the interaction point, they occupy the
radial region of 2.0 < |η| < 2.7 and are read out with a close total number of strips of
67000.
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Resistive Plate Chambers

The RPCs, a gaseous parallel-plate detector with a typical space-time resolution of the
order of 1 cm×1ns, provide trigger signals in the barrel region (|η| < 1.05). They consist
of two resistive plates, made of bakelite, which are parallel to one another with a space of
2 mm in between filled with a gas mixture of C2H2F4. Each bakelite is read out via two
orthogonal strips using capacitive coupling. One layer of the strips is situated in parallel to
the MDT wires, the other orthogonally. This design allows a complementary measurement
of both η and φ position of the track. The RPCs are read out digitally.

Thin Gap Chambers

The TGCs are multi-wire proportional chambers consisting of two cathode plates with a
space of 2.8 mm in between filled with a gas mixture of CO2 and C5H10, and equipped
with an anode wire placed in between the cathodes with a distance of 1.8 mm to the next
wire. The TGCs operate in the region of 1.5 < |η| < 2.4 and are optimised to create fast
signals due to a short drift time. The anode wires are situated in parallel to the MDT
wires, while the readout strips of the cathode plates are situated orthogonally in order to
achieve additional information in φ.

3.3.6 Trigger System

At the bunch-crossing rate of 40 millions per second, each containing on average 23 inter-
actions at design luminosity of the LHC, the interaction rate is 109 interactions per second.
A trigger system therefore is probably the most crucial element of any LHC experiment,
since it is the mechanism that takes a decision every 25 ns to select events with rare pre-
dicted physics processes efficiently from these 109 interactions while rejecting well-known
and high statistics processes at low momenta, referred to as minimum bias events, because
even for the extensive computing resources of ATLAS this is a huge amount of interactions
to cope with in terms of both reading out the detector and recording.

The ATLAS experiment copes with this issue with a trigger system composed of
three levels: level-one (L1), level-two (L2) and event filter (EF). The L1 is a hardware
based stage, while the L2 and the EF are software based and are collectively referred to
as the High Level Trigger (HLT).

The most interesting physics processes have designated signatures: such as large
missing transverse energy, highly energetic jets or leptons. The trigger system is designed
to make use of this fact with an increasing precision and granularity at each level. At
the end of this chain, the event storage rate is limited to approximately 200 Hz with the
average event size is 1 Mb.

L1 Trigger System

The L1 trigger is designed to perform an efficient identification of the basic characteristics
of ’interesting’ physics such as high transverse-momentum muons, electrons, photons, jets,
and tau-leptons decaying into hadrons, as well as large missing and total transverse energy
by exploiting the information from a subset of detectors. High transverse-momentum
muons are identified using trigger chambers in the barrel and end-cap regions of the
spectrometer. Calorimeter selections make use of reduced-granularity information from
all the calorimeters. A trigger menu made up of combinations of trigger selections is
then implemented by the central trigger processor which processes the results from the L1
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muon and calorimeter triggers. Pre-scaling of trigger menu items is also available, allowing
optimal use of the bandwidth as luminosity and background conditions change.

Through the process described above, the L1 trigger reduces the data rate to 75 kHz
and to makes a decision about the importance of an event within an approximate decision
time of 2 μm. Events passing the L1 trigger selection are then transferred to the next stages
of the detector-specific electronics and subsequently to the data acquisition via point-to-
point links. In each event, the L1 trigger also defines one or more Regions-of-Interest
(RoIs), i.e. the geometric coordinates in η and φ, of those regions within the detector where
its selection process has identified interesting features. The RoI data include information
on the type of feature identified and the criteria passed, e.g. a threshold. This information
is subsequently used by the high-level trigger.

High Level Trigger

The L2 trigger performs more sophisticated reconstruction of physics objects than the
L1, since it makes use of information from all three main components of ATLAS: the ID,
calorimetry and muon system. Despite the more sophisticated reconstruction software
algorithms, the L2 is still able to constrain the decision time to shorter than 40 ms. The
L2 trigger reduces the rate of events from 75 kHz to the order of 1 kHz. The final and the
most complex level of the trigger system is the EF. The EF is therefore designed to take
decision within a relatively long time, 1 s to reconstruct events. Its algorithms make use
of the full detector information and often the reconstruction performance is comparable
to the offline reconstruction algorithms. The EF reduces the trigger rate from a few kHz
to a few hundred Hz. Following the HLT decision the events are written to disk.

L1 trigger is a great thing to have in the ATLAS detector. It’S function is the first
level triggering of the produced data. It performs a very efficient triggering and delivers the
triggered data to the second level trigger, which is called High level trigger. This is a ver
sophisticated trigger. Despite the more sophisticated reconstruction software algorithms,
the L2 is still able to constrain the decision time to shorter than 40 ms. The L2 trigger
reduces the rate of events from hundreds of kHz to the order of 1 1 kHz.

The final and the most complex level of the trigger system is the EF. The EF is
therefore designed to take decision with in a relatively long time, 1 s to reconstruct events.
Its algorithms make use of the full detector information and often the reconstruction
performance is comparable to the offline reconstruction algorithms. The EF reduces the
trigger rate from a few kHz (i.e. below 3.5 kHz) to 200 Hz. Following the HLT decision,
the event rates are written to disk.
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Chapter 4
Physical Objects

As partially described in the previous chapter, particles leave traces of electronic signals
behind when they traverse the detector. This first part of chapter will describe how these
signals are reconstructed and identified as physical objects. Since the subject of this work
involves the cross section measurement of top-quark pair production in the lepton+jets
channel, only physical objects, which are relevant to this final state, are described. These
objects are electrons, muons, photons, jets and missing transverse energy.

The second part of the chapter provides the descriptions of the data from the ATLAS
detector and simulations used in the analysis.

The recommended offline selection of the physical objects are given here [58].

4.1 Jets

Quarks and gluons (partons), physics objects of the QCD, are central concepts at high-
energy collisions. They, however, are not observable. What the detectors detect are instead
collimated bunches of hadrons produced by fragmented and hadronised partons, so-called
jets, from the collisions.

4.1.1 Reconstruction and Calibration

Jet objects are reconstructed using a sequential recombination based jet clustering algo-
rithm (kT and Cambridge). The idea of this algorithm is based on the principle of taking
the hardest object1 (particle, calorimeter tower) in the event as a seed of an iterative search
for a stable cone, which will be then considered as a jet. The algorithm then removes all
the particles contained in that cone of jet from the event record and the procedure starts
over with the hardest available remaining seed. The process is repeated until no seeds
remain. The key feature of this algorithm is to be an infrared and collinear (IRC) safe
algorithm which means that the jet reconstruction is dependent neither on infrared nor
on collinear radiations from gluons. In other words, jet boundaries determined with this
algorithm are resilient with respect to soft radiation, but flexible with respect to hard
radiation. The reconstruction is performed using two distance parameters: dij between
entities (particles and pseudo-jets) i and j, and diB between an entity i and the beam B.
The entities i and j are recombined if dij is identified as the smallest distance. If, however,
diB is the smallest distance, the entity i is deleted from the list of entities. The procedure

1Reconstruction of jets makes use of clustering of energy deposits into so-called TopoClusters [59].
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starts over to identify all distances and is repeated until no entity is left [60].
The jet clustering algorithm used in this analysis is the anti-kt algorithm which is an

extended version of afore-mentioned clustering algorithms. Its extension relative those lies
in the definition of distance measures:

dij = min
(
k2pti , k

2p
tj

) Δ2
ij

R2
, (4.1)

diB = k2pti , (4.2)

where kti, yi and φi denote respectively the transverse momentum, rapidity and azimuth
of particle i, and Δij is defined as the quadratic sum of rapidity and azimuth differences

of the entities (
√

(yi − yj)
2 + (φi − φj)

2). The parameter R is the radius parameter of the
cone and the parameter p regulates the relative power of the energy versus the geometrical
scales Δij [60]. Different values of p corresponds to behaviours of different clustering
algorithms. The kt algorithm is recovered by p = 1, where p = 0 is special and recovers
the Cambridge/Aachen. The p = −1 corresponds to the anti-kt algorithm.

The distance between a hard and a soft particle is generally smaller than that the
distance between similarly separated soft particles. This can be inferred from equation 4.1.
The distant measure is dominated by the momentum of the hard entity when the value of
p = −1 is inserted which implies that soft entities are more likely to be recombined with
hard entities rather than with the soft entities [60]. For this analysis, the radius parameter
of R = 0.4 is used for jet clustering. [61].

The jets are calibrated using the so-called local cluster weighing (LCW) method [61].
This method calibrates clusters individually prior to jet finding and reconstruction by
using the properties of them such as the energy density in the cells forming them, the
fraction of their energy deposited in the different calorimeter layers and the cluster isolation
and its depth in the calorimeter. The localness of the method originates from the choice
that corrections are applied to the cluster energy to account for the energy deposited in the
calorimeter excluding the clusters and energy deposited in material before and in between
the calorimeters. The reconstruction procedure described above is performed using these
calibrated clusters, and a final correction is applied to the jet energy to account for jet-level
effects. The resulting jet calibration is denoted as LCW+JES from here on.

4.1.2 Selection

As described earlier, the jets are fairly complex physics objects composed of many particles.
This fact makes the reconstruction of jets vulnerable and sensitive to a couple of factors
such as out-of-time energy depositions, calorimeter hardware problems, LHC beam gas
interactions and cosmic ray induced showers. These factors can lead to reconstruction of
the so-called bad jets.

First step of selecting jets is to identify these bad jets by applying a set of jet quality
criteria described in detail elsewhere [62, 63]. On top of the jet quality criteria, a cut on
the jet vertex fraction is applied to reduce the effect of in-time pile-up. The jet vertex
fraction (JVF) [64] is defined as the fraction of the total transverse momentum of the jets
associated tracks that is contributed by tracks from the PV. This JVF helps to estimate
the contribution of multiple interactions, providing a discriminant for jets in form of a
probability of the jet to not have been generated by pile up interactions.

Jets fulfilling the quality criteria and being within the kinematic acceptance of pT > 25 GeV
and |η| < 2.5 are selected. Jet candidates are also required to satisfy the optimum working
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point for the JVF cut which is found to be 0.5 (R Camacho and S Calvet. Jvf studies for
top analyses in 2012 data. Contribution to ATLAS Hadronic Calibration Workshop 2012).
At this working point, optimal efficiency of hard scatter jets selection versus rejection of
pile-up jets is achieved along with maintenance of an efficient selection of hard scatter jets.
In order to avoid duplications of jet candidates with other objects, a doublet of overlap
removal is performed. First of these overlap removals is between jets and good electrons
(cf. section 4.2): The closest jet to a good electron candidate is removed if ΔR < 0.2.
The second is between jets and photons: any jet within a cone of ΔR = 0.1 around a tight
photon(cf. section 4.4) is also removed.

4.1.3 b-Tagging

Identification of jets originating from b-quarks (b-tagging) is a matter of great importance
for the sake of background suppressing in top-quark analyses since the top-quark decays
almost exclusively into a W -boson and a b-quark.

Algorithms used for tagging jets with b-quarks exploits various specifics of b-quarks
such as long lifetime O (10−12 s) relative to light quark jets and large B-hadron mass.
The long lifetime of b-flavoured hadrons relative to light quarks yields a significant cτ1The
distance traversed by a particle defined as multiplication of the speed of light, c, and the
lifetime of the particle, τ . which leads to a measurable secondary vertices and impact
parameters of the decay products. Two different impact parameters, transverse (d0) and
longitudinal (z0), are defined as the transverse (r/φ-projection) and z-coordinate of a
track at the point of closest approach of the track to the primary vertex, respectively.
The b-tagging algorithm used in the presented analysis is the MV1 algorithm. This is a
neural network-based algorithm that makes use of the output weights of the IP3D, SV1
and JetFitterCombNN taggers [65].

The IP3D is a high-performance tagger that exploits a likelihood ratio technique. By
this technique input variables are compared to pre-defined distributions, obtained from
MC simulations, for both the b- and light jet hypotheses. The distributions used for
the likelihood are two-dimensional histograms of the signed transverse impact parameter
significance d0/σd0 and the longitudinal impact parameter significance z0/σz0 of tracks.

The SV1 tagger is based on use of secondary vertex. The inclusive vertex formed
by the daughter particles of the B-hadron can be sought by building all two-track pairs
that compose a good vertex using only tracks far enough from the primary vertex but
associated to the jet. Then all tracks from the remaining two-track vertices are iteratively
combined into a single inclusive vertex excluding the worst track at each iteration until
the χ2 of the vertex fit is sufficiently good. The SV1 tagger exploits three characteristics
of the vertex:

• the invariant mass of all tracks associated to the vertex,

• the ratio of the sum of the energies of the tracks in the vertex to the sum of the
energies of all tracks in the jet,

• and the number of two-track vertices.

The aforementioned likelihood ratio technique is used to combine the these three character-
istics. A two-dimensional distribution of the first two and a one-dimensional distribution of
the last characteristics as well as the distance between the jet axis and the line connecting
the primary vertex to the secondary one are the inputs to SV1 tagger.
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The JetFitterCombNN is a neural network-based combination of the IP3D and JetFit-
ter taggers where the latter is designed to exploit the topology of weak B- and C-hadron
decays inside the jet. By default, the neural network is trained to maximise rejection of
light jets.

4.1.4 Offline selection

Jet candidates are reconstructed with the anti-kt [60] (R = 0.4) algorithm starting from
topological clusters. The topological clusters are built from the energy deposited in the
calorimeter cells and calibrated using the local cluster weighting (LCW) method [61].
This method partially corrects the jet energy response and reduces fluctuations due to
the non-compensating nature of ATLAS Calorimetry. Jets are selected with a kinematic
acceptance of pT > 25 GeV and |η| < 2.5. Jets are also required to have a |JVF| > 0.5,
which achieves optimal efficiency of hard scatter jets selection versus rejection of pile-up
jets, while an efficient selection of hard scatter jets is maintained. The jet vertex fraction
is defined as the fraction of the total transverse momentum of the jet’s associated tracks
that is contributed by tracks from the PV. The closest jet to a good electron candidate is
rejected if ΔR(e, j) < 0.2. Furthermore, any jet within a cone of ΔR = 0.1 with respect
to a reconstructed tight photon described above is also discarded to avoid double-counting
photons being also reconstructed as jets.

4.2 Electrons

One of the possible final state particles of the top-quark pair production is an isolated
electron with a high transverse momentum. An efficient reconstruction and identification
of electrons is of crucial importance since a lot of background contribution with an isolated
electrons exist: electrons from heavy flavours and Dalitz decays, and photon conversions
originating from neutral pion decays and jets.

4.2.1 Trigger

Electron objects used in this analysis are required to match the lowest non-pre-scaled single
electron trigger, EF_e24vhi_medium1. These triggers represent a full chain of triggers
that are composed of L1 and L2 triggers. L1_EM18VH→ L2_vh_medium1 → EF_e24vhi_

medium1. In this naming conventions, The V component in the L1 name and the The
v component in the EF name denote a varied threshold. It is effectively a coarse dead
material correction applied on a single L1 ECAL trigger threshold. The H in the L1 name
denote the hadronic core isolation. This cut leads to inefficiency in selecting electron
objects with ET � 200 GeV in comparison with offline selection cuts. For this reason,
another single electron trigger, EF_e60_medium1 is employed to mitigate the problem.
This trigger also recovers some efficiency loss for ET > 80 GeV by removing the cut on
the ECAL back energy fraction. The EF_e24vhi_medium1 trigger contains application of
a loose track isolation, pcone20T /ET > 0.1.

4.2.2 Reconstruction

The reconstruction procedure of electrons [66] is based on information from the ECAL and
the ID. The procedure commences with the formation of a preliminary set of seed clusters.
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4.2. Electrons

In order for this, formation clusters with energies above 2.5 GeV are formed by the so-
called sliding-window-algorithm, where a fixed-size window defined in Δη ×Δφ is moved
around over the calorimeter cells until finding a position where the energy deposition
within the window is maximal. These clusters of energy depositions then form the seed
clusters.

The reconstruction of seed clusters is followed by the track reconstruction. For each
seed cluster fulfilling loose shower shape requirements of Rη > 0.65 and Rhad > 0.1 a
region-of-interest (ROI) with a cone-size of ΔR=0.3 around the seed cluster barycentre
is defined. The collection of these seed cluster ROIs is retained for use in the track
reconstruction which is performed in two steps: pattern recognition and track fit. Tracks
in these ROIs with a transverse momentum larger than 1 GeV are reconstructed with
a pattern recognition algorithm based on Kalman filter-smoother formalism. The tracks
are then fitted using the ATLAS Global χ2 Track Fitter. Next step of the procedure is
association of the seed clusters with reconstructed tracks from the ID. This is performed
by extrapolating reconstructed tracks from their last measurement point to the second
layer of the calorimeter. Tracks are considered as loosely matched to an ECAL cluster
if the distance between their impact point η and φ coordinates and corresponding η and
φ coordinates of the seed cluster in that layer is below a certain threshold taking the
bending direction of tracks into account. At this point, all electron-track candidates are
defined. The track parameters of these candidates, except for the TRT-only tracks, are
precisely re-estimated using an optimised electron track fitter, the Gaussian Sum Filter
(GSF) algorithm, which is a non-linear generalisation of the Kalman filter algorithm. A
better estimate of the electron track parameters is possible with this algorithm, especially
of those in the transverse plane, by taking the non-linear bremsstrahlung effects into
account. TRT-only tracks and other very rare tracks (about 0.01%) that fail the GSF
fit keep the parameters from the Global χ2 Track Fit. These tracks are then used to
perform the final track-cluster matching to build electron candidates and also to provide
information for particle identification.

An electron is reconstructed if at least one track is matched to the seed cluster. In
a medium with a lot of jet activity, such as proton-proton collisions, matching of more
than one track to the same seed cluster is quite possible. Although all tracks assigned
to a cluster are stored, the best matched track is to be the primary track which is used
to determine the characteristics of the electron and to make a decision for the identifi-
cation of the electron. For this reason, the determination of the primary track is quite
important. To favor the primary electron track and to avoid random matches between
nearby tracks in case of cascades due to bremsstrahlung, tracks with at least one hit in
the Pixel detector are preferred. If more than one associated track has pixel hits, a further
procedure is required involving the distance between the track and the cluster for each
of the tracks. Finally, all seed clusters together with their matching tracks are treated
as electron candidates. Each of these electron clusters is then rebuilt in all four layers
sequentially, starting from the middle layer, using 3×7 (5×5) cells in the barrel (end-caps)
of the ECAL accordion calorimeter. The cluster position is adjusted in each layer to take
into account the distribution of the deposited energy.

4.2.3 Identification and offline selection

Electrons are identified by means of a selection based on sequential cuts applied on
calorimeter, tracking and isolation variables. Depending on fails or passes of the cuts,
electrons are classified as loose, medium or tight. In order to take into account the varia-
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tion of the electrons characteristics the selection is optimised in ten |η| and eleven ET bins.
Definition of said cuts and the requirements for the three groups are given in tables 4.1
and 4.2.

Variable Description Symbol

Hadronic leak-
age

Ratio of ET in the first sampling of the hadronic calorimeter
to ET of the ECAL cluster (range: |η| < 0.8 and |η| > 1.37)

Rhad1

Ratio of ET in the the hadronic calorimeter and ET of the
ECAL cluster (range: |η| > 0.8 and |η| < 1.37)

Rhad

Back layer of
ECAL

Ratio of the energy in the back layer to the total energy in
the ECAL accordion calorimeter

f3

Middle layer of
the ECAL

Lateral shower width
√

(ΣEiη
2
i )/(ΣEi)− ((ΣEiηi)/(ΣEi))2

where Ei is the energy and ηi is the pseudo-rapidity of cell
i and the sum is calculated within a window of 3×5 cells

Wη2

Ratio of energies in 3 × 3 versus 3 × 7 cells centred at the
electron cluster energy

Rφ

Ratio of energies in 3 × 7 versus 7 × 7 cells centred at the
electron cluster energy

Rη

Strip layer of
the ECAL

Shower width,
√

(ΣEi(i− imax)2)/(ΣEi) where i runs over
all strips in a window of Δη × Δφ ≈ 0.0625 × 0.2, corre-
sponding typically to 20 strips in η, and imax is the index of
the highest-energy strip

ωstot

Ratio of the energy difference between the largest and second
largest energy deposits in the cluster over the sum of these
energies

Eratio

RRatio of the energy in the strip layer to the total energy
in the ECAL accordion calorimeter

f1

Track quality Number of hits in the B-layer (discriminates against photon
conversions)

nb-layer

Number of hits in the pixel detector npixel

Number of total hits in the pixel and SCT detectors nsi

Transverse impact parameter d0
Significance of transverse impact parameter defined as the
ratio of d0 and its uncertainty

σd0

Momentum lost by the track between the perigee and the
last measurement point divided by the original momentum

Δp/p

TRT Total number of hits in the TRT nTRT

Number of hits in the pixel detector FHT

Table 4.1.: Description of the variables used for the electron identification.
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Variable Description Symbol

Track-cluster
matching

Δη between the cluster position in the strip layer and the
extrapolated track

Δη1

Δφ between the cluster position in the middle layer and the
extrapolated track

Δφ2

Defined as Δφ2 but the track momentum is rescaled to the
cluster energy before extrapolating the track to the middle
layer of the calorimeter

Δφres

Ratio of the cluster energy to the track momentum E/p

Conversions Veto electron candidates matched to reconstructed photon
conversions

isConv

Table 4.1.: Description of the variables used for the electron identification.

Variable Loose Medium Tight

Rhad(1) � � �

f3 � � �

Wη2 � � �

Rη � � �

Rφ � � �

ωstot � � �

Eratio � � �

f1 � � �

nb-layer � � �

npixel � � �

nsi � � �

d0 � � �

σd0 � � �

Δp/p � � �

nTRT � � �

FHT � � �

Δη1 � � �

Δφ2 � � �

Δφres � � �

E/p � � �

isConv � � �

Table 4.2.: Definitions of the identification menus in terms of the cuts applied.

The reconstruction of candidates are described in section 4.2.2. The offline selection
requires the candidates to be reconstructed within the region of |ηcl| < 2.47, excluding
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the transition region of 1.37 < |ηcl| < 1.52 in the ECAL, and with a transverse energy
of ET > 25 GeV. Transverse energy is defined as in terms of the cluster energy and the
direction of the candidate by means of the following formula: ET = E/cosh(η). The
candidates are also required to fulfil the Tight++ criteria: A set of tight isolation cuts is
imposed on the candidates aiming for an improvement on the suppression of the multi-jet
background. The imposed cuts are a combination of electromagnetic cluster and track
isolation cuts and tuned to achieve uniform isolation efficiency with respect to certain
offline electron selection over the ηcl and ET spectra. The former is ECAL isolation of
ΔR = 0.2 at the working point of 90% efficiency and denoted as EtCone20@90 and where
the latter is a track isolation of ΔR = 0.3 at 90% efficiency and denoted as PtCone30@90.
Furthermore, in ATLAS it is fairly possible that electrons and jets can spoil each other’s
reconstruction process. In order to avoid any misidentification of objects, two different
overlap removal strategies are followed. The first requires removal of jets that exist within
the volume of ΔR = 0.2 around the selected electron. The second requires removal of
electrons, in case an additional jet is to be found within the volume of ΔR = 0.4.

4.2.4 Efficiencies and Scale Factors

The efficiency (ε) of selected electrons can be factorised into efficiencies of individual
requirements that a final electron object is required to have. This factorisation can be
formulated as

ε = εreco · εid · εiso · εtrig, (4.3)

where the four individual efficiencies denote the reconstruction, identification, isolation
and the trigger efficiencies. The reconstruction and identification efficiencies are esti-
mated in data and Z → ee Monte Carlo samples by the egamma working group of the
ATLAS collaboration. They are estimated using the Tag&Probe method [67] and trans-
lated into scale factors as described in the equation above, which are applied to the Monte
Carlo simulated events. The reconstruction efficiency is estimated to be ∼98% and the
identification (Tight++) efficiency to be ∼80% for isolated electrons from Z → ee events.
The isolation efficiencies, i.e. EtCone20@90 and PtCone30@90, are defined with respect
to Tight++ identification (i.e 90% for Tight++), while the efficiencies for the trigger, EF_
e24vhi_medium1 || EF_e60_medium1, are determined with respect to the combination of
Tight++ and isolation cuts. Scale factors are binned in 2D (η and ET )utilising the follow-
ing 1D×1D factorisation

SFη,ET
= SFη × SFET

Average SF
. (4.4)

4.2.5 Offline selection

Electron candidates are required to have a pT larger than 25 GeV and a cluster |η| smaller
than 2.47. The transition region between the ID and the ECAL, which corresponds to
1.37 < |ηcl| < 1.52, is excluded from the η acceptance. Electron candidates are also re-
quired to satisfy the Tight++ criteria as well as the ID-based and the ECAL-based iso-
lation requirements. The ID-based isolation is defined as the scalar sum of all tracks in
the ID with a pT larger than 1 GeV within a cone of ΔR = 0.3 around the electron and
denoted as pcone30T . Similarly, the ECAL-based isolation is defined as the sum of energy
deposits in the ECAL within a cone of ΔR = 0.2 around the the electron and denoted as
Econe20

T . Both isolation cuts are applied in 9×9 ET × η bins.
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4.3 Muons

4.3.1 Trigger

For this analysis, the triggers to be used for the muon objects are the single muon triggers
are EF_mu24i_tight and EF_mu36_tight. These triggers differ by the pT threshold, as
well as the isolation applied in the mu24_tight trigger.

The mu24i_tight trigger is designed for selecting muons with a transverse momentum
larger than 25 GeV and a loose isolation criterion of ΣΔR<0.2p

trk
T /pT < 0.12. In words, the

sum of the tracks transverse momenta in a cone of size 0.2 around the muon is required
to be less than 12% of the muon transverse momentum. This criterion is optimised to
retain nearly 100% efficiency for selecting well isolated muons from Z → μμ decay while
rejecting slightly over half of the muons from heavy flavour, pion and kaon decays. The
to be offline applied mini-isolation is tighter than this isolation. However, this isolation,
applied at the trigger level, doesn’t affect the analyses.

No isolation requirement is made in the EF_mu36_tight trigger.

4.3.2 Reconstruction and Identification

Muons are reconstructed by using information mainly from two sub-detectors, the MS and
the ID, and are referred to as combined muons.
Stand-alone (SA) muons are reconstructed using only the information from the MS. The
parameters of the muon track are determined by extrapolating the information of the track
at the interaction point to the point of closest approach to the beam line. They are used
to extend the acceptance to the range of 2.5 < |η| < 2.7.
Combined (CB) muons are the main type reconstructed muons. The tracks are recon-
structed independently in the ID and MS and combined. The CB candidates have the
highest muon purity.
Segment-tagged (ST) muons require a track in the ID in association with at least one
local track segment in the MDT or CSC chambers.
Calorimeter-tagged (CaloTag) muons require a track in the ID in association with an
energy deposit in the calorimeter compatible with a ionising particle. This type has the
lowest purity but muons in the non-instrumented acceptance of the MS are reconstructed
by this type.

The reconstruction of the CB muon candidates utilises two independent reconstruction
algorithms. The algorithms include different strategies [68], so-called chains, both for the
reconstruction in the MS and for the ID-MS combination. The latter utilises a chain
(Chain 1) that performs a statistical combination of the track parameters for the SA
and ID muon tracks using the responding covariance matrices. A second chain (Chain 2)
performs a global refit of the muon track using the hits from both the ID and the MS sub-
detectors. The advantage of using two independent codes is redundancy and robustness
in the ATLAS commissioning phase.

The CB algorithm requires a set of quality criteria applied to the ID tracks:

– at least one Pixel detector hit

– at least five SCT hits

– at most two active Pixel or SCT sensors traversed by the track but without hits

– at least nine TRT hits in the region of the full TRT acceptance (0.1< |η| <1.9)
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The above requirements are dropped in the region |η| > 2.5, where short ID track segments
can be matched to SA muons to form a CB muon. In ATLAS top-quark working group
only combined muon identification is used.

4.3.3 Offline Selection

The criteria for the muon object selection are optimised by the Muon Combined Perfor-
mance group of the ATLAS collaboration as follows:

– Muons are required to be reconstructed within the detector acceptance, |η| < 2.

– A cut of pT > 25 GeV is set to be on the plateau of the single muon trigger efficiency.

– Muons must pass the ID track quality cuts defined above.

– The longitudinal impact parameter relative to the primary vertex is required to be
less than 2 mm.

– Selected muons are required to be distanced ΔR(μ, j) > 0.4, where j is any jet with
pT > 25 GeV and |JVF| > 0.5.

– The muon is required to pass the mini-isolation requirement described below.

Mini-Isolation

At the high energy regime of the LHC, the top-quarks produced can carry large momen-
tum, boosting the top decay products in the lab frame. Such boosting can make the lepton
very close to the b-quark in a leptonic top-quark decay. This leads to low efficiency for
usual isolation criteria used in 7 TeV analyses. These criteria are needed to be either
loosened or removed to maintain a high efficiency in the boosted region. One of the crite-
ria to be removed is the normal calo- and track-based isolation. But the removal of this
isolation would cause a problem in terms of rejecting leptons from QCD jets which has a
high production rate at the LHC. The so-called mini-isolation [58] is the solution at this
point which exploits the fact that the angular separation between the decay product is
proportional to the mass of the mother particle over its momentum. Unlike the traditional
fixed-cone isolation, mini-isolation collects energy around the lepton with a variable cone
size. The cone size decreases as the momentum of the lepton increases. As the mass
of top quark is much heavier than that of other quarks and gluons, the prompt lepton
from boosted top quarks will generally be more separated from the jets, in comparison to
non-prompt lepton from QCD jets of a similar energy scale. With proper configuration,
the mini-isolation would approximate zero for leptons from boosted top, while counting
considerable energy for non-prompt leptons. A track-based mini-isolation is defined as

I lmini =
∑
tracks

ptrackT ,ΔR(l, track) < KT /p
l
T . (4.5)

The tracks are selected with the same criteria as standard fixed-cone track isolation, which
is robust against pileup contamination. Calo-based isolation is not considered because
calorimeter angular resolution is limited. One configuration, shown to be optimal, is KT

=10 GeV, with a max value of ΔR as 0.4. The optimised cut value is determined to be
smaller than 5% of the lepton pT .
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4.4 Photons

4.4.1 Reconstruction

The reconstruction of photons is carried out in parallel with that of electrons since both ob-
jects leave very similar signatures behind in the calorimeter. Nevertheless, being a charged
particle, the definition of an electron object is rather straightforward where the things are
a bit more complicated for photons due to their conversion. For this reason, photons are
classified into two categories: unconverted and converted photons. Unconverted photons
are not associated with any track, they are simply ECAL clusters. Converted photons are
characterised with at least one track originated from a vertex in the ID and associated with
a cluster in the ECAL. Therefore, there is a significant similarity between electrons and
converted photons. Here discussed only specifics to the converted photon reconstruction
since the overall reconstruction algorithm is explained in detail in section 4.2.2.

Converted photons are classified into two groups depending on the number of assigned
tracks. Converted photons are typically assigned with two tracks. However, they can be
assigned with only one track, in case the track of either electron or positron is failed to be
reconstructed. This would be possible either when the transverse momentum of the track
is very low or when the tracks of electron and positron are very close to each other ending
up with being impossible to be separated adequately.

The first stage of the reconstruction of converted photons is the reconstruction of the
conversion vertices within the tracker. The first stage is then followed by the reconstruction
and association of conversion vertices to an ECAL cluster. In the former case, conversions
with two assigned tracks, conversion vertex is reconstructed using oppositely charged track
pairs that are likely to be electrons. This likelihood is based on hits in the TRT and the
silicon detectors, and is required to be over a certain threshold. The conversion vertex is
then reconstructed by performing a constrained vertex fit with three degrees of freedom
and using the five helix parameters of each of the two participating tracks. The constraint
of the fit is the requirement for tracks to be parallel at the vertex. The latter case,
conversions with only one track, is mostly to occur in the outermost layers of the ID.
Therefore, tracks without hits in the b-layer that either have a very high likelihood to be
an electron, or have no hits in the TRT, are considered as conversion vertex candidate with
a single track. In such cases, the conversion vertex is simply defined to be the coordinates
of the first measurement of the track since a vertex fit is not possible to perform.

As in the track matching for electrons, the conversion vertices are matched to the
clusters by exploiting an extrapolation of the conversion candidates the second sampling
layer of the ECAL. The details of the extrapolation can be read elsewhere [69]. Conversion
vertex candidates reconstructed from tracks with hits in the silicon detectors are then
considered matched to a cluster if the extrapolated vertex and the cluster centre are closer
than 0.05 in both η and φ. In case of the extrapolation of a conversion vertex with single
track the limit on the size of φ window is doubled in the direction of bending. If multiple
conversion vertex candidates are matched to the same cluster, the preference is adjusted by
considering candidates with more assigned tracks, with more hits in the silicon detectors
and with smaller vertex radius.

The final arbitration between the unconverted photon, converted photon and electron
hypotheses for the reconstructed ECAL clusters is performed considering the presence or
lack of tracks, number and overlap of tracks as well as their hits in the silicon detectors,
and the transverse momentum and energy of assigned tracks.

As a result of studies performed using MC simulations, the reconstruction efficiency of
prompt photons with ET >25 GeV is expected to be 96 percent. The rest is incorrectly
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reconstructed as electrons. The reconstruction efficiency of photons in the lower transverse
momentum region, i.e. a few tens of GeV, is studied using data [70]. The study points to
inefficiencies and fake rates that exceed by up to a few per cent the predictions from MC
simulation. The reconstruction efficiency for photons in the large transverse energy region,
i.e. ET >150 GeV, decreases as the separation of tracks originating from conversions starts
to become a problem.

The final photon energy is measured using ECAL information on the cluster size that
depends on the photon classification. In the barrel region, the cluster size used for un-
converted photons is Δη × Δφ=0.075×0.123 while it is Δη × Δφ=0.075×0.172 for the
converted photons to compensate for the opening between the conversion products in the
φ direction caused by the magnetic field of the ATLAS solenoid. The cluster size in the
end-cap is same for all type of candidates and is Δη ×Δφ=0.125×0.123. The calibration
performed on the photon energy, which takes upstream energy loss and both lateral and
longitudinal leakage into account, shares the same procedure that is used for electrons [70,
67].

4.4.2 Identification

Distinguishing between prompt and background photons with high signal efficiency and
background rejection is of great importance. The photon identification strategy makes use
of a set of cuts on discriminating variables that characterises the lateral and longitudinal
shower development in the ECAL and the shower leakage fraction in the HCAL.

Originating from hard scattering and being emitted before hadronisation time scale,
prompt photons are typically isolated since they do not suffer from nearby jet activity.
Furthermore, background candidates from Dalitz decays (i.e. π → γγ) are often charac-
terised by two local energy maxima separated in the finely segmented strips of the first
layer, due to small separation between the two photons caused by the solenoid magnet.
The typical characteristics of prompt photons differing from background photons are nar-
rower energy deposits in the ECAL and smaller leakage to the HCAL. Both in-time and
out-of-time pile-up processes affect the distributions of the discriminating variables for
both the prompt and background photons. Pile-up processes lead to low-ET activity in
the detector, energy depositions in the ECAL and consequently an effect that is tenden-
tious to broaden the distributions of the discriminating variables and thus a blurring effect
on the separation between prompt and background photon candidates.

The identification of photons are grouped into two, loose and tight, selections. The
loose selection is based only on shower shapes in the second layer of the ECAL and
on the energy depositions in the HCAL. The loose selection is designed aiming for a
high prompt-photon identification with respect to reconstruction. The loose selection
achieves an average efficiency of 98% for both converted and unconverted photons. The
corresponding background rejection factor is about 10001. The tight photons are selected
by processing information from the finely segmented strip layer of the calorimeter on top
of the loose selection information. This additional information provides good rejection
of jets originating from hadrons where a neutral meson carries most of the energy. The
tight selection criteria are optimised for converted and unconverted photons separately
providing an average identification efficiency of about 85% for photons with ET >40 GeV
and a corresponding background rejection factor of 5000 [69]. Taking into account the

1The rejection factor is defined as the ratio of the number of initial jets with pT >40 GeV in the
acceptance of the calorimeter to the number of reconstructed background photon candidates satisfying
the identification criteria.
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different detector geometry over the η region, the selection criteria are different in seven
intervals of the reconstructed photon pseudo-rapidity.

4.4.3 Offline selection

Photon candidates are required to have a minimum transverse momentum of 15 GeV
within the acceptance of |ηcl| < 2.37 excluding the transition region of the ECAL 1.37 <
|ηcl| < 1.52. In addition to the OQ flag, photon cleaning requirements (LAr quality factor
cleaning + a timing cut to reject out-of-time candidates) are applied. For the photon
identification, the PhotonIDTool is used with cut-menu 2012 for tight photon identification,
which are both provided by EGamma Working Group of ATLAS collaboration.

4.5 Missing Transverse Energy

An important signature of the semi-leptonic and dilepton top-quark pair decay modes
is large missing energy �ET (cf. Section 3.3.1) since the neutrino from the leptonically
decaying W-boson traverses throughout ATLAS without being detected. This quantity is
also a powerful instrument to distinguish between tt̄ events and backgrounds that do not
contain �ET such as Drell-Yan processes.

In the top-quark analyses, the missing energy is computed using an object based re-
construction algorithm that relies on the use of calibrated cells associated with identified
high-pT objects by replacing the initial cell energies with the modified refined calibration.
The objects used are electrons, photons, jets and muons denoted as RefEle, RefGamma,
RefJet and RefMuon. In RefEle, cells with cluster corrections at the EM scale are con-
sidered. The Jet component RefJet includes only LC+JES calibrated cells. In order to
avoid any possible double counting, cells associated to multiple objects are resolved by
considering only the first association. Jets with low pT , from 10 GeV to 20 GeV, are
grouped into a dedicated term named SoftJet. Cells not associated to any high-pT objects
are considered under the term CellOut separately. The missing energy can then finally
be formulated as the sum of components defined above where SoftJets and CellOut terms
are collectively referred to as SoftTerms.

EMiss
x,y = EEle

x,y + ERefPhoton
x,y + ERefJet

x,y + ERefSoftJet
x,y + ERefMuon

x,y + ECellOut
x,y , (4.6)

and the magnitude is given by

EMiss
T =

√
(EMiss

x )2 + (EMiss
y )2. (4.7)

4.6 Data sample

The data analysed in this analysis was collected by the ATLAS detector at the LHC in
2012. The collisions are recorded at a centre-of-mass energy of

√
s =8 TeV with a bunch

spacing of 50 ns between the proton bunches and with 1380 proton bunches per proton
beam. The total amount of delivered data luminosity, as can be seen in figure 3.3, is
22.8 fb−1 and the recorded data is 21.3−1. However, approximately 5% of the recorded
data does not fulfil the data quality requirements. The ultimate amount of data available
for physics analysis is 20.2 fb−1.

The data is streamed into three branches by using informations from trigger systems of
different components of the detector: Egamma stream is triggered by the energy deposits in
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the ECAL, Muon stream is by the signals in the MS and finally JetTauEtMiss stream is by
deposits in HCAL. The use of the each stream is depends on the process being analysed
which will be pointed out in the flow of the analysis.

4.7 Simulated samples

4.7.1 Signal samples

The signal tt̄γ sample is simulated with the matrix element generator MadGraph [71].
The sample is simulated taking only tt̄ intermediate state into account as listed below:

• pp → tt̄ → l̄νl̄bqq̄b̄γ

• pp → tt̄ → qq̄blν̄lb̄γ

• pp → tt̄ → l̄νl̄blν̄lb̄γ

where qq̄ pairs are pairs of a quark(anti-quark) and the anti-particle (particle) of its isospin
partner, i.e. ud̄, cs̄, dū, sc̄. The colliding partons are either two gluons or a quark-anti-
quark pair and incoming protons are modelled by a LO PDF set, CTEQl1 [72].

All three lepton generations are included in the simulation. All quarks except for
b-quark, and electrons are considered as massless.

The muon mass is considered as 0.105 GeV, the tau mass as 1.777 GeV, b-quark mass
as 4.7 GeV and finally top-quark mass as 172.5 GeV.

The fine structure constant is considered as 1/137while the strong coupling constant
is running. The renormalisation and factorisation scale factors are set to 2mt and the
colliding protons are modelled by a LO PDF, CTEQ6L1.

In order to avoid infrared and collinear singularities, the sample is simulated with a set
of kinematic cuts:

• Photon pT threshold of 10 GeV and |η| acceptance limit of 5.0.

• Lepton pT threshold of 15 GeV.

• Minimum ΔR distance of 0.2 between the photon and all other charged particles.

With the setting above, the total cross sections of the simulated sample reads 1190.7 fb.
The simulated sample is then matched to PYTHIA [73] fro the further simulations of
parton showering and soft interactions(i.e. underlying events). Additional radiations of
QED phenomenon is simulated by PHOTOS [74]. Finally, sample is passed to the detector
simulation GEANT4 [75] in order to simulate the detector response on the simulated
data.

4.7.2 Variation signal samples

Apart from the phase space cuts, the modelling related parameters and tools used in the
simulation of the signal sample like the choice of QCD scales, parton shower, PDF set and
such are needed to be assigned with systematic uncertainties. In oder to do this, different
variations of the signal sample are simulated with same phase space cuts but by varying a
parameter or a tool at a time. For instance considering the choice QCD scales, a sample
for which the QCD scales are set to mt, and considering the choice of parton shower a
sample which is matched to Herwig/Jimmy is produced. In oder to shorten computing
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time, the variation samples are produced with reduced statistics, i.e. half the nominal
sample, and a fast simulation of detector modelling, i.e. AltFastII [76], is used. The full
list of produced samples is given in Appendix A.

4.7.3 Background samples

The simulations of W+ and Z + γ samples are performed using SHERPA [77] with up to
three jets. The b− and c− quarks are considered massless. The contributions from these
processes are normalised to the LO cross sections from SHERPA. An additional W−boson
sample is simulated using ALPGEN generator with interfacing to PYTHIA.

The single top-quark samples, all three channels, are simulated by POWHEG [78]. The
sample for t-channel is simulated with a NLO PDF set, CT10F4, and the samples for the
other two channels are simulated with another NLO PDF set, CT10. The parton shower
and hadronisation modelling is handled with p2011C tune [79].

The diboson samples, WW + γ, WZ + γ and ZZ + γ are simulated using ALPGEN
generator and interfaced with Herwig/Jimmy [80, 81] for parton showering.

47



4. Physical Objects

48



Chapter 5
Event selection

The selection of signal events is characterised and optimised by taking the topology and
kinematics of the signal final state into account. The single lepton tt̄γ final state consists
of an isolated lepton1 with a high pT , high missing transverse energy (�ET ) originating
from the neutrino coming from the leptonically decaying W-boson, two b-tagged jets and
two high pT jets from the hadronically decaying W-boson and finally an isolated photon
with high pT . Another more important input to the optimisation of the event selection
is the physics result pursued. As mentioned in the introduction, the analysis aims for
measuring the part of σtt̄γ , where the photons are radiated off the top-quark and not
off its decay products. Motivated by this point, the event selection also includes cuts
that are considered to help to enrich the selected signal events with photons radiated off
top-quarks.

• The selection starts by requiring a lepton trigger, depending on the data period.

• Presence of a primary vertex with at least four associated tracks is required.

• According to the trigger fired, the events are separated into the electron and muon
channels. Depending on this separation, the events must contain either exactly one
electron or muon having a threshold pT of 25 GeV. The electrons and muons are
required to be matched to the online trigger object.

• In both channels, presence of at least four jets reconstructed with a pT larger than
25 GeV and within an η acceptance of 2.5 is required.

• In the electron channel, an �ET of 30 GeV and a W-boson transverse mass larger
than 30 GeV are required. In the muon channel, an �ET is required to be larger than
20 GeV and the system of �ET and W -boson transverse mass (mW

T ) is required to be
higher than 60 GeV. These high requirements on the �ET and mW

T aim to suppress
the high level of multi-jet background at the LHC. Multi-jet events are characterised
by being balanced on the transverse plane. Therefore, a high �ET is a good indication
of the presence of a process with a neutrino in the final state such as tt̄ production
with at least one leptonically decaying W -boson. The cut on mW

T also provides a
good distinction power between events with true W-bosons and multi-jet events or
Z+jets events.

1It can be any of the three charged leptons. However, in this analysis only electrons and muons are
considered.
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5. Event selection

• In order to suppress various backgrounds but mainly W+jets+γ events, at least one
b-tagged jet is required.

• Exactly one photon reconstructed with a pT of at least 15 GeV and within the η
acceptance of 2.47 must be present in the event. The transition region between the
barrel and end-cap calorimeters are excluded as for the electron objects.

• In the electron channel, the invariant mass of the electron and the photon system is
required to be outside a ±5 GeV mass-window around the Z-boson mass, in order
to suppress Z+jets events with one of the electrons misidentified as a photon.

• Events with a jet within the cone of ΔR=0.5 around the selected photon are rejected
to suppress events with photon radiation from jets.

• For further suppression of events with photon radiation from decay products, the dis-
tance between the selected lepton and photon is required to be larger than ΔR=0.7.

This selection yields 1256 and 1816 data candidate events in the electron and muon chan-
nels respectively. The MC yields for the signal selection are predicted to be 440±90
and 720±140 events with taking a k-factor of 1.90 into account. The cut flows for data
candidates are presented in table 5.1. The kinematic distributions of photons from the
selected events are presented in figure 5.1, where the data distributions are compared to
MC predictions of the signal and the backgrounds.

Table 5.1.: The cut-flow of data candidates in the single electron and single muon channels.

Cuts μ+jets e+jet

Initial 705961000 71278800

Trigger 218114000 222497000

Trigger Match 103495000 85735100

At least four jets 510571 467423

�ET 446636 321982

mT (W ) 409136 263659

At least one b-tagged jet 211073 135133

At least one photon 3788 2831

|ηγ |<1.37 or |ηγ | > 1.52 3788 2831

pT (γ) > 15 GeV 2644 2128

Exactly one photon 2591 2101

|minv(eγ) −M(Z)| > 5 GeV 2591 1894

ΔR(γ, jet) > 0.5 2023 1546

ΔR(γ, l) > 0.7 1816 1256
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Figure 5.1.: Comparison of data and the expected distributions in the events passing the
selection for the single lepton e(left) and μ (right) channel passing the tt̄γ
selections.The photon pT and η distributions in the signal region. The hadron
fake, e → γ fake, Wγ and QCD are from data-driven estimation while other
backgrounds from MC. The error band includes both statistical and all sys-
tematic uncertainties.
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Chapter 6
Strategy of the measurement

As it is the case for most high energy physics (HEP) analyses, the strategy of the presented
analysis in this thesis is also almost all about distinguishing between signal and background
processes. Even a very well optimised event selection is not sufficient to select pure signal
events from data. In this measurement for instance, after the event selection around two
third of the selected candidate events are background events which have to be estimated
and subtracted. For this, one needs to consider the specific features of the signal process
being analysed. As mentioned in chapter 5, the signal process of the presented analysis
is characterised by an isolated lepton, high missing transverse energy, at least four jets of
which at least one is b-tagged and finally an isolated prompt photon with a high transverse
momentum. Prompt photons are usually well isolated physics objects since they are
produced before the hadronisation process. This feature of photons provide a strong
discrimination power between prompt photons and background photons, since most of
the background is expected to originate from non-prompt photons. In addition, objects
misidentified as photons, fake photons, are not well isolated physics objects1. Motivated
by this reason, the strategy of the analysis is constructed being based on photon isolation.
A template fit method is performed by employing RooFit/RooStats framework [82]. The
templates to be fitted represent photon isolation distributions of signal and background
processes. This chapter discusses the strategy of the cross section measurement.

The chapter starts first with the heart of the strategy, which is the distinction
between signal and background photons. Then the construction of the template fit and the
modelling of the likelihood function used in the template fit are described. The chapter
then continues with the definitions of the cross section and the phase space where the
measurement is performed. The chapter finally closes with the motivation and description
of the first differential measurement.

6.1 Photon isolation as a discriminator

Probably, the most important point lying in the heart of the strategy is the choice of the
discriminant variable used in the template fit, in order for distinguishing between signal
and background photons. The photon isolation has been found to distinguish well between
the prompt and other types of photons.

Isolation of a photon object, or of an electron, is defined as the scalar sum of either
transverse energy or transverse momentum activity within a cone of a certain size around

1Backgrounds with prompt photons also contribute but their contribution is estimated separately.
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the photon except for the energy or momentum of the photon itself. In order to define
isolation of an object in terms of transverse energy, energy deposits in the calorimeter
around the object are taken into account, whereas transverse momentum based isolation
takes the tracks around the object into account. Transverse energy and transverse mo-

mentum isolations are conventionally denoted by E
cone20/30
T and p

cone20/30
T , respectively.

The labels in the superscript denote the cone size around the object within which the
isolation is calculated. The label cone20 indicates the cone size of ΔR = 0.2 and cone30
indicates ΔR = 0.3.

A rigorous choice of photon isolation is required, since the photon isolation variable
is the discriminator variable in the likelihood fit. Transverse energy isolations depend on
the η of the object of which the isolation is calculated, because of the variation in the
amount of the material in front of the calorimeter. Objects in the large η region deposit
more energy in the ID as they traverse until they reach the ECAL whereas objects in the
central region deposit less energy since they have a shorter to distance to reach the ECAL.

For this reason, E
cone20/30
T isolations are not proper choices for photon isolations.

It is concluded in a number analyses [83, 84] that among those variables pcone20T is
the variable that provides the highest background rejection for a given signal efficiency.
Therefore, also in this measurement, pcone20T is chosen as the isolation discriminator to be
used in the template fit. The pcone20T isolation is calculated by considering tracks having
a pT of at least 1 GeV, at least seven hits in the Pixel and SCT detectors, and a hit in
the Pixel b-layer. Tracks associated to conversion vertices closer than 0.1 to the photon
in η − φ space are not considered for the isolation calculation. Finally, in order to reduce
biases from tracks originating from pile-up interactions, the transverse and longitudinal
impact parameters of the tracks with respect to the primary vertex has to be smaller than
1 mm.

6.2 Signal background distinction

There are three different origins of an object that can be seen as a photon by the detector:

Prompt photons: A prompt object is an object that originates from the hard scat-
tering process before the hadronisation of strongly interacting particles starts. In case
of the semileptonic channel of top-quark pair production, photons that are radiated off
either the incoming quarks or the top quarks or its electrically charged decay products
are prompt photons. This type of photon is also the photon object of interest for the final
state in this measurement.
Photons faked by electrons: The resemblance of electron and photon objects as well
as their reconstruction algorithms are discussed in detail in sections 4.2.2 and 4.4.1. In
addition to this resemblance, they are reconstructed from energy deposits in the ECAL
by using the same algorithm. As a consequence of this resemblance and the use of the
same algorithm, an electron object can be misidentified as a photon, i.e. an electron with
a poorly reconstructed track or an electron associated with two tracks, one of which is
originated by a close by jet activity. For the details of this misidentification, confer to
section 7.2.1.2.
Photons faked by hadrons and by non-prompt photons from decays of hadrons:

During the hadronisation process of quarks and jets after the hard interaction, various
hadrons such as π0, η and ρ mesons or baryons are produced. These mesons and baryons
can then decay into two or three photons which are eventually seen as photons by the
detector. Furthermore, the energy deposit of mesons and baryons themselves can also
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fake photons.
Photons with these three different origins differ in isolation. Prompt photons are

well isolated objects since they are radiated in the relatively ”still” environment before
the hadronisation process. Photons faked by electrons also tend to be well isolated but as
it will be discussed in section 7.2.4 a remarkable difference from the isolation of prompt
photons is observed. Lastly, photons faked by hadrons are not well isolated since they are
produced within the busy environment of hadronisation.

Background processes to the signal analysed in this thesis can be categorised in two
categories according to the photon types described above:

• Backgrounds with fake photons.

• Backgrounds with prompt photons.

The former category includes all background processes with photons faked by hadrons
and electrons while the latter includes background processes with prompt photons. In
the template fit, the background processes in the first category, photons faked by hadrons
and electrons, are represented by dedicated templates. The background processes of the
second category, however, are represented by the same distribution that represents the
signal process. This is possible since they all are prompt photons which are not different
in terms of their isolation and since all events are selected by the same selection criteria
so that they have similar event topologies, e.g. at least four jets requirement.

6.3 Construction of the template fit

The measurement of σtt̄γ , or any other experimental measurement of a parameter, is an
estimation, since the true value is not accessible due to requirement of infinite number of
observations. This infers that the precision of a measurement increases with the increasing
number of observations. In other words, the measurement estimates a value of σtt̄γ as close
as possible to the true value given the experimental observations. The measurement is
therefore an asymptotic approximation to the true value of σtt̄γ . While the true value
being inaccessible, it is possible, and necessary, to determine an interval of values that
contain the true value. This interval is defined as the error of the measurement and often
referred to as confidence interval.

Therefore the template fit, of which the output is the estimate(σtt̄γ), has to be
constructed by employing a function that describes the observation data. This function
is referred to as estimator and its choice is arbitrary. Although the estimator can be
arbitrarily chosen, a set of desirable statistical and non-statistical merits of estimators
plays a decisive role on this choice. The statistical merits are of more importance and
among them the most desirable merit is minimum loss of information. In the case of
an asymptotic approach, as it is the case in this analysis, the optimal choice to satisfy
the merit of minimum information loss is the maximum likelihood estimator [85] which is
based on a likelihood function.

6.3.1 Modelling of likelihood function

The conditional probability that a real random variable (or a set of N real random vari-
ables) X which is distributed with respect to a probability density function f(X|ψ), where
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ψ is a real parameter can be described by a joint probability distribution function of X:

P (X|ψ) = P (X1, ...,XN |ψ) =
N∏
i=1

f(Xi|ψ) (6.1)

If the random variable X is replaced by a set of experimental observations, the P is
not a probability distribution function anymore but rather a likelihood function which is
conventionally denoted by L:

L(X|ψ) =
N∏
i=1

f(Xi|ψ) (6.2)

The template fit employed in the analysis estimates the parameter of interest, σtt̄γ , by
maximising the likelihood function. The likelihood function employed in the analysis is
constructed based on the general description of a likelihood function described above and
is formulated as follows:

L =
∏
i,j

P (Ni,j |N s
i,j +

∑
b
N b

i,j). (6.3)

The probability function used here to model the event yield distribution is a Poisson
function. The index i denotes the decay channels (e,μ) and the index j denotes the bins of
the isolation (pcone20T ) distribution where Ni,j is the number of observed data events, N s

i,j

is the expected number of signal events and N b
i,j is the number of expected background

events in channel i and bin j. The index b for the summation denotes the different sources
of backgrounds.

The expected number of signal events, N s
i,j , is a function of multiple parameters:

N s
i,j = L · σfid

i · Ci · f s
i,j (6.4)

where L is the integrated luminosity, σfid
i is the fiducial cross section in channel i, the

correction Ci is the ratio of reconstructed events to the number of generated events in the
fiducial phase space in channel i and f s

i,j is the fraction of signal events in channel i and

bin j. In this parametrisation of N s
i,j, the only free parameter is the cross section, σfid

i .
All other parameters are constant.

The number of expected background events is also a function of other parameters,
but with a rather simple definition:

N b
i,j = N b

i · f b
i,j. (6.5)

Here, N b
i is the total number of type b background events in channel i and bin j and f b

i,jis
the fraction of the same type background events in channel i and bin j. In the analysis,
there are seven different background sources. In the fit, only one of these backgrounds,
the contribution of processes with a photon faked by hadrons, N b

i |b=hadronicfakes is a free
parameter while all others are constant. The likelihood function given in equation 6.3
models only the event yield distribution. Incorporation of systematics into the likelihood
function is discussed in the following section. The definition of the estimate, σtt̄γ , is
discussed in further detail in section 6.5.
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6.3.1.1 Incorporation of systematic uncertainties into the likelihood

Systematic uncertainties of a measurement are the uncertainties that are not related to
the statistics of the measurement in question and should be treated rigorously in order
for a reliable and precise evaluation of the confidence interval on the parameter to be
measured.

A primitive manner to consider systematic uncertainties is rather a ”naive approach”
which is a simple propagation of systematic uncertainties into the result. In this approach,
a measurement is performed at ±1σ deviations of a systematic uncertainty and the system-
atic uncertainty on the measurement is then calculated with numeric error propagation:

σμ(sys) = (μup − μdown)/2, (6.6)

where μup and μdown are the ±1σ deviations of a nominal estimate of a measurement, μ̂.
In order to estimate the total systematic uncertainty on the measurement, the procedure
is repeated for all systematic uncertainty sources and they are summed quadratically. This
approach, however, does not consider the possibility that uncorrelated source of system-
atic uncertainties could have correlated effects on the measurement and that magnitude
of stated systematic uncertainty may be incompatible with measurement result. Further-
more, in this naive approach, the statistical procedure is not considered in the evaluation
of uncertainties and it is therefore not based on a rigorous manner. Since the statistical
inference of the measurement presented in this thesis is based on a likelihood method,
the systematic uncertainties should be incorporated into the likelihood function used to
perform the fit.

A ”typical” systematic uncertainty consists of a set of parameters, of which the
true is not known, a response function that describes the effect of these parameters on
the measurement and a distribution of possible values of the parameters. This modelling
definition can be concretised by help of an example [86]. Assuming a counting experiment
which can be modelled with Poisson distribution as:

P (n|s+ b) =
(s+ b)n

n!
e−(s+b) (6.7)

where n is the number of observed event count in the experiment and s is the expected
number of signal events. The number of background events is denoted by b and, say, it is
estimated using some MC simulation and has a negligible statistical uncertainty. But in
this case, the number of background events is sensitive to detector simulation since it is
estimated using MC simulation 1. A systematic uncertainty related to some calibration
originating from detector simulation can be modelled as follows:

• Say, the effect of the calibration uncertainty is described by a single parameter and
this parameter effects energy calibration of some physical objects, e.g. jets, by the
same amount.

• The uncertainty assigned on this parameter is a 5% Gaussian uncertainty

• Finally, it is determined that a 1% shift of this calibration effects the acceptance of
background by 2%.

This systematic uncertainty with the modelling above can be incorporated in the likelihood

1It is also sensitive to theoretical cross section uncertainties but they are simply ignored here to have an
unelaborated example.
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as a Gaussian product as follows:

L(n|s, α) = P (n|s+ b(1 + 0.1α)) ·G(0|α, 1). (6.8)

The parameters n, s and b are defined above. The function that b is multiplied with
is the aforementioned response function. Here, the response function is normalised for
the calibration uncertainty example which indicates that a unit change in α (i.e. a 5%
change in the calibration) results in a 10% change on the background acceptance. The
Gaussian term in the likelihood is a subsidiary measurement, or conventionally referred
to as constraint term by physicists, that constrains the parameter α. In this particular
example, the subsidiary measurement is the assumed calibration. The value of 1 denotes
the unit width of the Gaussian uncertainty on the nominal calibration. The constraint
term is a simplified likelihood and represents the calibration measurement of the parameter
α. This calibration measurement is based on a data sample. For simplification, the data
sample is replaced by a placeholder which is 0. The placeholder observable in the constraint
term is conventionally referred to as global observable. In the example given above, the
form of the response function is referred to as normal response.

The final form of the likelihood function used in the analysis is a product of equa-
tion 6.3 and the Gaussian term of the equation 6.8:

L =
∏
i,j

P (Ni,j|N s
i,j +

∑
b
N b

i,j)×
∏
t

G(0|αt, 1). (6.9)

where the index t for teh parameter α represents the different systematic uncertainty
sources.

6.3.2 Profile likelihood ratio

The confidence interval for the parameter of interest is estimated by a profile likelihood
ratio, λs, which is defined as follows:

λs(σ
tot/fid
sl |pisoT ) =

L(σtot/fid
sl ,

ˆ̂
θ,

ˆ̂
Nh-fake|pisoT )

L(σ̂tot/fid
sl , θ̂, N̂h-fake|pisoT )

. (6.10)

In this ratio, the quantities in the nominator are the unconditional maximum likelihood
estimation of the parameters where the quantities in the denominator are the conditional

maximum likelihood estimation of the parameters when σ
tot/fid
sl is fixed to a certain value.

The profile likelihood ratio is evaluated within the RooFit/RooStats framework and then
used to determine the upper and lower limit of the cross section within a 68% confidence
level.

6.4 Cross section definitions

In order to compare the experimentally measured value of σtt̄γwith the theoretical predic-
tion, these two values should be equivalent in terms of the phase space in which they are
measured and calculated, respectively. This is only possible by defining a certain phase
space beforehand where the experimental measurement and theoretical calculation will be
performed. This certain phase space is individual for each analysis and mostly defined
by experimentalists who perform the measurement. This is because of the constraints
originating from the experimental setup and/or features of the signal that is desired to
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be measured. But there might be inputs to the definition of this phase space from theory
side. Theoretical cross section calculation of a process like pp → tt̄γ → bl̄νb̄qq̄

′

γ is subject
to collinear and infrared divergences and some kinematical and geometrical limits, or cuts
as it is in HEP community referred to as, are needed to be considered in the calculation
to avoid these divergences. In HEP community, these phase spaces are conventionally re-
ferred to as fiducial volume or region and the result as fiducial cross section. The presented
measurement in this thesis is also performed in a fiducial phase space. The definition of
the fiducial phase space is given in section 6.6.

This thesis presents also the first differential measurement of σtt̄γ as introduced in
chapter 1. The differential measurement is performed as functions of photon transverse
momentum and pseudorapidity in five bins for each of these kinematic variables. The
choice of the binning for the differential measurement is motivated in section 6.9. The
differential measurements are performed in the same fiducial phase space as the total
measurement. Section 6.8 is dedicated to details of the differential measurement.

Throughout the thesis, the inclusive fiducial measurement is referred as inclusive
measurement and correspondingly the result as inclusive cross section. The differential
cross section, however, is simply referred to as differential measurement.

6.5 Definition of the inclusive cross section

At a collider experiment, the number of scattered events per unit time is defined by
formula 3.1:

dNevent

dt
= Linst · σevent (6.11)

where σevent is the scattering cross section and L is the machine instantaneous luminosity
of the two beams. Integrated over a time interval for a specific process, say tt̄γ, the formula
yields the cross section for the tt̄γ process:

σtt̄γ =
Ntt̄γ

Lint
(6.12)

where Ntt̄γ is the number of tt̄γ signal events and Lint is the integrated luminosity. This
is a very generic cross section formula for any given process. Here, Ntt̄γ is the number of
all tt̄γ events including all decay channels. Since the scope this thesis is the cross section
measurement in the single lepton channel, Ntt̄γ is to be replaced the number of tt̄γ events
in the single lepton channel (electron or muon). In order to rewrite the formula for the
single lepton channel, one also needs to consider the branching ratio term for this channel.
The formula 6.12 can be rewritten with some additional terms as follows:

σtot
tt̄γ,sl = σtot

tt̄γ ×BRtt̄γ,sl =
Ntt̄γ,sl

A · C · L (6.13)

where σtot
tt̄γ,sl is the total cross section for the semileptonic channel per lepton flavour, σtt̄γ

is the total tt̄γ cross section, BRtt̄γ,sl is the branching ratio of the semileptonic channel
channel per lepton flavour, Ntt̄γ,sl is the expected number of tt̄γ events in the semileptonic
channel per lepton flavour. The additional terms A, the acceptance factor, and C, the
correction factor, contain the correction for the event reconstruction and selection efficien-
cies as well as event migration from non-fiducial phase space to the fiducial phase space.
Details of these two factors is discussed in section 6.7. In equation 6.13, an extrapolation
from the detector phase space to the total phase space takes place which can be subject
to large theoretical uncertainties since a specific region of the total phase space is extrap-
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olated to a kinematic region where no measurement is performed. In order to avoid this
extrapolation, equation 6.13 can be reformulated as follows:

σfid
tt̄γ,sl

= A× (σtot
tt̄γ ×BRtt̄γ,sl) =

Nobs −Nbkg

C · L . (6.14)

where the expected number of tt̄γ events is replaced by the difference of the expected
number of the backgrounds, Nbkg, and the total number of observed data events passing the
event selection. In this equation, the first equality in the formula represent the definition
of the fiducial cross section whereas the second equality shows how the measurement is
performed avoiding the aforementioned phase space extrapolation.

6.6 Definition of the fiducial phase space

There are two levels of the fiducial phase space definition: Particle, or object, selection
level and event selection level.

Particle definition for fiducial region

• Leptons:

Electrons and muons with pT > 10 GeV and |η| < 2.7 are dressed with photons
that are not originating from hadrons and are within a cone of ΔR = 0.1 around
the lepton. Leptons are required to have pT > 25 GeV, |η| < 2.5 and to not have a
hadron origin.

• Jets:

Jets are clustered with the anti-kT algorithm with a radius of R = 0.4 and muons
are not considered in the clustering. Jets are required to have pT > 25 GeV and
|η| < 2.5.

• b-jets:
The flavour of the jet is determined by the flavour of the hadron that satisfies a
minimum pT of 5 GeV and maximum ΔR of 0.3 with respect to the jet axis. If there
are simultaneously a b-hadron and a c-hadron matching to the jet, the b-hadron is
preferred.

• Photons:

Photons are required not to originate from hadron decay and to have ET > 15 GeV
and |η| < 2.37.

• Overlap removal:

The overlap removal is done between: (i) electron-jet: the jet with ΔR(e, j) ≤ 0.2
is removed; then the electron with ΔR(e, j) ≤ 0.4 is removed; (ii) photon-jet: the
jet with ΔR(j, γ) ≤ 0.1 is removed; (iii) jet-muon: the muon with ΔR(μ, j) ≤ 0.4 is
removed.

Event selection for fiducial region

• Leptons:

Exactly one electron (muon) is required in the electron (muon) channel.

• Jets:

At least four jets have to be selected among which at least one should be a b-jet.
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• Photons:

Exactly one photon is required. Additionally, the event is rejected if the photon has
a ΔR(j, γ) < 0.5 with a jet or a ΔR(l, γ) < 0.7 with the lepton.

In order to have a common phase space for electron and muon channels, some of the
reconstruction levels cuts that are specific to either the electron or muon channel, such as
�ET , mT (W ) and m(e, γ), are not included in the fiducial phase space definition.

6.7 Definition of the signal acceptance and correction

The aforementioned signal acceptance factor is evaluated by applying the fiducial phase
space cuts to the MadGraph sample and by using the following formula:

A =
Nfid

gen

Nall
gen

(6.15)

where Nall
gen is the total number of events generated in the electron or muon channel and

Nfid
gen is the number of events that are generated within the fiducial region. The evaluated

acceptance factors for the electron and muon channel are 13.9% and 13.2% respectively.
The role of the signal correction factor, C, is rather complicated. It takes two cor-

rections into account. The first is that the events generated in the fiducial phase space but
not reconstructed and selected due to the event reconstruction and selection efficiencies.
The second is that the events generated outside the fiducial phase space but migrate into
the fiducial phase space after reconstruction. Moreover, events from other channels, such
as the τ channel, can also migrate to the fiducial phase space after reconstruction. These
two cases have to be taken into account at the step of the extraction of the number of true
signal events from the observed candidate events. The signal correction factor is defined
as follows:

C =
Nreco

Nfid
gen

(6.16)

where Nreco is the number of events passing the reconstruction level cuts and Nfid
gen is the

number of events generated in the fiducial region. This definition is actually product of
two components:

C =
Nfid

reco

Nfid
gen

· 1
Nfid

reco

Nreco

(6.17)

The first component describes the reconstruction and selection efficiency for the generated
signal events while the denominator in the second component is the ratio of the fidu-
cial phase space signal events to the reconstructed and selected events. The calculated
correction factor is 0.281 and 0.480 for the electron and muon channels respectively.

6.8 Definition of the differential cross section

As mentioned in chapter 1, possible deviations in the production or dynamics of a top-
quark pair in association with a photon could imply new physics phenomena which could
be explained e.g. through anomalous dipole moments.

One of the possible ways to enquire into these possible deviations is to investigate the
kinematics of the ”physical objects of interest” which is in this case the photon object.

This investigation can be carried out by performing the cross section measurement
differentially as a function of the photon kinematics, such as transverse momentum and
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6. Strategy of the measurement

pseudorapidity. Motivated by this argument, the differential measurement of σtt̄γ is per-
formed as a function of transverse momentum and pseudorapidity in five bins for each
physical observable. The choice of the bins in which the differential measurements are
performed is motivated in section 6.9. The total and fiducial cross sections in each pT or
η bin can be defined in a similar way as the inclusive definition is defined:

σtot
sl,i = σtot

i ×Bsl =
Ni −Nb,i

Ai · Ci · L, (6.18)

σfid
sl,i = Ai × (σtot

i ×Bsl) =
Ni −Nb,i

Ci · L , (6.19)

where i is the pT or η binning index. The acceptance and correction factors in each bin
are also calculated in a similar way:

Ai =
Nfid

gen,i

Nall
gen,i

, (6.20)

Ci =
Nreco,i

Nfid
gen,i

. (6.21)

The values are summarised in Table 6.1 for the pT and in Table 6.2 for the η differential
measurement.

Table 6.1.: Acceptances and correction factors in each photon pT bins for the electron
and muon channels and their combination [87]. Statistical uncertainties are
negligible, while systematic uncertainties are discussed in section 8.2.

pT Bin (GeV) 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 100 ≤ pT < 300

A (%)

e + jets 18.2 19.4 20.6 24.5 34.1

μ + jets 17.4 18.6 19.7 22.8 32.3

e/μ + jets 17.7 18.9 20.1 23.5 33.1

C (%)

e + jets 22.4 27.6 31.0 33.9 38.1

μ + jets 38.1 48.2 54.8 57.3 62.0

e/μ + jets 30.2 37.8 42.7 45.4 49.9

Table 6.2.: Acceptances and correction factors in each photon η bins for the electron and
muon channels and their combination [87].. Statistical uncertainties are negli-
gible, while systematic uncertainties are discussed in section 8.2.

η Bin 0 ≤ |η| < 0.25 0.25 ≤ |η| < 0.55 0.55 ≤ |η| < 0.90 0.90 ≤ |η| < 1.37 1.37 ≤ |η| < 2.37

A (%)
e + jets 20.8 20.9 20.5 20.2 19.7

μ + jets 19.9 19.9 19.5 19.3 18.9

e/μ + jets 20.2 20.4 19.9 19.7 19.3

C (%)
e + jets 31.5 31.3 29.4 27.5 21.4

μ + jets 51.8 53.1 50.4 48.0 37.7

e/μ + jets 41.6 42.0 39.7 37.6 29.4

In principle, the acceptance for the inclusive measurement and and the differential
bins are expected to be similar. However, it can be seen that the acceptance for the
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6.9. Optimisation of differential binning

inclusive measurement is smaller. The reason to this originates from the gap between
generation level and reconstruction level cuts, 10 GeV and 15 GeV respectively, for the
photon pT . There is no such a gap for the differential bins.

6.9 Optimisation of differential binning

A significant differential cross-section measurement requires a rigorous binning of the phys-
ical observable, as a function of which the cross-section measurement will be performed.
If the measurement does not suffer from lack of data statistics, finer binning is advanta-
geous for new possible observation. However larger number of bins causes more migration
between the bins. As a consequence, if the data to be analysed is not rich in terms of
statistics, then the analyser should optimise the binning considering the statistics of each
bin and the migration between the bins.

For the optimisation of the bins, the resolution of the photon pT and η are studied.
The difference between the pT or η of the generated and the reconstructed photon in the
event can be interpreted as resolution and obviously the smaller the difference the better
the resolution. The migration between the bins becomes smaller with the smaller resolution
and correspondingly the binning could also go finer as long as the statistics of the bins
allows. The resolution for the photon pT and η are checked in the signal region. On top of
the signal selection a truth matching is performed between the generated and reconstructed
photon by requiring a maximum distance limit of ΔR < 0.1. The pt and η resolutions
as a function of generated photon pT and η for both channels are shown in figure 6.1.
The resolution is observed to be better in the low pT region than in the high pT region,
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Figure 6.1.: Resolutions of photon pT and η for the electron (left column) and muon (right
column) channels in the signal region.

while the η resolution is relatively better in the forward regions of the detector than in the
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central region. Considering the resolutions of the physical observables, different binning
combinations are studied. The statistics seem to have the most homogeneous distributions
with pT binning of {15,25), {25,40), {40,60), {60,100), {100,300} GeV and η binning of
{0.0,0.25) {0.25,0.55), {0.55,0.90), {0.90,1.37} {1.52,2.37}. For these bins, the expected
number of events are calculated by normalising the MC prediction to the data luminosity.
The expected number of events are shown in two dimensional histograms in figure 6.2 as
a function of generated and reconstructed photon pT and η separately. Furthermore, to
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Figure 6.2.: Expected number of events for the differential photon pT and η bins for the
electron (left column) and muon (right column) channels in the signal region.

study the migration between bins, the statistical population of each bin is converted into
percentages with respect to the generated photon pT or η (y-axes). Figure 6.3 shows the
fraction of events in percentages. This justifies the chosen method of bin-by-bin unfolding
for the calculation of the differential cross-section. It can be seen that the population in
the diagonal elements for both photons observables pT and η in both channels are always
above 93% which is promising for a significant differential measurement.
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Figure 6.3.: Fraction of events in percentages for the differential photon pT and η bins
for the electron (left column) and muon (right column) channels in the signal
region.
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Chapter 7
Extraction of templates and estimation of

backgrounds

7.1 Prompt photon template

In the fit framework, signal-like photons are represented by a template determined from
tt̄γ Monte Carlo simulation, although the intention is to perform the measurement as
much independent of MC simulations as possible. However, it is not possible to determine
a statistically sufficient and highly pure sample of signal-like photons from tt̄γ or even
any other processes using data. A possible solution to make use of data for this purpose
would be to use Z → ee processes, as has been preferred in the previous measurements1.
Electrons and photons have a very similar signature in the EMCal and this feature can
be exploited. The obstacle with this solution, however, is the difference between the event
topologies of Z → ee and tt̄γ processes. The photons in the tt̄γ event topology are expected
to be less isolated due to the higher jet multiplicity and this would require a reweighing
which brings additional systematics along. As a result, in order to avoid all these, the
template for signal-like photons is determined using tt̄γ MC in the presented analysis.

For the determination of the template, the isolation distribution of photons from tt̄γ
MC is investigated. After selecting signal events by applying the nominal tt̄γ event selec-
tion, the reconstructed photon in each event is geometrically (i.e. ΔR distance) matched
to the truth photon. The aim of this truth matching is to select only prompt photons
in the event by excluding photons originating from QED showering. The preference of
the ΔR value, for this purpose is motivated by investigating the ΔR distribution between
the reconstructed and the truth photon coming from the matrix element. As can be seen
in figure 7.1, and as expected, in 95% of selected events, the ΔR distance between the
reconstructed and the truth photon is smaller than 0.1. Motivated by this, the ΔR value
of 0.1 is preferred to perform the truth matching.

Fig. 7.2 shows the isolation variable pcone20T of signal photons in the electron and
muon channels after the truth matching. The statistical uncertainty of the template is
rather small, as expected, due to the large statistics of the signal MC. The statistical
uncertainties are shown in table 7.1 both for fiducial region and for each differential pT
and η bin. The large uncertainties in the last two bins have very rudimentary effect on
the cross-section measurement since they are low populated for signal events.

1Another reason to prefer using Z → ee processes was the limited statistics of tt̄γ MC simulation at the
time.
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Table 7.1.: Statistical uncertainty of the prompt photon template in the electron and muon
channels for the fiducial measurement and pT and η differential measurements.

pisoT Bin (GeV) 0 ≤ pisoT < 1 1 ≤ pisoT < 3 3 ≤ pisoT < 5 5 ≤ pisoT < 10 10 ≤ pisoT

e + jets (%)

fiducial 0.4 1.0 2.8 4.5 6.9
15 ≤ pT < 25 GeV 0.8 1.9 5.7 10.1 23.7
25 ≤ pT < 40 GeV 0.9 2.0 5.5 9.2 14.6
40 ≤ pT < 60 GeV 1.1 2.4 6.4 10.3 13.8
60 ≤ pT < 100 GeV 1.3 2.6 6.7 9.5 13.6
100 ≤ pT < 300 GeV 1.3 3.1 8.4 12.5 15.7

0 ≤ |η| < 0.25 1.0 2.3 6.4 9.6 16.2
0.25 ≤ |η| < 0.55 1.0 2.1 5.9 9.3 14.0
0.55 ≤ |η| < 0.90 1.0 2.2 6.1 9.3 14.9
0.90 ≤ |η| < 1.37 1.0 2.2 6.1 10.5 14.2
1.37 ≤ |η| < 2.37 1.0 2.7 7.6 13.0 18.8

μ + jets (%)

fiducial 0.4 0.8 2.2 3.7 5.2
15 ≤ pT < 25 GeV 0.6 1.5 4.4 8.1 14.3
25 ≤ pT < 40 GeV 0.7 1.6 4.1 7.3 11.8
40 ≤ pT < 60 GeV 0.9 1.9 5.1 8.1 10.1
60 ≤ pT < 100 GeV 1.0 2.2 5.6 8.2 10.7
100 ≤ pT < 300 GeV 1.1 2.5 6.9 10.0 12.3

0 ≤ |η| < 0.25 0.9 1.9 4.9 8.4 11.7
0.25 ≤ |η| < 0.55 0.8 1.7 4.5 7.5 10.6
0.55 ≤ |η| < 0.90 0.8 1.8 4.6 7.9 10.1
0.90 ≤ |η| < 1.37 0.8 1.8 5.0 7.8 11.5
1.37 ≤ |η| < 2.37 0.8 2.1 6.4 9.9 16.0
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7.2 Template for photons faked by hadrons

The template for photons faked by hadrons, from here on referred to as hadronic-fake
template, represents the background events in which a hadron is misidentified as a photon
or where a hadron decays into multiple photons. These objects will be referred to as
hadronic-fakes and the background events with these misidentified objects as hadronic-fake
background. The hadronic-fake background consists mostly of tt̄ events with a photon from
the hadronisation process and not from the hard scattering. This background dominates
all other background contributions in the analysis.

The template is extracted from a control region selected from the JetTauEtmiss

stream in data. An optimised selection is applied in order to enrich the control region
with hadronic-fakes.

7.2.1 Control region definition

At the ATLAS experiment, photons are identified according to the shower-shape variables
(Fside, ws3 , ΔE, Eratio) which hold information from the strip (first) layer of the ECAL.
The shower shape variables are the essential component of the tight photon identification.
Therefore, a control region to be enriched with hadronic-fakes can be selected by loosening
the cuts on the shower shape variables. The control region is selected by applying the
following cuts:

• Existence of a good vertex in the event.

• At least one photon that fails at least one of the shower shape cuts defined in the
tight photon identification.

• At least four jests in the event in order to have a similar event topology to the signal
event. (Figure 7.3 supports the choice on the number of jets.)

• Rejection of hadronic-fake candidates with a close by electron, i.e. ΔR(γhad−fake, e) <
0.1. This hadronic-fake control region must be free of backgrounds with photons
faked by electron since that background contribution is treated separately.

In order to take any kinematic dependence of the photon in the control region into account,
the track isolation distribution of the hadronic-fakes in the control region is plotted as a
function of pT and η intervals. These distributions are shown in figure 7.4. Obvious
pT and η dependences can be observed in these distributions. In the first distribution
where the pT dependence is checked, it can be observed that the isolation distributions
for pT intervals differ from each other. The higher the hadronic-fake pT is, the lower the
isolation. This is accountable since a hadronic-fake with a high transverse momentum is
expected to be radiated collinear to the jet in which the hadronic-fake is produced. Being
radiated collinear to a jet means being surrounded by jet activities which, in turn, means
less isolation. The case is different for η intervals. The isolation distributions for η are, so
to speak, clustered in two regions, below η = 1.81 and beyond η = 1.81, where the former
region is less and the latter is more isolated. The η dependence, unlike the pT dependence,
has a hardware related explanation. It is to observe these hadronic-fakes in high η regions
are more isolated which means that the jet activity surrounding that hadronic-fakes in this
region is lower. This can be explained by the fact that the track reconstruction efficiency
at ATLAS is η dependent. As can be seen in figure 7.5, the track reconstruction efficiency
is under 80% for the region |η| > 1.80. In order to take these dependences into account,

70



7.2. Template for photons faked by hadrons

 [GeV]cone20

T
Hadronic-fake p

0 2 4 6 8 10 12 14 16 18 20

A
rb

itr
ar

y 
un

it

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 = 1jetsN

 = 2jetsN

 = 3jetsN

 4≥ jetsN

=8TeV,s
-1

L dt = 20.2 fb∫
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Figure 7.5.: Track reconstruction efficiency as a function of η obtained using the GEO-20
detector model, for tracks with pT >500 MeV. The systematic uncertainties
were determined by comparison to a model with +10% additional material in
the whole ID [88].

the inclusive hadronic-fake template has to be weighted using the pT and η distributions of
the hadronic-fakes in the signal event topology. For extracting these pT and η distributions
in the signal event topology, another control region (tt̄γh−fake CR) is selected from data.
The selection of the tt̄γh−fake CR is performed by modifying the nominal signal selection
by replacing the tight photon requirement with the requirement of hadronic-fake. All other
cuts in the selection remain the same. The pT and η distributions of the hadronic-fakes
from the control region tt̄γh−fake are shown figure 7.6. Although this modified control
region seems to be a convenient option to extract the template directly, it cannot be used
because of the very limited statistics after the selection of this CR. Before performing
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Figure 7.6.: pT (left) and η (right) distributions of the hadronic-fakes from the tt̄γh−fake
CR defined by modifying the signal selection.

the weighting, any possible correlation between kinematics of the hadronic-fakes in the
tt̄γhadfake CR should be checked. This correlation check is shown in figure 7.7 where pT

72



7.2. Template for photons faked by hadrons

and η variables of the hadronic fakes are shown in a two dimensional scatter plot. No
correlation between the pT and η is observed. Since there is no correlation observed,
the pT and η dependences can be weighted separately. The weighting of the hadron-fake
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Figure 7.7.: Scatter plot for transverse momentum and pseudo-rapidity of hadronic-fake
objects in the tt̄γh−fake control region. No correlation is observed. The weight-
ing of the hadronic fakes template can be performed separately.

template can be formulated as follows:

T h-fake
weighted =

1

2

⎛
⎝ 5∑

i=1

wpT ,i T h-fake
i (pT ) +

2∑
j=1

wη,j T h-fake
j (η)

⎞
⎠ (7.1)

where T hadfake
i (pT ) is the hadronic-fake template of the pT bin i and wpT ,i is its corre-

sponding weight. Similarly, T hadfake
j (η) is the hadronic-fake template of the η bin j with

its associated weight wη,j .
Because of the reasons discussed earlier in this section, the pT weighting of the

template is performed for all pT intervals, i.e. 15 ≤ pT < 25, 25 ≤ pT < 40, 40 ≤ pT < 60,
60 ≤ pT < 100 and pT ≥ 100 GeV, whereas the η weighting is performed for only two
intervals, i.e. |η| ≤ 1.81 and 1.81 < |η| ≤ 2.37. The hadronic-fake template of pT (η) bin
i(j) is weighted by the fraction of the tt̄γhadron−fake data events in the bin i(j):

wpT ,i =
Ni∑
i
Ni

and wη,j =
Nj∑
j
Nj

. (7.2)

The wpT ,i and wη,j are summarised in table 7.2 and table 7.3, and the final weighted
hadron-fake template is shown in figure 7.8. The uncertainty of the weighted template
comes from the uncertainties of the weights, which are due to the statistical fluctuation of
tt̄γhadron−fake CR.

Table 7.2.: pTweights used for the reweighing of the hadron-fake template of the fiducial
measurement.

pT bins [GeV] 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 pT ≥ 100

wpT 0.42± 0.01 0.28± 0.01 0.14± 0.01 0.10 ± 0.01 0.06± 0.01
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7. Extraction of templates and estimation of backgrounds

Table 7.3.: η weights used for the reweighing of the hadron-fake template of the fiducial
measurement.

η bins |η| ≤ 1.80 1.80 < |η| ≤ 2.37

wη 0.88 ± 0.01 0.12 ± 0.01
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cording to pT and η. The distributions are normalised to unity and the last
bin contains the overflow. The uncertainty of the weighted template is due to
the wpT ,i and wη,j uncertainties.
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7.2. Template for photons faked by hadrons

7.2.1.1 Prompt photon contamination in the hadron-fake template

Although the selection based on failing of one of the tight photon ID requirements on the
shower shape variables enriches the hadronic photon fake control region, prompt photons
can still leak into this control region and bias the measurement. This section presents the
investigation and treatment of this contamination.

One option to treat this contamination is to correct the template extracted from
data using MC. However this option is ruled out since MC simulations, which are pro-
duced and conventionally used by ATLAS analyses, do not present a good description of
data in terms of jet kinematics. In figure 7.9, the multiplicity and kinematics of the jets
in the hadronic fake control region are presented for data and di-jet MC sample produced
centrally for ATLAS analyses. It can be seen that the jet multiplicity and transverse
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Figure 7.9.: Comparison of data and JF17 di-jet MC sample in terms of jet kinematics.
It can be seen that the MC does not describe the data well. The sample is
therefore not suitable to be used for evaluating the systematic uncertainty for
prompt photon contamination.

momentum distributions differ dramatically between the MC and data. Another option is
to assign a systematic uncertainty dedicated to this contamination. In order to determine
this systematic uncertainty, the effect of failing multiple requirements of the shower shape
variables is studied. As it can be recalled, the nominal hadronic fake sample was extracted
by selecting hadronic fake candidates which fails at least one of the shower shape require-
ments in the tight photon ID. The nominal sample could be extracted by selecting hadronic
fakes that fail all four shower shape requirements since it is expected that the more the
shower shape requirements fail, the smaller the probability that the selected hadronic fake
candidate to be a prompt photon. But this reduces the statistics dramatically which be-
comes an obstacle especially in the differential measurement. This expectation is checked
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7. Extraction of templates and estimation of backgrounds

by using data. Figure 7.10 presents four different isolation distributions. The distributions
are extracted by requiring exactly one, two, three and four shower shape requirements to
fail. It can be seen that with the increasing number of failing requirements the distri-
butions become less and less isolated which satisfies the expectation. This expectation
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Figure 7.10.: Hadronic fake isolation distributions extracted from MC for four cases where
exactly one, two, three and four shower shape variables are required to fail.
It can be seen that higher the number of failed cuts, the less isolated the
hadronic photon fakes are.

is also cross checked with a MC study. In figure 7.11, isolation distributions extracted
from MC are presented again for four cases where exactly one, two, three and four shower
shape variables are required to fail. The advantage of the MC simulation is the event
record information. By exploiting this information, isolation distributions of hadronic
fake candidates are extracted where the candidate itself or its mother particle is a true
hadronic particle. The comparison of these truth matched and not matched distributions
can be seen in the same figure. The result clearly shows that the more the failing cuts,
the higher the probability of being a true hadronic fake. Motivated by this fact, the shape
difference between the nominal template and the template extracted by selecting hadronic
fakes failing all four shower shape cuts of the tight photon ID is assigned as a systematic
uncertainty for the prompt photon contamination. The shape difference for the inclusive
template is presented in figure 7.12. The systematic uncertainty is determined before the
pT and η weighting of the template due to the statistical issue in the tt̄γhadron−fake control
region.

7.2.1.2 Templates for the differential measurements

The templates for the differential pT and η bins are extracted with the same procedure
that is used in the inclusive measurement case. Furthermore, weightings of the differen-
tial templates also follow the same procedure used for the inclusive template. For the
differential measures, the templates themselves do not suffer from statistics however, the
control region used for weighting has low statistics in the differential bins which effects
the weighting uncertainties. The effect of the low statistics on the weighting uncertainty
can be especially seen in the large pT and forward η regions. The templates are presented
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Figure 7.11.: Hadronic fake isolation distributions extracted from MC for four cases where
exactly one, two, three and four shower shape variables are required to fail.
Distributions are presented where the hadronic photon fakes are matched to
a hadronic origin and where no matching is performed. It can be seen that
higher the number of failed cuts, the more likely the hadronic photon fakes
have a hadronic origin.

 [GeV]cone20

T
Hadronic fake p

0 2 4 6 8 10 12 14 16 18 20

A
rb

itr
ar

y 
un

it

0

0.1

0.2

0.3

0.4

0.5

0.6

Nominal

4 cuts fail

=8TeV,s -1
L dt = 20.2 fb∫

Hadronic fake enriched CR

Figure 7.12.: Comparison of the nominal template and the template with all shower shape
variables are required to failed. The difference is assigned as a systematic
error.

77



7. Extraction of templates and estimation of backgrounds

in figure 7.13 and figure 7.14.
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Figure 7.13.: Templates for photons faked by hadrons for the differential measurement in
pT bins: 15 ≤ pT < 25 GeV, (b) 25 ≤ pT < 40 GeV, (c) 40 ≤ pT < 60
GeV, (d) 60 ≤ pT < 100 GeV and (e) 100 ≤ pT < 300 GeV. Templates
are presented before and after being weighted using two η bins: |η|¡1.81
and |η| ≥1.81. The distributions are normalised to unity and the last bins
contains the overflows. The uncertainties of the weighted templates are due
to the weighting uncertainties.
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Figure 7.14.: Templates for photons faked by hadrons for the differential measurement in
η bins: (a) |η| ≤ 0.25, (b) 0.25 < |η| ≤ 0.55, (c) 0.55 < |η| ≤ 0.90, (d) 0.90 <
|η| ≤ 1.37 and (e) 1.37 < |η| ≤ 2.37. Templates are presented before and
after being weighted using five pT bins: 15 ≤ pT < 25, 25 ≤ pT < 40, 40 ≤
pT < 60, 60 ≤ pT < 100 and pT ≥ 100. The distributions are normalised
to unity and the last bins contains the overflows. The uncertainties of the
weighted templates are due to the weighting uncertainties.
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cross-section The resemblance between electrons and photons compels the recon-
struction of these objects to share the same algorithm to a good deal of extent, as dis-
cussed in chapter 4. This leads to misidentification of electrons as photons. In certain
final states, such as dileptonic tt̄ decays (ee and eμ channels only) and Z+jets events
where the Z-boson decays into an e+e− pair, the misidentification of electrons leads to a
background process to the signal of the presented analysis. In addition, physical processes
such as bremsstrahlung and photon conversion are also obstacles to differentiation between
electrons and photons. Events with electrons misidentified as photons is the largest back-
ground contribution coming after hadron-fake background (cf. section 7.2). An electron
can easily be misidentified as a photon under the following conditions:

• Despite electrons differ from photons by their associated tracks, an electron with a
poorly reconstructed track can be misidentified as an unconverted photon.

• Moreover, an electron with any close by jet activity, which can be reconstructed as
tracks pointing to the EMC clusters of electrons, can be misidentified as a converted
photon.

7.2.2 Estimate of the number events with e → γ fakes

The contribution of this background is estimated by investigating Z → e+e− decays in
data. These events with e+e− pairs having an invariant mass around the Z-boson mass
window are overwhelmingly dominated by true electrons. However, electrons can radiate
high-ET photons. Since these high-ET photons are radiated collinear with respect to
their mother electrons, the detector might detect only the high-ET photons and in turn
misidentify these electrons as photons. These events are referred to as Z → eγ events.
This misidentification can be exploited to estimate the fraction of electrons faking photons
(e → γ fake rate, or fre→γ) and ultimately the contribution of background events with
electrons misidentified as photons. The fake rate is estimated using Z → ee and Z → eγ
events and in a second step, this fake rate is applied onto a modified signal region, denoted
as (SR′), to estimate the final contribution. The signal region is modified by replacing
the requirement of a photon with an electron which is required to fulfil the kinematic
requirements of the signal photon. This electron is referred to as photon-like electron in
the following.

In order to estimate the fre→γ, two distinct event selections are applied to select
Z → ee and Z → eγ control regions. The event selections and object definitions used in
these selections are described in section 7.2.3. In both selections, the leading electron in
the event, the tag electron, is used for the single lepton trigger matching while the sub-
leading e/γ object, the probe object, is used to calculate the invariant mass together with
the tag electron.

The calculation of the fre→γ is performed in 5×5 ET × η bins and formulated as
follows: If the total number of true dielectron Z → ee events is NCR

eiej with one electron
being in (pT , η) bin i where the other in bin j, the number of events in the Z → ee and
Z → eγ control regions, NCR

eTi eLj
and NCR

eTi γL
j

respectively, can be factorised as:

NCR
eTi eLj

= NCR
eiej · εrecoi · εidi · εisoi · εrecoj · εidj (7.3)

NCR
eTi γL

j

= NCR
eiej · εrecoi · εidi · εisoi · P(e → γ)j · ε(γ)idj . (7.4)

Here, different efficiencies are denoted by ε(reconstruction, identification, isolation) for
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electrons and photons which are provided by centrally by ATLAS. P(e → γ) denotes the
probability of an electron being reconstructed as a photon. The electron super indices, T
and L, indicate tight and loose, respectively. The tight electron is the standard electron
from the tt̄γ signal region, where the loose electron is an electron without isolation. In
order to avoid any bias, no isolation criterion is required for the probe objects. The fake
rate then can be expressed as follows by dividing the two formulae above:

fre→γ,j =
NCR

eT γL
j

NCR
eT eLj

=
P(e → γ)j · ε(γ)idj

εrecoj · εidj
(7.5)

after summing up over the bin i.
The number of events with e → γ fakes in the signal region can be described

exploiting the same interpretation as follows:

NSR′

eTi eLj
= NSR′

eiej · εrecoi · εidi · εisoi · εrecoj · εidj (7.6)

NSR′

eTi γL
j

= NSR′

eiej · εrecoi · εidi · εisoi · P(e → γ)j · εγ,idj (7.7)

where NSR′

eiej is the total number of dilepton events, NSR′

eTi eLj
is the observed number of

dilepton events and NSR′

eTi γL
j

is the observed number of the events with e → γ fakes. Dividing

equation 7.7 by equation 7.6 and summing up over the index i yields:

NSR′

eTi γL
j
= NSR′

eTi eLj
· fre→γ,j. (7.8)

The photon can be faked not only by the photon-like electron but by any of the two
electrons in the modified signal region. Similarly to equation 7.7, the fake rate considering
the other electron faking photon can be described as follows:

NSR′

γL
i eTj

= NSR′

eiej · P(e → γ)i · εγ,idi · εidj · εrecoj · εisoj . (7.9)

By dividing equation 7.9 by equation 7.6, one calculates the number of background events
with an isolated electron misidentified as a photon:

NSR′

γL
i eTj

= NSR′

eTi eLj
· fre→γ,i ·

εisoj

εisoi

. (7.10)

The final contribution is then the sum of two cases; NSR′

γL
i eTj

and NSR′

eTi γL
j

. The last

term in equation 7.10 is estimated by performing a fit as for the estimation of the fake
rate (fre→γ). For this, the ratio of NCR

eTi eTj
to NCR

eTi eLj
events are calculated by fitting the

Z-boson masses.

7.2.3 Object definition and event selection for the data driven fake
rate estimation

Electron candidates satisfying the Tight++ criteria, including the conversion veto isEM bit,
are used. They are required to have a pT > 15 GeV and |ηcl| < 2.47, excluding the crack-
region 1.37 < |ηcl| < 1.52. Electron candidates are to fulfil the egamma OQ quality flags.
The electron pT cut is motivated by the pT threshold of the nominal signal photons. Photon
candidates (for the Z → eγ CR) are selected using the same definition as in section 4.4.
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As usual, objects that overlap are removed. In the Z → ee and Z → eγ control regions,
muon candidates within ΔR= 0.4 with respect to calibrated jets (LCW+JES) are rejected.
In addition, the closest jet to a good electron candidate is rejected if ΔR(e, j) < 0.2.
Finally, any jet within a cone ΔR = 0.1 with respect to the reconstructed photon is also
discarded.

The tag electron in the event is required to be identified as tight++ with a pT > 25 GeV
and to pass the single electron trigger. Calorimetric (Etcone20@90) and track (ptcone30@90)
isolation cuts are applied (same case as for the definition of the signal electron in the tt̄γ
selection). For the Z → ee sample, exactly two back-to-back (Δϕe+e− > 150◦) electrons
with opposite charge are required in the event. To avoid trigger bias and for consistency
with how the Z → ee sample is treated (cf. section 7.2.2), for the Z → eγ sample the tag
electron pT is required to be larger than that of the leading photon (this requirement is
omitted for one of the cross checks and the results are found to be in good agreement.).
The electron and the photon are also required to be back-to-back (Δϕ�γ > 150◦). In both
cases, a muon veto is applied. The invariant mass corresponding to each selection (m(ee)
for Z → ee and m(eγ) for Z → eγ) is required to be in a window of ±50 GeV around
the Z-boson mass. Invariant Z-mass distributions of the selected data events are shown
in figure 7.15. Figure 7.16 shows the pT distributions for the tag and the probe objects for
the Z → ee (Z → eγ) selection performed on the full 2012 dataset.
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Figure 7.15.: Invariant mass distributions of the selected Z → ee and Z → eγ data
events.

7.2.3.1 Calculation of the fake rates

The fake rates are calculated by fitting the ee and eγ invariant mass distributions. The fit
is performed in the different bins of photon pT and η and is repeated in three invariant mass
windows of [60-120] GeV, [70-110] GeV and [80-100] GeV using a crystal ball function to
describe the signal and a Gaussian function for background. Figure 7.17 shows an example
of a fit performed for the photon ET [25-35] GeV bin within a mass window of [70-110]
GeV. Figure 7.18 shows fre→γ distributions for all (both converted and unconverted)
photons in data. The dependence of the fake rate from ET , η, pile-up(μ) and number of
primary vertices distributions are shown.
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Figure 7.16.: pT distributions of the tag and probe electron (a), and photon (c). Probe
versus tag pT for Z → ee (b), Z → eγ (d) event selection. The vertical
(horizontal) line in the correlation plots indicates the minimum pT -cut for
the tag (probe) object. For the Z → eγ selection, the electron was required
to have a pT larger than that of the photon.

ZM

70 75 80 85 90 95 100 105 110

E
ve

nt
s 

/ (
 2

 )

0

2000

4000

6000

8000

10000

12000

=8TeVs

-1
L dt = 20.2 fb∫
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Figure 7.18.: Distributions of electron faking photon rate versus (a) photon ET , (b) photon
η, (c) μ and (d) NPV, shown for all (converted and unconverted) photons in
data. Results are shown for CB+Gauss and CB + p1 (first order polynomial)
fits performed in different mass windows. [60-120] GeV, [70-110] GeV and
[80-100] GeV.
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7.2. Template for photons faked by hadrons

The resulting fake rates are shown in figure 7.19 in different ET and η bins. In
order to estimate the final background contribution of the events with an electron faking a
photon in the signal region, the calculated fake rates are applied to a control region selected
in data. The control region is defined by the nominal signal selection with an electron
instead of a photon, where the electron is required to fulfil the photon requirements. Noting
that in the electron channel we will end up with two selected electrons, both of them will
contribute to the final background estimate. The ET ×η matrix of the photon-like electron
in the control region described above is reweighted according to the fake rates shown in
figure 7.19. The resulting background contributions of e → γ fake estimated in this way
are 317 ± 7 ± 41 and 385 ± 6 ± 42 events in the electron and muon channels respectively,
with the first error being statistical and second being the quadratic sum of the variations
of fit function and fit ranges. Similarly, the e → γ fake backgrounds in each photon pT
and η bins are studied and the results are summarised in table 7.4 and 7.5.

0.131 0.084 0.065 0.052 0.039

0.136 0.095 0.07 0.063 0.065

0.207 0.188 0.151 0.136 0.087

0.191 0.165 0.145 0.131 0.103
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Figure 7.19.: The resulting fake rates are represented in different ET and η bins.

Table 7.4.: The estimated e → γ fake background events in each photon pT bins with their
statistical (first) and systematic (second) uncertainties

pT bin [GeV] 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 100 ≤ pT < 300

e + jets 92.1 ± 3.6 ± 15.6 79.0 ± 3.5 ± 3.1 60.8 ± 3.0 ± 16.8 55.4 ± 2.7 ± 22.3 29.5 ± 1.8 ± 11.2
μ + jets 136.4 ± 4.4 ± 23.0 91.4 ± 2.9 ± 4.1 65.8 ± 2.2 ± 17.8 62.0 ± 2.0 ± 24.9 29.2 ± 1.4 ± 11.3

Table 7.5.: The estimated e → γ fake background events in each photon η bins. The first
uncertainty is of statistics and the second is of systematics.

η bin 0 ≤ |η| < 0.25 0.25 ≤ |η| < 0.55 0.55 ≤ |η| < 0.90 0.90 ≤ |η| < 1.37 1.37 ≤ |η| < 2.37

e + jets 39.0 ± 2.2 ± 9.2 50.4 ± 2.5 ± 11.9 63.4 ± 3.2 ± 18.4 71.8 ± 3.4 ± 21.0 92.6 ± 4.9 ± 6.8
μ + jets 50.2 ± 1.9 ± 12.8 61.3 ± 2.1 ± 15.2 81.9 ± 2.7 ± 19.8 85.8 ± 2.7 ± 22.9 105.8 ± 3.9 ± 6.3

7.2.4 Extraction of the template

Due to the reasons mentioned in section 6.2, the isolation of e → γ fake candidates is
expected to be different from the isolation of prompt photons. This fact is presented
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7. Extraction of templates and estimation of backgrounds

graphically in figure 7.20 where the isolation of e → γ is compared to the isolation of
prompt photons in the signal region, which is in fact the nominal signal template to be
used in the maximum likelihood fit. The isolation of e → γ fakes is extracted from Z → ee
MC simulation by applying the Z → eγ selection described previously in section 7.2.3.
Then, the isolation of of photons in the so-called Z → eγ decays is compared to the signal
template. It can be clearly observed that the e → γ fakes are remarkably less isolated
than prompt photons. For this reason, a separate template dedicated to e → γ fakes has
to be considered in the maximum likelihood fit.

 [GeV]cone20
T

p
0 2 4 6 8 10 12 14 16 18 20

A
rb

itr
ar

y 
un

it

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Prompt photon template (#e channel)

 (photon isolation)γZ->e

 MCtt

 MCγZ->e

Figure 7.20.: Comparison of photon isolation distributions for prompt photons and pho-
tons faked by electrons. The distribution of prompt photons is extracted
from tt̄ MC by applying nominal signal event selection, since the dileptonic
tt̄ events are the dominating source of this background. The distribution
of photons faked by electrons is extracted from Z → ee MC by applying
Z → eγ selection.

Therefore, a template can be built from isolation of photons from the Z → eγ decays
selected using data. However, the isolation distribution of photons from the Z → eγ decays
cannot be directly employed in the fit because of the possible biases due to different event
topologies between the tt̄γ signal region and the Z → eγ control region. Existence of any
possible bias can be found out by investigating the effects of different cuts applied in the
signal and the control region. This investigation is performed by following an add-and-
remove-cuts method using MC simulations, where the cuts object to the signal and the
control region, which are listed in table 7.6, are applied one by one and their effects are
investigated. The investigation is performed by using Z → ee MC simulation produced

Table 7.6.: The list of cuts applied to investigate their effects on the template for photons
faked by electrons.

Signal region Control region

Overlap removals (γ,e/j) pT ordering (e/γ)
EMiss

T Δφ (ee or eγ)
mT

W + jets mZ window
Jet multiplicity -

b-tagging -
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7.2. Template for photons faked by hadrons

centrally by ATLAS. The effects of all cuts individually and with some combinations are
presented in figure 7.21. Most of the cuts, such as jet multiplicity, b-tagging, overlap
removal cuts and most of the control region cuts do not show any strong effect on the
isolation behaviour. Nevertheless, one control region cut, pT ordering, and two signal
region cuts, EMiss

T and mT
W , seem to have remarkable effects.

The pT ordering cut requires the leading photon to have smaller transverse momen-
tum than the leading electron in the Z → ee decay events. This cut has a relatively limited
effect in comparison to EMiss

T and mT
W cuts. The effect of this cut is therefore decided to

be assigned as a systematic uncertainty which is evaluated by using Z → ee MC where
the shape difference between the isolation distributions with and without application of
this cut is evaluated.

ThemT
W cut has an obvious effect on the isolation behaviour. The isolation becomes

less and less isolated with the increasing mT
W cut value. In order to judge this effect

correctly, a reference isolation distribution is needed. This reference is extracted from tt̄
MC by applying he nominal signal event selection since it is known that the dileptonic
tt̄ events(ee or eμ channel), in which one of the electrons is misidentified as a photon,
is major source of this background contribution. In the distribution, it can be seen that
as the mT

W cut value gets closer to the nominal value applied in the signal selection, the
distribution get more deflected from the tt̄ distribution. For this reason, it is decided to
not apply any mT

W cut when extracting the template for e → γ fakes.
The case is different for the EMiss

T cut. As the EMiss
T cut value increases and gets

closer to the value applied in the nominal signal selection, the distribution gets also closer
to the reference distribution. It can be seen that the distributions with the EMiss

T cuts
of 30 GeV and 35 GeV are the two most reference like distributions. As a result, it
would be the normal decision to apply the EMiss

T cut of 30 GeV, which is the value of
the nominal signal selection in the electron channel, as the nominal cut, and to assign
the shape difference between the distributions with 30 GeV and 35 GeV EMiss

T cuts as a
systematic uncertainty.

In addition to these two systematic uncertainties, due to pT ordering and EMiss
T , any

possible background contamination in the template is checked by varying the size of the
Z-boson mass window cut applied like it is performed for the assignment of the systematic
uncertainty on the fre→γ estimation (cf. section 7.2.2). The Z-boson mass window is
varied to be 20 GeV narrower, i.e. 80-100 GeV, or broader, i.e. 60-120 GeV, than the
nominal window size applied, i.e. 70-110 GeV. Both distributions seem to be almost
identical to the nominal distribution. The shape difference between the distributions
is assigned as a systematic uncertainty. The nominal template to be used in the fit
and the variation templates used for the evaluation of the systematics are presented in
figure 7.22.

The templates for the differential measurements are extracted by following the same
procedure. In figure 7.16c, it can be seen that transverse momentum distribution of
photons from the Z → eγ control region does not extend beyond 60 GeV. For this reason,
differential template for the last two pT bins, i.e. [60,100] GeV and [100,300] GeV, cannot
be extracted. Therefore, for these two bins, the template for the bin of [40-60] GeV is
used. However, this bypass sort of solution should be assigned with an uncertainty and
this extrapolation uncertainty is calculated as the difference between the template from
the template from the bin of [40,60] GeV and the average template of the all three bins.
The templates for the differential η bins are extracted as usual. The differential templates
for pT and η bins are presented in figure7.23.
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Figure 7.21.: Photon isolation distributions where the effects of several SR and CR cuts
are investigated: (a) is the check for jet multiplicity, (b) for b-tagging, (c) for
Emiss

T , (d) for MT
W , (e) for control region cuts and (f) for the overlap removal

between the photon and other objects.
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Figure 7.22.: The final template for photons faked by misidentified electrons together with
the distributions to calculate the systematics for the template.
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Figure 7.23.: Templates for photons faked by misidentified electrons in differential pT and
η bins.
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7. Extraction of templates and estimation of backgrounds

7.3 Estimation of backgrounds with prompt photons

These backgrounds are the processes that are associated with a prompt photon in the final
state such as W + jets, multi-jet, Z + jets, single top-quark and diboson productions.
An example Feynman diagram for each production process is shown in figure 7.24. The
contributions of W + jets and multi-jet production are estimated by use of data driven
methods while the contributions of the other processes are estimated by use of MC samples.
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Figure 7.24.: Example representative Feynman diagrams for the background processes
with a prompt photon.

7.3.1 W+jets events with a prompt photon

The largest contribution between backgrounds with a prompt photon comes from W +
jets + γ events. This contribution is estimated by following the same method that is
followed to estimate the number of signal events in the main maximum likelihood fit. In
order to this, a control region is selected from data. The selection of the control region is
optimised to select events dominated by W + jets+ γ events. The number of W + jets+ γ
events is the estimated by performing a maximum likelihood template fit where the number
of the W +jets+γ events and the number backgrounds in this control region is estimated.
As in the main fit, the number of signal, which is W +jets+ γ events in this case, and the
number of hadronic fakes are free parameters in the fit where the other backgrounds are
constant.

7.3.1.1 W + jets + γ control region

The selection of the control region is performed by applying the following requirements:

1. Requirement of at least one and at most three jets in the event.

2. Requirement of exactly one b-tagged jet.

3. Requirement of an invariant mass from lepton+photon system in the event being
smaller then 40 GeV.
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7.3. Estimation of backgrounds with prompt photons

The selection ensures the suppression of tt̄γ events along with the domination of W +
jets + γ events since the tt̄γ event topology requires at least four jets and at least one b-
tagged jet. However, other background processes such as hadronic fakes, e → γ fakes and
Z+jets+γ also contribute to the control region. Furthermore, minor contributions from
single top-quark+γ, diboson+γ and multi-jet+γ are also expected in the control regions.
The estimations of contributions from all non-W+jets+γ processes are performed the
same manner as for the signal region. As mentioned in the introduction of this section,
the hadronic fakes is a free parameter in the fit and therefore the final contribution of
this process is extracted from the fit to the control region. Contributions of all other
background processes are estimated from MC simulations.

The minor background contributions, Z+jets+γ, single top-quark+γ and diboson+γ
are assigned with a 50% modelling uncertainty. This choice is made in order to be consis-
tent with the choice made in the main fit to extract the cross section (cf. section 8.2.2).
No other uncertainty is assigned to these processes, since the dominating uncertainty for
these processes is expected to be the modelling uncertainty. The uncertainty on the con-
tribution from the background with e → γ fakes is evaluated by varying functions and
the range used for performing the fit to the mZ distributions of Z → ee and Z → eγ
control regions. The uncertainties on the template shapes of the hadronic fakes and e → γ
fakes are simply assigned with the same uncertainty values evaluated for the signal region
which are discussed in the previous sections, 7.2, and 7.2.1.2. A conservative value of
20% is considered for tt̄γ contamination in the control region, wile for the multi-jet+γ
background, only statistical uncertainty is considered.

Table 7.7 summarises the contributions of each background process and theW+jets+γ
events extracted by the fit. The post-fit distributions of the pcone20T 20 isolation of photons
are presented in figure7.25.

Table 7.7.: The observed number of W + jets + γ events and expected background con-
tributions in the W+jets+γ control region after the fit. The data - non-
W+jets+γ value is the calculated by the fit by subtracting all the non-
W+jets+γcontributions from the observed data. The errors include both sta-
tistical and systematic uncertainties.

Channel data - non-W+jets+γ Hadron Fake Zγ + Jets e → γ Fake tt̄γ Diboson + γ Single Top + γ QCD + γ data

e + jets 175.0 ± 39.1 95.0 ± 18.0 57.8 ± 23.4 124.6 ± 16.4 57.8 ± 11.1 0.5 ± 0.3 19.9 ± 8.7 16.3 ± 2.4 558.0 ± 23.6
μ + jets 278.2 ± 52.4 124.1 ± 21.7 90.8 ± 37.5 126.6 ± 17.6 82.0 ± 14.9 0.9 ± 0.4 8.0 ± 2.9 49.3 ± 4.8 774.0 ± 27.8

The data driven estimation of W + jets + γ contribution in the control region is
compared to two different MC simulations samples. The samples are Sherpa W + γ and
Alpgen W + γ samples. Details of the samples used are listed in table 7.8. The test of

Table 7.8.: The Wγ MC samples used to in the study.

MC Process

Sherpa W + γ with up to three jets

Alpgen W + γ with up to five jets

of the data driven estimation is performed by calculating a so-called scale factor for each
MC sample which is simply the ratio of the number of events estimated by data driven
method to the number of expected events using MC samples. The calculated scale factors
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Figure 7.25.: Post-fit distributions of the photon track isolation for the electron and muon
channels.

are listed in table 7.9. Since the scale factors are ratios of two independent values, the
uncertainty on them are simply the quadratic sum of the uncertainties of the data-driven
and MC-based estimations.

Table 7.9.: The Wγ scale factors calculated for the two sets of MC samples in the two
control regions. The uncertainties of the scale factors are the quadratic sum of
those of the data-driven estimated and MC predicted W+jets+γ event yields,
with the latter being of MC statistics.

Channel data - non-W+jets+γ Sherpa SF Alpgen SF

e + jets 174.6 ± 42.0 252.97 ± 10.84 0.69 ± 0.17 111.45 ± 4.10 1.58 ± 0.36
μ + jets 278.2 ± 58.0 365.66 ± 13.18 0.76 ± 0.15 149.46 ± 4.88 1.87 ± 0.36

The W+jets+γ contribution which is estimated in the control region defined above
should be extrapolated to the signal region. This is performed via an extrapolation factor
(EF) which is the ratio of the number estimated events in the signal region using MC
simulation to the number of estimated events in the control region using MC.

EF =
NSR

W+jets+γ,MC

NCR
W+jets+γ,MC

(7.11)

The EF is calculated for both MC samples given above and the results are listed in
table 7.10. Among these MC samples, the Sherpa sample is chosen to be the nominal
sample, since the Sherpa sample predicts more stable results than the Alpgen sample with
respect to the control region. The final estimate of the W + jets + γ contribution in
the signal region is given in table 7.11. The uncertainties are the quadratic sum of the
uncertainties of the data driven estimate and the extrapolation factor.

The contributions for the differential measurements are extrapolated from the inclu-
sive fiducial phase space to the differential pT and η bins using Sherpa MC. No systematic
uncertainty is assigned to this extrapolation, since predictions of photon kinematics(pT
and η) distributions by Sherpa and Alpgen MC samples are observed to be very similar.
The estimated contributions for the differential measurements are given in table 7.12.
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7.3. Estimation of backgrounds with prompt photons

Table 7.10.: The extrapolation factors for the two MC samples and their relative difference.
The errors are the statistical uncertainties.

Channel Control Region Signal Region Extrapolation Difference (%)

e + jets
Sherpa 252.97 ± 10.84 96.76 ± 6.79 0.38 ± 0.03 –
Alpgen 111.45 ± 4.10 30.80 ± 2.43 0.28 ± 0.02 27.74

μ + jets
Sherpa 365.66 ± 13.18 127.35 ± 8.01 0.35 ± 0.03 –
Alpgen 149.46 ± 4.88 58.35 ± 3.55 0.39 ± 0.03 12.09

Table 7.11.: The estimated W+jets+γ event yields in the signal region, extrapolated from
the control region, with the extrapolation factor being calculated from the two
MC samples. The errors are the quadratic sum of those for the data-driven
estimated W + jets + γ in the control region and the statistics uncertainties
of the corresponding extrapolation factors.

Channel Sherpa Alpgen

e + jets 67.1 ± 16.12 48.22 ± 11.51

μ + jets 96.7 ± 21.23 108.60 ± 21.59

Table 7.12.: The final estimated contributions W+jets+γ background in the signal region
for the differential pT and η bins. The first error is from the data-driven
estimation method, while the second is from the difference between Sherpa
and Alpgen generators.

Channel 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 100 ≤ pT < 300

e + jets 19.9 ± 4.7 ± 5.5 15.6 ± 3.7 ± 4.3 9.8 ± 2.3 ± 2.7 10.4 ± 2.4 ± 2.9 10.4 ± 2.5 ± 2.9
μ + jets 28.6 ± 5.7 ± 3.5 21.6 ± 4.3 ± 2.6 19.1 ± 3.8 ± 2.3 13.8 ± 2.7 ± 1.7 13.2 ± 2.6 ± 1.6

Channel 0 ≤ |η| < 0.25 0.25 ≤ |η| < 0.55 0.55 ≤ |η| < 0.90 0.90 ≤ |η| < 1.37 1.37 ≤ |η| < 2.37

e + jets 9.2 ± 2.2 ± 2.5 11.8 ± 2.8 ± 3.3 13.0 ± 3.1 ± 3.6 14.2 ± 3.3 ± 3.9 18.8 ± 4.4 ± 5.2
μ + jets 9.8 ± 2.0 ± 1.2 17.6 ± 3.5 ± 2.1 18.7 ± 3.7 ± 2.3 21.7 ± 4.3 ± 2.6 29.4 ± 5.8 ± 3.5
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7.3.2 Multi-jet (QCD) events with a prompt photon

The final state of tt̄γ signal in the single-lepton decay mode can be imitated by a final state
of multiple jets with an associated photon or a photon originating from jet fragmentation
and with one of the jets being misidentified as a tight lepton. An example for such a case
is illustrated with Feynman diagram in figure 7.24.

This background contribution is estimated with a data driven method. First, a
control sample enriched with tt̄ events with fake leptons is extracted using the well-known
and by ATLAS analyses widely used Matrix Method [89]. Based on the efficiency mea-
surement of leptons with loosened identification criteria, the matrix method is developed
to estimate backgrounds with non-prompt and fake leptons. Furthermore, photon related
cuts of the nominal signal selection is applied to the control sample. Finally, a tem-
plate fit is performed using the discriminating variable, pcone20T , where the prompt photon
and hadron-fake templates are fitted to the final control sample in order to estimate the
contribution of multi-jet events associated with a prompt photon.

Brief description of the matrix method

Since this background is characterized by the jets misidentified as leptons, the selection
of the control sample is nothing but the nominal signal selection with loosened lepton
definition. Explicitly, the control sample is extracted by using the nominal signal selection
where no isolation requirement for both electron and muon is applied and where the
rectangular cuts on the shower shapes of electrons are extended. In the following, this
selection is referred to as loose selection while the selection with nominal lepton criteria,
which is identical to the nominal signal selection, is referred to as tight selection. In terms
of leptons, the leptons that are faked by misidentified jets are referred to as fake leptons
while leptons selected by the nominal definition are referred to as real leptons.

The keystone of the matrix method that in a data sample selected by the tight, or
the loose, selection and containing only one lepton, the number of events is assumed to be
the linear sum of the events with the real and the fake leptons which are formulated as
follows:

N t = N t
r +Nf ,

N l = N l
r +N l

f .
(7.12)

The events selected by the tight selection can also be expressed as follows:

N t = frN
l
r + ffN

l
f , (7.13)

where fr and ff are the fractions of leptons, the reals and the fakes respectively, that pass
both the loose and the tight selections. With these fractions, which are measured using a
data control sample enriched with the real and the fake leptons[89], the number of tight
events with fake leptons can be formulated as follows:

Nf =
ff

fr − ff
(fr N l −N t). (7.14)

This number corresponds the number of tt̄ events with fake leptons that pass the tight
selection. Furthermore, the measured fractions, fr and ff , depend on lepton kinematics
and event characteristics, such as the number of jets or b-jets. In order for an accurate
calculation of the fractions, an event weight is taken into account which is a parametrisa-
tion of the fractions as a function of the various object kinematics. The parametrisation
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7.3. Estimation of backgrounds with prompt photons

is described in details elsewhere [89]. The event weight is formulated as follows:

wi =
ff

fr − ff
(fr − δi), (7.15)

where δi is equal to 1 if the loose lepton in the event i passes the tight selection as well
and 0 otherwise. The presented analysis uses the wi values that are centrally provided by
the ATLAS Top Working Group.

Estimation of the final contribution

Estimation of the multi-jet background contribution proceeds with the application of pho-
ton related cuts on the events selected using the loose selection. These events are then
weighed in accordance with equation 7.15. The procedure yields 12.7±3.9 and 24.6±5.5
events in the electron and muon channels, respectively. The data distributions in fig-
ure 7.26 represents the isolation of the photons in the selected events for both channels.
The final step of the estimation is the fitting of the prompt and the hadron-fake tem-
plates to the selected data events. The post-fit distributions for both channels are shown
in figure 7.26. The background contribution of multi-jet events with a prompt photon
is estimated to be 7.5 ± 3.6 and 8.3 ± 5.2 events in the electron and muon channels,
respectively, with the errors coming from the statistical fluctuation.

The fitting procedure is iterated for each photon pT and η bins for the differential
measurement. The results are summarized in table 7.13 and table 7.14 for the fiducial and
the differential measurements.
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Figure 7.26.: Distribution of ΔR between the reconstructed and the matrix element photon
after the nominal event selection.

Table 7.13.: The estimated QCD + γ background events in each photon pTbins. The
uncertainty is statistical only.

pT nin [GeV] 15≤ pT <25 25≤ pT <40 40≤ pT <60 60≤ pT <100 100≤ pT <300

e + jets 2.2 ± 1.7 1.9 ± 1.7 0.8 ± 1.4 1.7 ± 1.5 0.4 ± 0.7
μ + jets 5.2 ± 3.6 0.0 ± 2.1 3.0 ± 2.0 0.0 ± 1.1 0.0 ± 0.1
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Table 7.14.: The estimated QCD + γ background events in each photon η bins. The
uncertainty is statistical only.

η bin 0 ≤ |η| < 0.25 0.25 ≤ |η| < 0.55 0.55 ≤ |η| < 0.90 0.90 ≤ |η| < 1.37 1.37 ≤ |η| < 2.37

e + jets 2.6 ± 1.3 0.0 ± 0.3 2.0 ± 1.3 2.9 ± 1.5 2.7 ± 1.8
μ + jets 1.6 ± 1.8 2.1 ± 2.5 0.0 ± 0.8 0.5 ± 3.2 1.4 ± 2.5

7.3.3 Other backgrounds with a prompt photon

The contributions of the rest of the background processes with a prompt photon radiation,
which are Z +jets, single top-quark and diboson productions, are estimated by use of MC
samples. For each process, a dedicated MC simulation provided centrally by the ATLAS
collaboration is used. The nominal event selection is applied on the MC simulations to
estimate the background contributions to the signal. Background events with fake pho-
tons can contaminate these selected background events with prompt photons. Since fake
photon background contributions are estimated separately, this contamination should be
discarded. This is carried out by use of true information record in the MC simulations
by checking the origin and type of photons. The contributions from backgrounds with a
prompt photon radiation is summarised in table 7.15. The associated errors are the sta-
tistical uncertainties. The contributions for the differential measurement are summarised
in table 7.16 and table 7.17.

Table 7.15.: The expected yields of prompt photon background events from MC. The num-
bers are normalised to the total integrated luminosity of 20.2 fb−1 and statis-
tical uncertainties are given.

Process e + jets μ + jets

Zγ + jets 35.4 ± 2.3 37.5 ± 2.3

Single top + γ 13.3 ± 3.1 18.9 ± 3.7

Diboson + γ 2.2 ± 0.6 1.8 ± 0.5

Table 7.16.: The expected yields of prompt photon background events in each photon pT
bins from MC. The numbers are normalised to the total integrated luminosity
of 20.2 fb−1 and statistical uncertainties are given.

pT Bin (GeV) 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 100 ≤ pT < 300

e + jets

Zγ + jets 9.5 ± 0.9 9.3 ± 0.9 7.6 ± 0.8 5.8 ± 0.7 2.7 ± 0.5
Single Top + γ 2.2 ± 1.0 2.2 ± 1.0 4.9 ± 1.5 3.8 ± 1.3 0.9 ± 0.6
Diboson + γ 0.6 ± 0.1 0.4 ± 0.1 0.2 ± 0.1 0.7 ± 0.4 0.2 ± 0.1

μ + jets

Zγ + jets 13.2 ± 1.0 12.9 ± 1.1 5.3 ± 0.6 4.1 ± 0.5 1.7 ± 0.4
Single Top + γ 5.4 ± 1.6 4.4 ± 1.4 5.0 ± 1.5 4.1 ± 1.4 0.0 ± 0.1
Diboson + γ 0.3 ± 0.1 0.9 ± 0.3 0.2 ± 0.1 0.3 ± 0.1 0.1 ± 0.1
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Table 7.17.: The expected yields of prompt photon background events in each photon η
bins from MC. The numbers are normalised to the total integrated luminosity
of 20.2 fb−1 and statistical uncertainty are given.

η Bin 0 ≤ |η| < 0.25 0.25 ≤ |η| < 0.55 0.55 ≤ |η| < 0.90 0.90 ≤ |η| < 1.37 1.37 ≤ |η| < 2.37

e + jets

Zγ + jets 5.1 ± 0.7 4.7 ± 0.6 7.4 ± 0.8 8.7 ± 0.9 9.3 ± 0.9
Single Top + γ 1.4 ± 0.8 1.5 ± 0.8 1.2 ± 0.7 5.6 ± 1.6 4.3 ± 1.4
Diboson + γ 0.8 ± 0.4 0.3 ± 0.1 0.3 ± 0.1 0.5 ± 0.1 0.3 ± 0.1

μ + jets

Zγ + jets 4.3 ± 0.6 6.5 ± 0.7 8.2 ± 0.8 8.5 ± 0.8 9.8 ± 0.9
Single Top + γ 2.6 ± 1.1 2.2 ± 1.0 2.1 ± 1.0 3.6 ± 1.3 8.5 ± 1.9
Diboson + γ 0.2 ± 0.1 0.7 ± 0.3 0.1 ± 0.1 0.3 ± 0.1 0.5 ± 0.1
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Chapter 8
Systematic uncertainties

Systematic uncertainties affecting the cross section measurement can be categorised in
three groups:
Experimental uncertainties: Uncertainties induced by the experimental setup related
calibrations. This category includes numerous sources of uncertainties but mainly such as
the uncertainties of the reconstruction and identification as well as the calibrations of the
kinematics measurements such as energy and momentum measurement. The uncertainties
induced by the pile-up events and uncertainty of the measured integrated luminosity is
also included in this category.
Modelling uncertainties: Uncertainties induced by MC modelling of the signal and
three of the background processes: Z+jets+γ, single top+γ and diboson+γ.
Template-related uncertainties: Uncertainties induced by the methods used to extract
the templates for the fit.

8.1 Experimental uncertainties

Experimental uncertainties affect the parts of the analysis where detector modelling is in-
volved. Namely, the signal correction factor, prompt photon template and the backgrounds
that are estimated from MC simulations.

The effect of the each uncertainty is calculated individually by varying each system-
atic source up and down by 1σ. The calculated responses on the signal correction factors
for the inclusive and the differential cross-sections are listed in tables 8.1 and 8.2. The
responses are in fact not symmetric in positive and negative directions. However, they
are, simply for convenience, symmetrised by taking the larger variation as the systematics
uncertainty for both directions. There are a few cases where the experimental uncertainty
is evaluated not by calculating 1σ variation but rather by varying a cut value, e.g. for
JVF, or by varying calibration scale factors, e.g. b-tagging uncertainty. In such cases, the
variation values are provided centrally by the related working group with in the ATLAS
collaboration.

The responses of the experimental uncertainties on the prompt photon template are
listed in table 8.3 for each bin of the template.

Finally, the responses of the experimental uncertainties on the backgrounds esti-
mated from MC are not presented, since the contributions of these backgrounds are re-
markably small in the signal region and their uncertainties are dominated by the assumed
modelling uncertainties which will be described in section 8.2.
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Leptons

The trigger, reconstruction, identification and isolation efficiencies of the lepton in the
event are corrected for the simulated events according to the data expectation by using
the so-called scale factors. The scale factors are basically the ratio of the efficiencies ob-
tained in data over the efficiencies obtained using MC simulations. The efficiencies used
for the calculation of the scale factors are obtained by the use of the tag-and-probe method
on Z → ee, J/Ψ → ee and Z → μμ decays.

In addition, the scale and resolution of the lepton energy and momentum are cal-
ibrated by the help of MC-based methods. Any possible detector mis-modelling in the
calibration is corrected by applying the so-called correction factors obtained from studies
of dileptonic Z-boson decays. As usual, the correction factors are varied up and down by
1σ to investigate the uncertainty on the lepton energy and momentum.

The resolution of lepton energy and momentum is found to be slightly worse in
data than in MC. A smearing is applied to the lepton energy and momentum in MC
samples to take this difference into account. The smearing factor is varied to investigate
the uncertainty on the resolution of lepton energy and momentum.
Photons

The systematic uncertainties on the photon identification efficiency is studied by making
use of radiative and non-radiative Z-boson decays, Z → ee and Z → eeγ, and by exploiting
the resemblance between the electromagnetic showers of electrons and photons in the
ECAL.

A ratio of the efficiencies calculated for data to that in MC is taken as the scale
factor and applied to MC samples for correction of detector mis-modelling. The scale
factors are varied to investigate their effects on the measurement. The uncertainty on the
resolution and scale of photon energy is studied by following the same procedure as for
leptons.
Jets

The calibration of jets, conventionally referred to as jet energy scale (JES), depends on
several components such as behaviour of high-pT jets, energy scale of b-jets, modelling
and statistical uncertainties on the extrapolation of the jet calibration from the central
region of detector to the full acceptance, as well as uncertainties due to the pile-up events
and in-situ jet corrections. The JES uncertainty is evaluated by varying each source
independently by its corresponding uncertainty. Fractional components of the jet energy
scale uncertainties are presented in figure 8.1 as a function of transverse momentum and
pseudo-rapidity.

The resolution of jets (JER) is measured by making use of pT -balance measurement
technique using the processes of which physics is well-known, such as γ+jets or Z+jets
events. Data and MC are found to be in good agreement. Similar to the situation for JES,
JER uncertainty also consists of several independent sources. The procedure to calculate
the JER systematic uncertainty is identical to that for the JES uncertainty.

The systematic uncertainty associated to the jet vertex fraction is studied by vary-
ing the cut value on the JVF up and down.
b-tagging
The uncertainty of the b-tagging process is evaluated by varying the calibration scale fac-
tors. The scale factors are provided for b−, c− and light flavour jets.
Missing transverse energy

As given in section 4.5, the reconstruction of the missing transverse energy depends on
other reconstructed physical objects in the event. Therefore some portion of the uncer-
tainty on the missing transverse energy is originated from the propagation of the uncer-
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Figure 8.1.: Fractional jet energy scale systematic uncertainty components as a function
of pT (left) and η (right) for anti-kT jets at |η| = 0.0 (left) and pT = 40 GeV
(right) with radius parameter of R = 0.4 calibrated using the LCW+JES cal-
ibration scheme. The total uncertainty (all components summed in quadra-
ture) is shown as a filled blue region topped by a solid black line.
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tainties of the other objects onto the uncertainty of Emiss
T . In addition, the uncertainties

on the two other terms, ERefSoftJet
x,y , ECellOut

x,y are also taken into account. The uncertainty
of the scale of the soft terms are determined from the comparison of MC to data. The soft-
term resolution uncertainty is determined in terms of the x and y components of Emiss

T .
The uncertainty originated by energy scale and energy resolution components in the soft
term are varied up and down by 1σ to investigate their effects on the measurement.
Pile-up

The uncertainty due to the pile-up events is determined by varying the nominal value of
the rescaling parameter μ, 1.09, by ±0.04. The uncertainty is found to be negligible.
Luminosity

The uncertainty of the integrated data luminosity is provided centrally by ATLAS and is
1.9%.

Table 8.1.: Experimental systematic uncertainties of the signal correction factors for inclu-
sive and the pT differential measurement in the electron and muon channels.
The uncertainties are given in per cent, and only the leading 10 sources are
presented. The quadratic sum represents the sum of all uncertainties [87].

pT bins (GeV) Inclusive {15, 25) {25, 40) {40, 60) {60, 100) {100, 300}

e + jets (%)

JES EffectiveNP Modelling1 2.8 3.0 3.0 2.9 2.6 2.1
e Identification ε 2.4 2.4 2.4 2.4 2.4 2.4
JES RhoTopology 2.1 2.4 2.4 2.2 1.7 1.7

JES FlavourResponse -1.6 -1.8 -1.9 -1.7 -1.3 -1.1
JES EffectiveNP Statistical1 1.1 1.3 1.1 1.1 0.9 1.2

γ Identification ε 1.1 1.8 1.3 0.7 0.3 0.4
e Trigger 1.1 1.0 1.0 1.0 1.2 1.3

JES EtaIntercalibration TotalStat 0.7 0.9 0.7 0.8 0.6 0.8
γ Energy Scale -0.7 0.2 -0.6 -1.2 -0.9 -1.7

JES NPVOffsetTerm -0.7 -0.9 -0.7 -0.7 -0.6 -0.8
Quadratic Sum 5.2 5.8 5.7 5.4 4.9 5.0

μ + jets (%)

JES EffectiveNP Modelling1 2.7 2.8 2.7 2.9 2.9 2.2
JES RhoTopology 2.0 2.2 1.9 2.2 2.2 1.6

μ Trigger 1.8 1.8 1.8 1.8 1.8 1.8
JES FlavourResponse -1.4 -1.6 -1.3 -1.7 -1.6 -1.3

γ Identification ε 1.1 1.8 1.3 0.7 0.3 0.4
JES EffectiveNP Statistical1 1.1 1.2 1.1 1.0 1.2 0.8

JES NPVOffsetTerm -0.7 -0.9 -0.7 -0.9 -0.9 -1.0
JES EtaIntercalibration TotalStat 0.7 0.9 0.7 0.7 0.8 0.6

γ Energy Scale -0.7 0.4 -0.5 -0.9 -1.8 -1.8
JER NP2 0.6 0.9 0.4 0.3 1.2 -0.1

Quadratic Sum 4.8 5.4 4.8 5.1 5.7 4.4

8.2 Modelling uncertainties

An important systematic uncertainty source on the measurement is the modelling of the
processes using MC simulations. Among them, the modelling of the signal process is of
great importance. The modelling, or generation, of these processes depends on several
parameters such as parton distribution functions of the colliding protons, initial and final
state radiations (ISR, FSR) and, being specific to the signal process, choice of the renor-
malisation and factorisation scales (μR and μF ) mentioned in formula 2.1. These sources
and more are discussed in the following.
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Table 8.2.: Experimental systematic uncertainties of the signal correction factors for in-
clusive and the η differential measurement in the electron and muon channels.
The uncertainties are given in per cent, and only the leading 10 sources are
presented. The quadratic sum represents the sum of all uncertainties. [87].

η bins Inclusive {0.0, 0.25) {0.25, 0.55) {0.55, 0.90) {0.90, 1.37 {1.37, 2.37)

e + jets (%)

JES EffectiveNP Modelling1 2.8 3.0 3.0 2.6 2.4 2.8
e Identification ε 2.4 2.4 2.4 2.4 2.4 2.4
JES RhoTopology 2.1 2.1 2.4 2.1 1.9 2.1

JES FlavourResponse -1.6 -1.5 -1.9 -1.6 -1.6 -1.6
JES EffectiveNP Statistical1 1.1 1.2 1.3 1.3 1.0 1.1

γ Identification ε 1.1 0.9 0.9 1.1 1.2 1.5
e Trigger 1.1 1.1 1.0 1.1 1.1 1.1

JES EtaIntercalibration TotalStat 0.7 0.8 0.8 0.9 0.8 0.7
γ Energy Scale -0.7 -0.5 -0.7 -0.8 -0.6 -1.4

JES NPVOffsetTerm -0.7 -0.7 -0.7 -0.6 -0.7 -0.9
Quadratic Sum 5.2 5.4 5.6 5.3 5.0 5.7

μ + jets (%)

JES EffectiveNP Modelling1 2.7 2.9 2.7 2.8 2.4 2.8
JES RhoTopology 2.0 2.1 2.1 2.2 1.7 2.1

μ Trigger 1.8 1.8 1.8 1.8 1.8 1.8
JES FlavourResponse -1.4 -1.5 -1.5 -1.4 -1.1 -1.6

γ Identification ε 1.1 0.9 0.9 1.1 1.2 1.5
JES EffectiveNP Statistical1 1.1 1.1 0.9 1.2 1.0 1.2

JES NPVOffsetTerm -0.7 -0.7 -0.8 -1.0 -0.6 -0.9
JES EtaIntercalibration TotalStat 0.7 0.8 0.6 0.8 0.6 0.9

γ Energy Scale -0.7 -0.4 -0.5 -0.6 -0.6 -1.3
JER NP2 0.6 0.2 0.9 1.0 0.5 0.3

Quadratic Sum 4.8 5.0 4.8 5.3 4.4 5.3

8.2.1 Signal modelling

Renormalisation and factorisation scales:
As mentioned in the previous chapter, the choice of μR and μF scales for the nominal
sample is 2mtop. In order to adjust a systematic uncertainty on this choice, samples
with μR and μF varied up and down by factor two (mtop and 4mtop) are compared to
the nominal sample at four-vector level. It is found out that behaviours of the variation
samples are symmetric. Motivated with this fact, generation of only one sample, the one
with mtop scale, is performed. The systematic uncertainty is then evaluated by comparing
the variation and the nominal sample at detector level. The response of the variation
on the signal correction factor is found to be 0.6% and 0.3% for the electron and muon
channels respectively, while the responses on the acceptances are found to be 3.9% and
2.7% for the electron and muon channels respectively. The study is repeated for the
differential pT and η bins and results are listed in tables 8.4 and 8.5.

The choice of the μR and μF scales affects also the prompt photon template. It can
be seen in figure 8.2 that this effect is negligible. The situation remains the same in the
differential bins.

Modelling of the parton shower and hadronisation: The parton showering
and hadronisation of the events are modelled by matching the ME generator to a parton
shower generator. For this purpose the nominal signal sample, MADGRAPH, is matched
to PYTHIA. The uncertainty of this choice is evaluated by comparing the nominal match-
ing, MADGRAPH+PYTHIA, to a matching where the parton shower generator is replaced
by HERWIG. The response of this variation on the correction factors are found to be 0.7%
and -1.3% for the electron and muon channels. The results for the differential pT and η
bins are listed in tables 8.4 and 8.5. Furthermore, the response of the parton shower and
hadronisation variation on the prompt photon template is investigated and presented in
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Table 8.3.: Experimental systematic uncertainties of the prompt photon template in the
electron and muon channels for the fiducial measurement. The uncertainties
are given in per cent, and only the leading 10 sources are presented. The
quadratic sum represents the sum of all uncertainties.

pisoT bins (GeV) {0, 1) {1, 3) {3, 5) {5, 10) {10, ∞)

e + jets (%)

JES EffectiveNP Modelling1 -0.0 -0.1 0.4 1.3 2.9
e Identification ε -0.0 0.0 0.0 -0.0 -0.0
JES RhoTopology -0.0 -0.1 -0.3 1.7 0.8

JES FlavourResponse 0.1 -0.2 0.3 -1.7 0.7
JES EffectiveNP Statistical1 0.0 -0.1 -0.2 0.4 -0.5

γ Identification ε 0.0 -0.0 -0.1 -0.1 -0.3
e Trigger -0.0 0.1 0.1 -0.1 -0.1

JES EtaIntercalibration TotalStat 0.0 -0.1 0.2 -0.4 0.6
γ Energy Scale -0.1 0.0 0.3 -0.2 1.0

JES NPVOffsetTerm -0.3 0.6 1.5 0.8 -2.5
Quadratic Sum 0.5 1.1 3.5 4.0 9.0

μ + jets (%)

JES EffectiveNP Modelling1 0.1 -0.1 0.2 -0.5 1.7
JES RhoTopology 0.1 -0.2 0.1 -0.3 1.0

μ Trigger -0.0 0.0 0.0 0.0 -0.0
JES FlavourResponse -0.1 0.2 -0.0 0.3 -1.4

γ Identification ε 0.0 -0.0 -0.1 -0.2 -0.3
JES EffectiveNP Statistical1 0.0 -0.1 0.0 -0.6 0.6

JES NPVOffsetTerm -0.3 0.6 1.0 0.3 -0.3
JES EtaIntercalibration TotalStat 0.0 -0.0 0.0 -0.7 1.1

γ Energy Scale -0.1 0.1 0.4 0.2 0.5
JER NP2 0.1 -0.2 0.5 0.1 -1.7

Quadratic Sum 0.4 0.8 1.9 2.6 5.6
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Figure 8.2.: QCD scale variations of the signal photon isolation distribution in the electron
and muon channels. The deviation in the last bin is safe to be ignored since
very few prompt photons fall into it.

104



8.2. Modelling uncertainties

Table 8.4.: Modelling uncertainties for the acceptance and correction factors in each pho-
ton pT bin. Errors are originated from the limited statistics of the samples.

pT bins [GeV] 1 {15, 25) {25, 40) {40, 60) {60, 100) {100, 300}

QCD Scale

Unc. (%)

A
e + jets -2.4 ± 0.9 -5.3 ± 1.0 -2.8 ± 1.4 -5.3 ± 1.5 -5.4 ± 1.7

μ + jets -1.8 ± 0.9 -3.5 ± 1.1 -3.0 ± 1.4 -0.7 ± 1.6 -3.7 ± 1.8

C
e + jets 0.0 ± 2.0 -1.7 ± 2.0 -2.1 ± 2.3 1.0 ± 2.7 1.5 ± 2.8

μ + jets -0.3 ± 1.4 1.5 ± 1.3 -1.9 ± 1.4 -2.0 ± 1.5 1.2 ± 1.6

PS

Unc. (%)

A
e + jets -2.9 ± 0.9 -7.2 ± 1.0 -7.1 ± 1.3 -3.8 ± 1.6 -4.9 ± 1.8

μ + jets -5.1 ± 0.9 -5.6 ± 1.1 -6.1 ± 1.4 -2.6 ± 1.7 -4.9 ± 1.9

C
e + jets 1.5 ± 2.1 2.1 ± 2.1 0.2 ± 2.5 3.3 ± 2.9 -3.3 ± 2.9

μ + jets -0.6 ± 1.5 -1.7 ± 1.4 -2.9 ± 1.6 -1.1 ± 1.8 1.0 ± 2.0

ISR/FSR

Unc. (%)

A
e + jets 2.9 ± 1.0 3.2 ± 1.1 1.4 ± 1.4 2.8 ± 1.6 3.3 ± 1.8

μ + jets 1.4 ± 1.0 2.8 ± 1.1 4.7 ± 1.5 4.4 ± 1.7 1.4 ± 1.8

C
e + jets -2.0 ± 2.0 -3.7 ± 1.9 -4.3 ± 2.3 -9.6 ± 2.8 -2.0 ± 2.6

μ + jets -0.3 ± 1.4 -2.6 ± 1.2 -1.7 ± 1.4 -3.8 ± 1.5 -2.1 ± 1.6

PDF

Unc. (%)

A
e + jets 0.9 0.9 1.0 0.9 1.0

μ + jets 1.0 0.9 0.8 1.0 0.9

C
e + jets 0.3 0.3 0.3 0.3 0.1

μ + jets 0.1 0.2 0.2 0.4 0.2

Table 8.5.: Modelling uncertainties for the acceptance and correction factors in each pho-
ton η bin. Errors are originated from the limited statistics of the samples.

η bins {0.0, 0.25) {0.25, 0.55) {0.55, 0.90) {0.90, 1.37 {1.37, 2.37)

QCD Scale

Unc. (%)

A
e + jets -2.2 ± 1.3 -3.9 ± 1.2 -5.1 ± 1.2 -3.9 ± 1.2 -4.0 ± 1.2

μ + jets -0.5 ± 1.4 -2.0 ± 1.3 -2.7 ± 1.3 -1.6 ± 1.2 -5.3 ± 1.2

C
e + jets -3.7 ± 2.2 0.8 ± 2.2 2.4 ± 2.3 -5.1 ± 2.1 2.9 ± 2.8

μ + jets 0.1 ± 1.5 1.8 ± 1.3 -1.1 ± 1.4 -3.3 ± 1.4 -0.2 ± 1.8

PS

Unc.(%)

A
e + jets -3.4 ± 1.3 -4.9 ± 1.2 -5.4 ± 1.2 -5.4 ± 1.2 -6.3 ± 1.2

μ + jets -3.2 ± 1.4 -6.0 ± 1.2 -4.8 ± 1.2 -6.0 ± 1.2 -5.6 ± 1.2

C
e + jets -3.0 ± 2.3 4.2 ± 2.3 2.7 ± 2.4 -5.6 ± 2.3 5.1 ± 2.9

μ + jets -1.6 ± 1.7 1.7 ± 1.5 -2.8 ± 1.6 -1.0 ± 1.6 -3.3 ± 1.9

ISR/FSR

Unc. (%)

A
e + jets 5.3 ± 1.4 3.0 ± 1.2 1.2 ± 1.2 0.7 ± 1.2 3.5 ± 1.2

μ + jets 2.7 ± 1.4 2.4 ± 1.3 2.6 ± 1.3 2.5 ± 1.3 1.6 ± 1.2

e/μ + jets 4.0 ± 1.0 2.6 ± 0.9 1.5 ± 0.9 1.3 ± 0.9 2.5 ± 0.9

C
e + jets -6.5 ± 2.1 -5.1 ± 2.2 -4.4 ± 2.3 -1.9 ± 2.2 -4.7 ± 2.8

μ + jets -3.9 ± 1.5 1.0 ± 1.3 -2.1 ± 1.4 -4.3 ± 1.4 -3.0 ± 1.7

PDF

Unc. (%)

A
e + jets 0.7 0.8 0.8 0.8 1.6

μ + jets 0.7 0.7 0.8 0.8 1.8

C
e + jets 0.3 0.1 0.2 0.3 0.2

μ + jets 0.2 0.2 0.2 0.4 0.8
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8. Systematic uncertainties

figure 8.3.
A

rb
itr

ar
y 

un
it

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Pythia (nom.)

Herwig/Jimmy

 MCγtMadGraph t

Electron channel

 [GeV]cone20

T
p

0 2 4 6 8 10 12 14 16 18 20

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

A
rb

itr
ar

y 
un

it

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Pythia (nom.)

Herwig/Jimmy

 MCγtMadGraph t

Muon channel

 [GeV]cone20

T
p

0 2 4 6 8 10 12 14 16 18 20

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Figure 8.3.: Comparison of different parton shower modelings in terms of the signal photon
isolation distribution in the electron and muon channels. The deviation in the
last bin is safe to be ignored since very few prompt photon falls into it.

Initial and final state radiations: The modelling of initial- and final-state radiations
uncertainty is evaluated by comparing the nominal signal sample, MADGRAPH+PYTHIA,
to variation samples produced by varying the tune for QCD radiation activity in PYTHIA
to higher and lower activity. The responses, which are symmetrised, on the correction
factors are found to be 1.8% and 2.1% for the electron and muon channels, respectively,
while the responses on the fiducial region acceptances are 2.4% and 1.2%. The evaluation
is repeated for each differential pT and η bin. The results are listed in tables 8.4 and 8.5.
As usual, the response of ISR/FSR variation on the prompt photon template is investi-
gated and presented in figure 8.4. Some remarkable but statistically not very significant
uncertainties are seen in the region beyond 3 GeV.
Parton distribution function: Another modelling uncertainty is induced by the mod-
elling of the parton distribution function (PDF) set. The nominal PDF choice is CT10
which has 52 eigenvector sets itself. The uncertainty of the PDF choice includes two stages.
In the first stage, the variations of the 52 CT10 eigenvectors with respect to the nominal
CT10 set are summed in quadrature. In the second stage, the nominal sample is com-
pared with two other choices of PDF sets: the NNPDF, and the MSTW, by reweighting
technique. Reweighting is useful for getting an idea of PDF uncertainties without having
to generate several samples. Instead of generating multiple samples with a different PDF,
event weights are used to reweight a sample produced with one PDF. This provides the
possibility to have a prediction of a MC sample, if it was produced with another PDF
set. The final vales of the uncertainty is the envelope of the summed CT10 eigenvector-
variations and the variations of the NNPDF and the MSTW PDF sets from the nominal
choice, CT10. The results are found to be 1.4% on the fiducial region acceptances for
both channels while 0.2% and 0.3% on the correction factor for the electron and muon
channels respectively. The corresponding uncertainties for the differential pT and η bins
are summarised in tables 8.5 and 8.5. As a consequence of the reweighting method, no
statistical error exist on the systematic uncertainty as can be seen in the tables. The
prompt photon template is not expected to be sensitive to the choice of PDF set.
Colour reconnection, underlying event and QED uncertainties: The effects of
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8.3. Template-related uncertainties
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Figure 8.4.: Initial- and final-state radiation variations of the signal photon isolation dis-
tribution in the electron and muon channels. The deviation in the last bin is
safe to be ignored since very few prompt photon falls into it.

these two MC modelling features on the isolation variables and the event selection yields
are found out to be negligible as a result of studies performed with samples at the parti-
cle level. Therefore no dedicated samples have been generated for these features and no
systematic uncertainty is considered.

8.2.2 Background modelling

All the sources originating from modelling above affect also the backgrounds that are
estimated using MC: Z+jets+γ, single top+γ and diboson+γ. As evaluated in section 7.3,
the contribution of these background processes are minor. This fact allows to handle the
modelling systematic uncertainties for these processes conservatively by simply assigning
50% uncertainty, for the sake of simplicity.

8.3 Template-related uncertainties

Almost all of the uncertainties originating from the methods of extracting the templates
are discussed in the dedicated sections: For the signal photon template in section 7.1, for
the hadronic fake template in 7.2 and for the photons faked by electrons in section 7.2.1.2.
Furthermore, since signal photon template is extracted using MC, the template is subject
to modelling uncertainties which is discussed in section 8.2. However, there is still one
missing point to be discussed in the context of template related uncertainties. As described
in the chapter dedicated to the analysis strategy, the signal photon template is also used
to describe the isolation behaviour of the prompt photons from the background processes
with real photons. Although they are all actual prompt photons, any possible bias due to
the different event topologies of the signal and backgrounds must be investigated. This is
performed by comparing the isolation distributions of the prompt photons from the signal,
W+jets+γ and Z+jets+γ processes. No remarkable disagreement was observed within
the statistical error bands and therefore no systematic uncertainties is assigned for the
possible bias mentioned in the beginning.
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Chapter 9
Theoretical Prediction

Theoretical prediction for tt̄ pair production with an additional photon n the final state
with QCD corrections, i.e. at NLO(O(α3

s)), can be calculated at different levels. For
instance, the NLO prediction by [90], was performed in the approximation of stable top-
quarks. The cross-section for the same process was the extended in [me] by allowing the
top-quarks to decay and including photon radiation in both the production and the decay
processes of the tt̄ pair. The result of the experimental measurement is compared to the
prediction in the latter reference.

This prediction treats the top-quarks in the narrow width approximation by retain-
ing spin correlations of final-state particles. The cross-section is predicted for the l+ jets
decay channel of the tt̄ pair. For the hadronic decays of the W -bosons, only the first two
quark generations are considered with the quarks being massless. For the leptonic decays
of W -bosons, only decays into e and μ flavours are considered.

Furthermore, the W -bosons are treated being on their mass-shells and no QCD
radiative corrections to hadronic decays of W -bosons are considered. On the other hand,
photons are allowed to radiate off any charged particles in the production and decay chain
including the decay products of W -bosons. While the result presented in [91] is calculated
for the collision of energy of 14 TeV, the authors provided a result dedicated to a collision
energy of 8 TeV. For this calculation, the NLO PDF set CTEQ10 and the fine structure
constant of 1/137 is used. The renormalisation and factorisation scales (QCD scales) are
set to mt and the strong coupling constant is evaluated using one- and two-loop running
with five massless flavours.

9.1 Comparison of theoretical prediction to MC-based prediction

The tt̄γ cross-section is calculated at LO using MadGraph [71] considering the same gen-
eration phase space, as for the theoretical prediction. The lepton is required to have
pT > 15 GeV and presence of at least four jets is required, each of which being separated
from photons by ΔR(γ, jet) > 0.2. The jets are reconstructed with the anti-kT algorithm
(R=0.4) and required to have pT> 10 GeV and | η | < 5. The final state photon is required
to have pT > 10 GeV, |η| < 5, and ΔR(γ, l) > 0.5.

The cross-section at LO calculated with MadGraph after applying the phase space
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9. Theoretical Prediction

cuts for the theoretical calculation can be expressed with the following formula:

σLO,cuts
tt̄γ

=
Ngen,cuts

tt̄γ

Ngen,all
tt̄γ

× σLO
tt̄γ (9.1)

where Ngen,cuts
tt̄γ is the total number of events at generator level after applying the phase

space cuts used in the theoretical calculation, Ngen,all
tt̄γ

is the total number of generated

single-lepton events in the tt̄γ MC sample and finally σLO
tt̄γ is the LO l+ jets cross-section

of the generated tt̄γ sample.
The theoretical predictions and the calculated total cross-sections using MadGraph

with different selection of renormalisation and factorisation scales are listed table 9.1.

Table 9.1.: The LO cross-section comparison of predictions from theory calculations to
those obtained from MadGraph calculations in the single lepton (e or μ) chan-
nel at scales of mt and 2mt.

cross-section [fb] scale mt scale 2mt

Theory 606.36 458.55

MadGraph 617.48 465.98

9.2 Next-to-leading order k-factor

The NLO k-factor is defined as the ratio of the cross-section at NLO (i.e. theory prediction)
to the cross-section at LO calculated with MadGraph in the same phase space used for
the calculation of theoretical prediction. As mentioned above, the QCD scales used in
the calculation of NLO prediction are set to mt, while in the calculation of LO madGraph
cross-section the scales are set to 2mt. In figure 9.1, the k-factor is illustrated as a function
of photon transverse momentum and pseudo-rapidity. In addition, two variations of the
k-factors are shown where the QCD scales are varied up and down by factor 2 in the
calculation of cross-section at NLO. An average k-factor is then calculated by weighting
the binned k-factor shown as a function of photon transverse momentum which can be
formulated as follows:

k̄ =

∑
i[ki ×Ngen

i ]∑
iN

gen
i

(9.2)

where ki is the k-factor in the i-th pT bin and Ngen
i is the number of photons in the i-th

pT bin.
The average k-factor is calculated to be 1.90 ± 0.25 ± 0.12 where the first uncer-

tainty is originated from the variation of QCD scales and the second is from the variation
of PDF set used.

9.2.1 Next-to-leading order cross-section

The NLO predictions, which will be compared with the experimental results, are evaluated
by applying the ki-factors to the differential pT and η bins bin by bin. The cross-sections
at NLO are calculated to be 77.6 ± 12.8 fb and 73.8 ± 12.1 fb for the electron and muon
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9.2. Next-to-leading order k-factor
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Figure 9.1.: The k-factor distributions as a function of the selected photon pT (left) and
η (right). The shaded area evaluated by varying the NLO scale variation
by a factor of two around the central value (mt) used for the NLO calcula-
tions. Photons are selected according to the same cuts applied in the theory
calculations in the single lepton channel [92].

channels, respectively. The calculated predictions of differential cross-sections at NLO are
listed in tables 9.2 and 9.3.

Table 9.2.: Predictions of the photon pT differential cross-sections in the electron and muon
channels.

cross-section (fb) {15, 25) {25, 40) {40, 60) {60, 100) {100, 300}
e + jets 27.9 ± 2.7 20.1 ± 2.8 12.4 ± 1.8 9.7 ± 1.5 6.8 ± 1.4
μ + jets 26.7 ± 2.6 19.3 ± 2.6 11.7 ± 1.7 9.1 ± 1.4 6.4 ± 1.3

Table 9.3.: Predictions of the photon η differential cross-sections in the electron and muon
channels.

cross-section (fb) 0{0.0, 0.25) {0.25, 0.55) {0.55, 0.90) {0.90, 1.37 {1.37, 2.37)
e + jets 12.6 ± 1.7 14.7 ± 2.2 15.3 ± 2.6 16.7 ± 3.3 18.6 ± 5.0
μ + jets 12.1 ± 1.7 14.0 ± 2.1 14.5 ± 2.4 15.9 ± 3.2 17.8 ± 4.8
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Chapter 10
Results

The measurements of both inclusive and differential cross-sections are performed in a
fiducial phase space, of which the definition is given in section 6.6, by performing the
maximum likelihood template fit method modelled in section 6.3.1.

The fit is performed by following a so-called combined fit manner. In this manner,
the combination refers to the combination of the electron and muon channels in terms of
the correlations of the systematic uncertainties. Namely, the fit is performed by taking the
correlations of the uncertainties of the two channels into account, but without using data
from the other channel. In the statistical modelling language, the nuisance parameters
assigned to each systematic uncertainty is shared between the two channels where the data
distributions are completely uncorrelated. This manner yields two separate cross-sections,
σe,incl
tt̄γ

and σμ,incl
tt̄γ

.

10.1 Inclusive measurement

For the inclusive cross-section measurement, the template fit yields 404.6 ± 48.0 and 676.4
± 60.0 of signal events in the electron and muon channels respectively. The post-fit yields
for signal events and all backgrounds are listed in table 10.1.

Table 10.1.: Post-fit event yields for the signal and backgrounds for the inclusive measure-
ment.

Process tt̄γ Hadronic Fake e → γ Fake Wγ + Jets Zγ + Jets Single Top + γ QCD + γ Diboson + γ Total (Sig+Bkgs) Data

e + jets 404.6 ± 48.0 415.9 ± 23.3 312.1 ± 20.4 65.2 ± 14.8 35.2 ± 11.4 13.0 ± 5.6 7.7 ± 16.2 2.2 ± 1.0 1255.9 ± 36.4 1256

μ + jets 676.4 ± 60.0 592.3 ± 31.0 382.3 ± 22.2 97.2 ± 15.1 38.1 ± 11.9 19.1 ± 7.4 8.3 ± 25.5 1.8 ± 0.8 1815.6 ± 43.8 1816

The total number of signal and background events yielded from the template fit is
in excellent agreement with the number of data candidates in both channels. The post-
fit distributions of the discriminator variable of the fit, pcone20T isolation of the photon,
are presented in figure 10.1. The fit results of the cross-sections for the electron and
muon channels are 71.4 ± 13.0 fb and 70.0 ± 9.8 fb which are in agreement within the
uncertainties with the SM prediction. A comparison of the experimental and theoretical
results are presented below in table 10.2. The model used to perform the template fit is
tested by performing the same fit using computer generated Asimov data and it is found to
be consistent with the real data. The post-fit photon isolation distribution using Asimov
data is shown in figure 10.2. The confidence intervals for the two parameters of interest

113



10. Results

E
ve

nt
s

0

100

200

300

400

500

600

700

800

Electron Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

E
ve

nt
s

0

200

400

600

800

1000

Muon Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

Figure 10.1.: Post-fit isolation distributions for electron and muon channels for the inclu-
sive measurement.
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Figure 10.2.: Post-fit isolation distributions of the fit performed using Asimov data for
electron and muon channels for the inclusive measurement.

Table 10.2.: Comparison of the measured inclusive cross-sections in the electron and muon
channels. The statistical and systematical uncertainties are presented sepa-
rately for the measured cross-section.

Channel Theory [fb] Measurement [fb]

e + jets 77.6 ± 12.8 71.4 ± 6.0(stat.) ± 11.5(sys.)

μ + jets 73.8 ± 12.1 70.0 ± 4.2(stat.) ± 8.85(sys.)
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10.2. Differential measurements

in the inclusive measurement, σe,incl
tt̄γ

and σμ,incl
tt̄γ

, are calculated via the profile likelihood

ratio formulated in equation 6.10. The ratio is evaluated within the RooFit/RooStats
framework. The upper and lower boundaries of the 68% confidence intervals on the cross-
sections are determined. The profile likelihood ratio scans for the inclusive cross-section
measurement in electron and muon channels are shown in figure 10.3. The effect of each
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Figure 10.3.: Profile likelihood scans for the electron and muon channels.

systematic is studied by performing a naive approach, where the template fit is performed
by incorporating only one systematic uncertainty at a time. The breakdown is performed
for all systematics and a set of leading systematics are presented in tables 10.3 and 10.4.

10.2 Differential measurements

The post-fit event yields for each process and data are given in tables10.5 and 10.6 for
the pT and η bins respectively. The yields are in good agreement with data for both
measurements. The post-fit pcone20T isolation distributions are given in figures 10.4, 10.5,
10.6 and 10.7. The comparisons of the differential cross-sections with the theoretical
predictions are given tables 10.7 and 10.8 with the corresponding graphical presentation
in figure 10.8.
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10. Results

Table 10.3.: Systematics breakdown for the electron channel by performing a naive add-
and remove method. Only a set of leading systematics are presented. The
effects of the systematics on the cross-section are presented in per cent.

Systematics Uncertainty (%)) Systematics Uncertainty (%))

SysFitFuncEGammaFake 6.5 SysJESEtaS 1.0

ShapeSysHadronFake 6.1 SysJESEtaM 0.8

SysTheoWGammaJets 5.8 SysPhES 0.7

SysTheoZGammaJets 4.2 SysJERNP2 0.7

SysJESMod1 3.5 ShapeSysContEGammaFake 0.7

SysJESRho 2.6 SysStatSTGammaEl 0.7

SysLepIDEl 2.6 SysJESMix2 0.6

SysISRFSR 2.5 SysJESMix1 0.5

SysLumi 2.1 SysStatEffEl 0.5

SysContEGammaFake 2.4 SysMETR 0.5

SysJESFlavR 2.3 SysStatZGammaJetsEl 0.5

SysPhID 1.7 SysJERNP5 0.5

SysTheoSTGamma 1.6 SysJESbJES 0.5

SysPS 1.6 SysMisTag12 0.4

ShapeSysMETEGammaFake 1.6 ShapeSysPtOrderEGammaFake 0.4

SysJESStat1 1.5 SysJERNP3 0.4

SysJESFlavC 1.3 SysTheoDiboson 0.3

SysStatEGammaFakeEl 1.2 SysJERNP4 0.3

SysLepTrigEl 1.2 ShapeSysStatHadronFakeBin1 0.3

SysStatWGammaJetsEl 1.1 SysJERNP0 0.2

SysJESNPVOff 1.0 SysMETS 0.2
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Table 10.4.: Systematics breakdown for the muon channel by performing a naive add-and
remove method. Only a set of leading systematics are presented.The effects
of the systematics on the cross-section are presented in per cent.

Systematics Uncertainty (%)) Systematics Uncertainty (%))

ShapeSysHadronFake 5.2 SysTheoSTGamma 1.4

SysFitFuncEGammaFake 4.1 SysPhID 1.2

SysTheoWGammaJets 3.5 SysScale 1.1

SysJESMod1 3.1 SysStatWGammaJetsMu 0.9

SysTheoZGammaJets 2.8 SysJESNPVOff 0.8

SysJESRho 2.3 SysJESEtaS 0.8

SysLumi 2.1 ShapeSysContEGammaFake 0.5

SysLepTrigMu 1.9 SysJESbJES 0.5

SysContEGammaFake 1.8 SysJESMix1 0.5

SysJESFlavR 1.8 SysLepIDMu 0.5

SysPS 1.7 SysStatSTGammaMu 0.5

SysISRFSR 1.6 SysJERNP0 0.4

SysJESStat1 1.3 ShapeSysPtOrderEGammaFake 0.3

ShapeSysMETEGammaFake 1.2 SysMisTag12 0.3

SysJERNP2 0.8 SysStatZGammaJetsMu 0.3

SysJESFlavC 0.8 SysJERNP1 0.2

SysPhES 0.7 SysMETR 0.2

SysJESEtaM 0.7 SysJERNP5 0.1

SysJESMix2 0.6 SysMETS 0.1

SysJERNP3 0.6 SysJERNP4 0.1

Table 10.5.: Post-fit event yields for the signal and backgrounds in the pT differential
measurement.

Process tt̄γ Hadron Fake e → γ Fake Wγ + Jets Zγ + Jets Single Top + γ QCD + γ Diboson + γ Data

e + jets

15 ≤ pT < 25 GeV 95.2 ± 22.1 181.5 ± 10.9 101.9 ± 17.6 18.0 ± 4.5 10.0 ± 3.6 1.5 ± 0.5 2.0 ± 2.0 0.5 ± 0.2 410

25 ≤ pT < 40 GeV 123.1 ± 14.7 88.1 ± 7.8 79.3 ± 2.0 15.0 ± 3.7 9.0 ± 3.1 2.5 ± 1.3 2.0 ± 2.1 0.5 ± 0.2 319

40 ≤ pT < 60 GeV 95.2 ± 14.1 54.0 ± 6.0 46.2 ± 8.1 9.1 ± 2.3 7.1 ± 2.7 5.6 ± 2.4 1.0 ± 1.0 0.5 ± 0.3 217

60 ≤ pT < 100 GeV 72.9 ± 14.0 53.6 ± 7.6 36.7 ± 9.9 9.0 ± 2.3 6.0 ± 2.1 4.0 ± 1.9 1.5 ± 1.3 0.5 ± 0.3 178

100 ≤ pT < 300 GeV 57.4 ± 9.6 36.2 ± 5.6 19.5 ± 4.8 9.1 ± 2.2 3.0 ± 1.1 1.0 ± 0.7 0.5 ± 0.2 0.5 ± 0.3 126

μ + jets

15 ≤ pT < 25 GeV 199.5 ± 26.9 155.4 ± 12.3 150.3 ± 13.6 27.0 ± 4.7 13.0 ± 4.4 5.5 ± 2.3 5.5 ± 3.4 0.5 ± 0.2 556

25 ≤ pT < 40 GeV 201.0 ± 16.8 135.4 ± 9.0 91.1 ± 2.7 20.0 ± 3.5 12.0 ± 3.8 4.0 ± 1.7 0.0 ± 0.0 0.5 ± 0.2 464

40 ≤ pT < 60 GeV 152.0 ± 16.3 139.9 ± 9.0 50.1 ± 8.3 18.0 ± 3.1 5.0 ± 1.7 4.0 ± 1.5 2.9 ± 3.3 0.5 ± 0.3 372

60 ≤ pT < 100 GeV 116.5 ± 15.1 63.9 ± 6.6 40.4 ± 10.4 13.1 ± 2.4 4.0 ± 1.4 5.0 ± 2.0 0.0 ± 0.0 0.5 ± 0.2 242

100 ≤ pT < 300 GeV 109.0 ± 11.0 36.3 ± 5.6 19.4 ± 4.9 12.0 ± 2.1 1.5 ± 1.1 0.0 ± 0.0 0.0 ± 0.0 0.5 ± 0.4 172
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Table 10.6.: Post-fit event yields for the signal and backgrounds in the η differential mea-
surement.

Process tt̄γ Hadron Fake e → γ Fake Wγ + Jets Zγ + Jets Single Top + γ QCD + γ Diboson + γ Data

e + jets

0 ≤ |η| < 0.25 102.8 ± 17.4 58.8 ± 8.6 40.3 ± 4.4 9.0 ± 2.3 5.0 ± 1.9 1.5 ± 0.9 2.5 ± 1.9 0.5 ± 0.3 216

0.25 ≤ |η| < 0.55 115.8 ± 17.5 55.6 ± 7.1 51.6 ± 5.6 11.0 ± 2.7 4.0 ± 1.9 2.5 ± 1.4 0.0 ± 0.0 0.5 ± 0.3 236

0.55 ≤ |η| < 0.90 65.4 ± 15.7 98.8 ± 9.3 57.0 ± 7.9 12.0 ± 3.0 7.0 ± 2.4 0.5 ± 0.4 1.5 ± 1.4 0.5 ± 0.3 242

0.90 ≤ |η| < 1.37 53.7 ± 17.2 104.1 ± 9.5 65.1 ± 8.8 13.0 ± 3.2 8.0 ± 2.7 5.0 ± 2.3 2.5 ± 2.3 0.5 ± 0.2 250

1.37 ≤ |η| < 2.37 65.6 ± 17.5 127.5 ± 9.8 91.7 ± 3.6 17.9 ± 4.6 8.9 ± 3.9 4.0 ± 1.9 2.5 ± 2.8 0.5 ± 0.3 312

μ + jets

0 ≤ |η| < 0.25 146.4 ± 17.5 66.5 ± 7.2 51.7 ± 5.9 9.0 ± 1.8 4.0 ± 1.4 2.0 ± 0.9 1.5 ± 1.9 0.5 ± 0.3 281

0.25 ≤ |η| < 0.55 148.9 ± 18.5 77.8 ± 8.1 63.0 ± 7.1 17.0 ± 3.1 6.0 ± 2.1 2.0 ± 1.0 1.5 ± 2.2 0.5 ± 0.3 316

0.55 ≤ |η| < 0.90 134.9 ± 19.6 99.7 ± 9.5 74.9 ± 8.4 17.9 ± 3.2 8.0 ± 2.7 1.0 ± 0.5 0.0 ± 0.0 0.5 ± 0.3 336

0.90 ≤ |η| < 1.37 150.0 ± 22.2 151.3 ± 11.4 78.1 ± 9.5 22.0 ± 4.0 8.0 ± 2.7 3.0 ± 1.3 1.0 ± 2.3 0.5 ± 0.2 413

1.37 ≤ |η| < 2.37 105.5 ± nan 214.1 ± nan 105.6 ± 3.3 29.0 ± 5.2 9.0 ± 3.2 8.0 ± 3.2 1.0 ± 1.8 0.5 ± 0.2 470

Table 10.7.: Comparison of pT differential cross-section measurement with the correspond-
ing theoretical predictions. The first error on the observation values are sta-
tistical errors where the second ones is systematic. The unit is in fb.

pT bins [GeV] 15 ≤ pT < 25 25 ≤ pT < 40 40 ≤ pT < 60 60 ≤ pT < 100 100 ≤ pT < 300

e + jets
Theory 27.9 ± 2.7 20.1 ± 2.8 12.4 ± 1.8 9.7 ± 1.5 6.8 ± 1.4

Observation 20.7 ± 4.1 ± 3.9 21.4 ± 3.3 ± 2.3 13.4 ± 2.2 ± 2.6 8.9 ± 1.7 ± 2.9 6.7 ± 1.4± 1.3

μ + jets
Theory 26.7 ± 2.6 19.3 ± 2.6 11.7 ± 1.7 9.1 ± 1.4 6.4 ± 1.3

Observation 24.2 ± 3.1 ± 2.9 19.4 ± 2.1 ± 1.7 11.8 ± 1.5 ± 1.6 8.5 ± 1.2 ± 1.9 7.7 ± 1.0 ± 0.8

Table 10.8.: Comparison of η differential cross-section measurement with the correspond-
ing theoretical predictions. The first error on the observation values are sta-
tistical errors where the second ones is systematic. The unit is in fb.

|η| bins 0.0 ≤ |η| < 0.25 0.25 ≤ |η| < 0.55 0.55 ≤ |η| < 0.90 0.90 ≤ |η| < 1.37 1.37 ≤ |η| < 2.37

e + jets
Theory 12.6 ± 1.7 14.7 ± 2.2 15.3 ± 2.6 16.7 ± 3.3 18.6 ± 5.0

Observation 16.1 ± 2.5 ± 2.5 18.4 ± 2.5 ± 2.6 11.0 ± 2.5 ± 2.6 9.7 ± 2.8 ± 3.2 15.3 ± 4.0(stat.) ± 3.5

μ + jets
Theory 12.1 ± 1.7 14.0 ± 2.1 14.5 ± 2.4 15.9 ± 3.2 17.8 ± 4.8

Observation 14.0 ± 1.6 ± 1.5 13.9 ± 1.7 ± 1.5 13.3 ± 1.8 ± 2.0 15.5 ± 2.0 ± 2.2 13.9 ± 2.4 ± 2.1
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E
ve

nt
s

0

50

100

150

200

250

300

350

400

Electron Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

 < 25 GeV
T

15 GeV < p

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

(a)

E
ve

nt
s

0

50

100

150

200

250

300

350

400

Electron Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

 < 40 GeV
T

25 GeV < p

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

(b)

E
ve

nt
s

0

50

100

150

200

250

300

350

400

Electron Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

 < 60 GeV
T

40 GeV < p

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

(c)

E
ve

nt
s

0

50

100

150

200

250

300

350

400

Electron Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

 < 100 GeV
T

60 GeV < p

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

(d)

E
ve

nt
s

0

50

100

150

200

250

300

350

400

Electron Channel
Data

γ+tt
γPrompt 

 fakesγe -> 
 fakesγHadronic 

 < 300 GeV
T

100 GeV < p

-1
L dt = 20.2 fb∫=8TeV, s

 [GeV]cone20

T
Photon p

0 2 4 6 8 10 12 14 16 18 20

D
at

a.
 / 

E
xp

.

0.6

0.8

1

1.2

1.4

(e)

Figure 10.4.: Post-fit photon isolation distributions for the pT differential cross-section
measurement for the electron channel.
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Figure 10.5.: Post-fit photon isolation distributions for the pT differential cross-section
measurement for the muon channel.
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Figure 10.6.: Post-fit photon isolation distributions for the η differential cross-section mea-
surement for the electron channel.
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Figure 10.7.: Post-fit photon isolation distributions for the η differential cross-section mea-
surement for the muon channel.
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Figure 10.8.: Post-fit photon isolation distributions for the pT differential cross-section
measurement for the electron channel.
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Chapter 11
Summary and outlook

The measurement of the tt̄γ cross section is a first step for the understanding of the tγ
vertex and for testing the SM.

An inclusive and differential measurements of the tt̄γ process are presented. The
measurements are performed in e+jets and μ+jets decay channels of the tt̄ pair and within
a certain fiducial space. The measurement analysed the full dataset recorded by the
ATLAS detector during 2012 at a center-of-mass energy of 8 TeV.

Differential measurement, in general, is a sort of tool that provides a closer look
to a so-called region-of-interest which is believed to be a possible window to new physics
phenomena. The differential measurements, in this thesis, are performed as a function of
photon transverse momentum and photon pseudo-rapidity since the objective of the thesis
is tγ vertex and since possible deviations of this vertex from the SM predictions would
reveal them in the kinematic distributions of the photon.

The signal selection is optimised to select events enriched with tt̄γ events where
photons are radiated off the top-quarks. Total number of tt̄γ candidates in the full 2012
dataset is found to be 3072, where 1256 of the total candidates are in electron channel
and 1816 in the muon channel. In order to evaluate the number of signal and background
events among these data candidates, various data driven and MC-based methods are de-
veloped. Modelling of the template that represents the signal events in the fit is performed
using MC simulation, since a statistically satisfying prompt photon sample with the signal
event topology is not possible to extract from data. Backgrounds with photons faked by
hadrons and by photons from hadrons, and backgrounds with photons fakes by electrons
are estimated from data. Backgrounds with prompt photons having minor contributions
are estimated using MC simulations while W+jets+γ and multi-jet+γ backgrounds esti-
mated from data by use of template fitting.

The fit result of the inclusive cross section measured for photons with a pT >15 GeV
and |η| <2.37 reads 71.4 ± 13.0 fb for the echannel and 70.0 ± 9.8 fb for the μ+jets
channel. The results are in agreement with the NLO SM predictions. The dominating
systematic uncertainty on the cross section is the modelling shape systematics assigned
to the template for the hadronic fake photons. The following dominating systematic
uncertainty is the systematics assigned to the variation of the fit function used for the
estimation of e → γ fake rates. The results for both pT and η differential measurements
are in agreement with the SM predictions within the uncertainties which can be interpreted
as indication of no evidence for new physics in the tγ vertex with the collisions at 8 TeV
and the analysed statistics.

The chances for observing possible deviations from the SM prediction will increase
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11. Summary and outlook

with the higher collision energy and higher statistics aimed in the future. These deviations
can be observed by adopting a model-independent effective field theory approach in which
any new model can be modelled by adding new higher-dimensional operators to the SM
Lagrangian [93].
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Appendix A
Monte Carlo samples

A.1 Baseline samples

DSID Description Matrix Element Parton Shower σ [pb] k-factor

117980 tt̄γ (scale mt) MADGRAPH PYTHIA 1.5779

117478 tt̄γ (scale 2mt) MADGRAPH PYTHIA 1.1907 1.9

117981 tt̄γ (scale 4mt) MADGRAPH PYTHIA 0.91973

Table A.1.: tt̄γ samples

DSID Description Matrix Element Parton Shower σ [pb] k-factor

110404 tt̄ POWHEG PYTHIA 114.47 1.1996

Table A.2.: tt̄ samples

DSID Description Matrix Element Parton Shower σ [pb] k-factor

110090 st (t-chan) POWHEG PYTHIA 17.520 1.0500

110091 st (t-chan) POWHEG PYTHIA 9.3932 1.0616

110140 st( Wt-chan) POWHEG PYTHIA 20.461 1.0933

Table A.3.: Single top samples

A.2 Samples for estimation of systematic uncertainties
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A.2. Samples for estimation of systematic uncertainties

DSID Description Matrix Element Parton Shower σ [pb] k-factor

107100 WW Np0 (lnulnu) ALPGEN HERWIG 2.4970 1.2307

07101 WW Np1 (lnulnu) ALPGEN HERWIG 1.2491 1.2307

107102 WW Np2 (lnulnu) ALPGEN HERWIG 0.59200 1.2307

107103 WW Np3 (lnulnu) ALPGEN HERWIG 0.32847 1.2307

107104 WZ Np0 (incl.ll) ALPGEN HERWIG 0.80162 1.2785

107105 WZ Np1 (incl.ll) ALPGEN HERWIG 0.52407 1.2785

107106 WZ Np2 (incl.ll) ALPGEN HERWIG 0.29484 1.2785

107107 WZ Np3 (incl.ll) ALPGEN HERWIG 0.18258 1.2785

107108 ZZ Np0 (incl.ll) ALPGEN HERWIG 0.60660 1.3718

107109 ZZ Np1 (incl.ll) ALPGEN HERWIG 0.28893 1.3718

107110 ZZ Np2 (incl.ll) ALPGEN HERWIG 0.11853 1.3718

107111 ZZ Np3 (incl.ll) ALPGEN HERWIG 0.056223 1.3718

Table A.4.: Diboson samples

DSID Description Generator σ [pb] k-factor

126856 τνγ SHERPA 162.96 1.

126739 eνγ SHERPA 162.88 1.

126742 νμγ SHERPA 162.89 1.

Table A.5.: W + jet+ γ samples

DSID Description Generator σ [pb] k-factor

126854 ττγ SHERPA 32.317 1.

145161 eeγ SHERPA 32.326 1.

145162 μμγ SHERPA 32.326 1.

Table A.6.: Z + jet+ γ samples

DSID Description Generator σ [pb] k-factor

167740 Weν (BFilter) SHERPA 140.34 1.1

167741 Weν (CJetFilterBVeto) SHERPA 537.84 1.1

167742 Weν (CJetVetoBVeto) SHERPA 10295.0 1.1

167743 Wμν (BFilter) SHERPA 140.39 1.1

167744 Wμν (CJetFilterBVeto) SHERPA 466.47 1.1

167745 Wμν (CJetVetoBVeto) SHERPA 10368.0 1.1

167746 Wτν (BFilter) SHERPA 140.34 1.1

167747 Wτν (CJetFilterBVeto) SHERPA 506.45 1.1

167748 Wτν (CJetVetoBVeto) SHERPA 10327.0 1.1

Table A.7.: W + jet samples
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A. Monte Carlo samples

DSID Description Generator σ [pb] k-factor

167749 Zee SHERPA 31.046 1.12

167750 Zee SHERPA 314.26 1.12

167751 Zee SHERPA 764.41 1.12

167752 Zμμ SHERPA 31.036 1.12

167753 Zμμ SHERPA 314.80 1.12

167754 Zμμ SHERPA 764.48 1.12

167755 Zττ SHERPA 31.008 1.12

167756 Zττ SHERPA 314.49 1.12

167757 Zττ SHERPA 764.57 1.12

185835 Zνν SHERPA

Table A.8.: Z + jet samples
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