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Abstract

A first measurement of the top quark pair charge asymmetry (AC) is presented in
top quark pair (tt̄) production in association with a photon (tt̄γ production), using
the data of ATLAS experiment with an integrated luminosity of 139 fb−1collected at
proton-proton collisions of

√
s = 13 TeV at the Large Hadron Collider at CERN. The

measurement is performed using the semileptonic tt̄ decay channel in fiducial phase
space at particle level using a profile likelihood unfolding method on the distribution
of the difference between the absolute rapidity of the two top quarks. The AC is
measured to be -0.003 ± 0.029, in agreement with the Standard Model prediction.
The measurement is expected to be more sensitive to potential new physics than
the same measurement in tt̄ production. However, currently, it is limited by the
available statistics and serves as a stepping stone for future analyses with more data.

Zusammenfassung

Es wird die erste Messung der Ladungsasymmetrie (AC) des Top-Quark Paares bei
der Top-Quark Paarproduktion (tt̄) in Verbindung mit einem Photon (tt̄γ-Produktion)
vorgestellt. Dabei werden die Daten des ATLAS Experiments mit einer integrierten
Luminosität von 139 fb−1verwendet, die bei Proton-Proton Kollisionen bei

√
s = 13

TeV am Large Hadron Collider am CERN gesammelt wurden. Die Messung er-
folgt unter Verwendung des semileptonischen tt̄ Zerfallskanals in einem definierten
Phasenraum auf Teilchenebene unter Verwendung der Profil Likelihood Entfaltungs-
methode auf der Verteilung der Differenz zwischen den Beträgen der Rapiditäten
der beiden Top-Quarks. Der gemessene AC-Wert beträgt -0,003 ± 0,029, was mit
der Vorhersage des Standardmodells übereinstimmt. Es wird erwartet, dass diese
Messung empfindlicher für potenzielle neue Physik ist als die gleiche Messung bei
der tt̄ Produktion. Derzeit ist sie jedoch durch die verfügbare Statistik limitiert und
dient als ausgangspunkt für künftige Analysen mit mehr Daten.
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CHAPTER 1

Introduction

What is everything made of? - the question that has always intrigued humankind.
The idea of the smallest element brought the concept of the atom and eventually the
elementary particles. The theoretical model that can describe elementary particles
most accurately today is known as the Standard Model (SM) of particle physics.

Although the SM is one of the most precise scientific theories built, confirming the
experimental data, it is still theoretically unsatisfactory as it cannot paint a complete
picture. For example, it does not include gravity as a force, does not account for
the estimated dark matter in the universe, cannot explain the matter-antimatter
asymmetry in the universe and more. Also, it cannot explain the meaning of the
quantum numbers (like electric charge, weak isospin, hypercharge and colour). It
contains 18 free parameters that are needed to be determined by experiments.

The possible way forward would be on one hand extending the SM to some other
models that could explain those questions and directly verify their existence by
experiments; on the other hand, making precise measurements that can test the SM
and its parameters and constrain the other models.

The forward-backward asymmetry is an observable (calculated from the angular
distributions of the final states of a process) that can be precisely measured at
particle collider experiments. It had been measured for several important processes
at electron-positron colliders like LEP or hadron colliders like Tevatron. From these
measurements, the precision of several SM parameters could be improved and some
beyond SM theories could be constrained.

At the Tevatron, the CDF and D0 experiments measured the forward-backward
asymmetry of the top quarks produced in top quark pair (tt̄) production from the
proton anti-proton (pp̄) collisions. The measured asymmetry was found to be in
tension with the SM theoretical prediction at that point in time (2011) and for several
years afterwards. This brought attention and motivation for the theory community

1



Chapter 1 Introduction

to work for more refined SM prediction. Eventually, predictions with higher orders
reduced the disagreement from the CDF and D0 combined experimental result to
be within 1.3 standard deviations of the measurement, although the experimentally
measured values in all of the measurements considered for the combination [1] are
consistently higher.

The same asymmetric effect in tt̄ production is further explored at the LHC.
However, because of the symmetric nature of the proton-proton collisions (pp) at
LHC, the forward-backward asymmetry cannot be measured. A different observable
called charge asymmetry is measured . The charge asymmetry has been measured
by the ATLAS and CMS experiments with data collected at several centre of mass
energies (7, 8 and 13 TeV) and found to be consistent with the SM. The latest
measurement by the ATLAS experiment could also reduce the uncertainty of the
measurement enough so that the value of charge asymmetry is found to be 4.7σ

away from the zero value, i.e. not symmetric - evidence (being above 4σ) of the
charge asymmetry is found [2].

However, the charge asymmetry in tt̄ production comes only from the quark-
initiated production and that is only 10% of these events at the LHC. The sensitivity
of the measurement to any potential new physics depends on this fraction. Hence, to
obtain a better sensitivity of the asymmetry, processes or phase spaces with a higher
fraction of quark-initiated production are investigated.

The production of top quark pair (tt̄) in association with a photon (tt̄γ production)
is one such process where the quark-initiated production fraction is much higher
(∼26%). Also, the principal asymmetric effect is expected to be present at the leading
order prediction, unlike the tt̄ production where only higher order corrections
introduce the asymmetry. Hence, a measurement of the top quark pair charge
asymmetry is performed for the tt̄γ production. The measurement is using the data
from the ATLAS experiment at the LHC at the centre of mass energy of 13 TeV [3].

This is not just the first such measurement, but also some features are new as
well in the analysis. This is the first measurement of the tt̄γ process where the top
quarks are reconstructed and used as an observable. The analysis is performed only
with the tt̄γ production process as the signal and is separated from the radiative
top decays (tt̄γ decay process, explained in Chapter 4.2) which has quite similar
signatures. This approach makes the asymmetry measurement more sensitive to the
underlying physics and also a potential cross-section measurement more sensitive
to the top-photon coupling.

In the following, the theory and the experiment are described in Chapters 2 and 3
respectively. The Monte Carlo based samples and their predictions are described in
Chapter 4. The definitions of the reconstructed physics objects are given in Chapter 5.
The event selection criteria are described in Chapter 6. All the uncertainties con-
sidered for the analysis are described in Chapter 7. The reconstruction of the top

2



quark pair is explained in Chapter 8. The discrimination of the signal from the back-
ground as well as all the physics observables are described in Chapter 10. Finally,
the analysis and the results can be found in Chapter 11 and concluded in Chapter 12.

3





CHAPTER 2

The theory of charge asymmetry

In this chapter, the theory and motivation of the measurement of the top quark
pair charge asymmetry in the tt̄γ production process are described. Firstly, a brief
introduction to the Standard Model of particle physics is described in Section 2.1. The
concept of asymmetry is introduced in Section 2.3. The asymmetry for tt̄ production
is discussed in Section 2.4. Finally, the theory behind the charge asymmetry in the
tt̄γ production process is described in Section 2.5.

2.1 The Standard Model

The Standard Model (SM) of particle physics [6] is a theoretical model that describes
the interactions between elementary particles. It consists of two types of particles
called fermions and bosons with different quantum numbers. The fermions are of
two further categories - leptons and quarks all with spin = 1

2 . All fermions have
their anti-particles that have the same properties but opposite electric charge (or
other additive quantum numbers). Both leptons and quarks have three generations

of particles, where higher generations are more massive.
For quarks, each generation has an up-type quark with charge = + 2

3 e (e is the
absolute value of the charge of the electron) and a down-type quark with charge =
− 1

3 e. They are called up (u) and down(d) quarks from the first generation, charm
(c) and strange (s) quarks from the second generation, and top (t) and bottom (b)
quarks from the third generation.

For leptons, each generation consists of an electrically charged lepton with charge
-e and a corresponding electrically neutral particle called neutrino: electron (e) and
electron neutrino (νe) from the first generation, muon (µ) and νµ from the second
generation, and tau (τ) and ντ from the third generation.

The interactions between fermions take place via gauge bosons of spin 1: photon

5
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(a)

Figure 2.1: The Standard Model of the elementary particles [4]. The mass values in the figure
are not updated, the latest values can be found in [5].

(γ) for the electromagnetic force, W± and Z boson for the weak force and gluons (g) for
the strong force. All electrically charged particles interact via photons, all fermions
interact via weak bosons and only quarks interact via gluons. The particles get
their mass through the spontaneous symmetry breaking of the electroweak gauge
symmetry [7–10] via the Higgs mechanism with the existence of a scalar particle
called Higgs boson of spin 0.

Among all of these elementary particles, the top quark has the highest mass. The
neutrinos are massless in the SM. Although from experimental evidence, neutrinos
should have non-zero mass. However, it can be negligible in the context of the subject
of this thesis. Among the bosons, the W and Z bosons are massive, while the photon
and gluons are massless. The Higgs boson also gets its mass via self-interaction.

A representation of all known elementary particles is shown in Figure 2.1. The
mass, electric charge and spin quantum number values are also shown in the figure.
The mass values in the figure are not updated with the latest values that can be
found in [5].
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2.2 Physics of the top quark

2.2 Physics of the top quark

The top quark is the heaviest particle in the SM with a mass of 172.69 ± 0.30 GeV [5].
Because of its heavy mass, it may couple preferentially with particles predicted in the
physics models beyond the Standard Model (BSM). Also, it has a very short decay
time (∼ 10−25 second) and unlike other quarks, it decays before its hadronisation
(explained in Chapter 4.1.1). Hence, it is the only quark that allows the studies of a
bare quark.

Top quarks were first discovered in 1995 from proton-antiproton collisions in
the Tevatron [11] collider. They are produced in abundance in the Large Hadron
Collider (LHC) [12] from proton-proton collisions and so it is called a top quark factory.
At these hadron colliders, the top quark production mainly happens as the pair
production of the top quark with its anti-particle anti-top quark, i.e. tt̄ production.
This process is primarily produced via gluons, mainly from gluon fusion (at LHC)
or quark pair annihilation (at Tevatron) as their Feynman diagrams are shown in
Figure 2.2 respectively. The fraction of the production mode changes with the energy
at the collision. The EW production qq̄ → γ∗/Z → tt̄ is negligible at the hadron
colliders.

g

g t̄

t

g

(a)

q

q̄ t̄

t

g

(b)

Figure 2.2: Example Feynman diagrams of the tt̄ production at the LO with (a) gluon-initiated
production (b) quark-initiated production.

Top quarks decay through weak interaction almost always to a W boson and a
bottom quark according to the SM. The W boson can decay either to a charged lepton
and neutrino, called leptonic decay; or to a pair of quarks (light quarks u/d/c/s are
most favourable), called hadronic decay. This leads to several decay channels for tt̄
production. The branching fraction of these channels depends on the decay modes
of both the W bosons coming from the top and anti-top quark. The quarks as the
decay products get hadronised and form jets. The branching fractions in terms of
the combination of the lepton flavour (e, µ or τ) and jets are shown in Figure 2.3(b).
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(a)

τ+τ   1%

τ+µ   2%

τ+e   
2%

µ+µ   1
%

µ+e  
 2%

e+e 
  1%

e+jets 15%

µ+jets 15%

τ+jets  15%

"alljets"  46%

"lepton+jets""dileptons"

Top Pair Branching Fractions

(b)

Figure 2.3: (a) The decay of a top quark with different possibilities of decay products (b) The
branching fraction of the decay channels of the tt̄ production process [13].

2.3 Asymmetry in particle colliders

In the context of this thesis, asymmetry means the asymmetry in angular distributions
of the final states in hadron colliders. However, the asymmetry can be defined start-
ing with an electron-positron collider experiment where for example the production
of muon pairs (µ+µ−) can be studied with great precision while the corresponding
theoretical calculations are simple.

Figure 2.4: The forward (F) and backward (B) regions defined in the context of the production
of muon (µ) pairs in electron-positron collisions (Taken from [14] Figure 16.7)

A schematic description of such a collision can be found in Figure 2.4, where a
collision of electron (e−) and positron (e+) as initial states are shown in the horizontal
axis. The final states µ+ and µ− are emitted opposite to each other, with µ− emitted
with an angle θ with respect to the direction of incident electron (e−). The forward
and backward regions are marked as F and B, using the ranges 0 < θ <

π
2 and

π
2 < θ < π respectively.

For the production of µ+µ− via a Z boson (i.e. e+e− → Z → µ+µ−) the differential

8



2.3 Asymmetry in particle colliders

cross-section (with respect to the solid angle Ω of µ−) at the leading order (LO)
approximation of quantum electrodynamics (QED) can be expressed in terms of the
angle θ as (From [14] Equation 16.25):

dσ

dΩ
∝ a(1 + cos2θ) + 2b cosθ (2.1)

where the coefficients a and b are related to the couplings of the Z boson to left-

handed and right-handed leptons. The handedness is defined in terms of the spin and
direction of motion of the particle [15].

The above expression (Equation 2.1) can be extended to the pair production of
any fermion pair instead of the muon pair production. It can be generalised that the
coefficient b would be zero if the couplings of the Z boson with left- and right-handed
fermions are equal.

For a better understanding of its physical relevance, the cross-sections in the
forward and backward regions can be calculated by integrating the differential
equation with their respective ranges:

σF ∝

∫ π
2

0

dσ

dΩ
dθ =

4
3

a + b (2.2)

σB ∝

∫ π

π
2

dσ

dΩ
dθ =

4
3

a − b (2.3)

This difference in the forward and backward region is calculated in terms of the
forward-backward asymmetry,

AFB =
σF − σB
σF + σB

=
3b

4a
=

NF − NB
NF + NB

(2.4)

From Equation 2.4, it can be understood that AFB is proportional to the coefficient
b. Therefore, in the case the couplings of the Z boson to the left- and right-handed
fermions are equal, b as well as the asymmetry AFB will be zero. This will produce
a symmetric production of the fermions in the forward and backward regions.
However, the differences in the couplings will lead to a non-zero asymmetry. If b
has a positive value, the negatively charged fermion will be produced more in the
forward region than the backward region, and preferentially more in the direction
of the incident electron (e−) because of the cosθ dependence of the differential
cross-section.
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2.3.1 Asymmetry at hadron colliders

The forward-backward asymmetry can also be defined similarly for the annihila-
tion of quarks and anti-quarks of the same flavour) at hadron colliders producing
fermions via the exchange of either a gluon, photon or Z boson. The exchange via
a Z boson is the Drell-Yan process and this is well-studied for charged lepton pair
final states at different particle collider experiments. However, the asymmetry for
the production of quark pairs produced (mainly via gluons) is difficult to study as
the quarks hadronise to form jets and loss the information of the charges of their
parent particles, which are needed to be distinguished. There had been efforts in the
past [16–18] to study the asymmetry for bottom quark pair production, by measuring
the charge of the jets. However, the easier and best available option is the production
of tt̄ with at least one of the top quark decaying with a charged lepton whose charge
corresponds to the charge of the top quark as shown in Figure 2.3(a).

2.3.2 Sensitivity to new physics phenomena

The asymmetry as a precisely measurable observable serves the purpose of testing
the validity of the SM and also BSM, as well as precisely determining fundamental
parameters e.g. the weak mixing angle θW , being related to the asymmetry in
e+e− → Z → µ+µ−. The same is also true for the tt̄ production process, by studying
which state-of-the-art theory predictions can be precisely tested in the experiments
and any deviations may indicate a possible existence of new physics.

The measurement of asymmetry in tt̄ production can be sensitive to the existence
of the hypothetical models with axigluon particles [19]. The exchange via an axigluon
instead of a gluon can give different couplings to the left- and right-handed quarks
(as well as between light quarks and top quarks) resulting in a different asymmetry
value than expected from the SM. A small fraction of events with axigluon exchange
along with the SM production may change the measured asymmetry, depending on
the particular model’s parameters. Also, interference of such models with the SM
can modify the asymmetry. There are several other BSM examples [1] that are also
relevant for the asymmetry measurements.

2.4 Asymmetry in tt̄ production

The dominant tt̄ production at the hadron colliders via gluon exchange does not
have the forward-backward asymmetry, it results in a symmetric angular distribu-
tion of the top quarks. However, this prediction assumes a simplified calculation
considering a LO approximation of QCD (quantum chromodynamics). Once the
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2.4 Asymmetry in tt̄ production

higher-order corrections are taken into account, some asymmetric contributions lead
to an overall non-zero asymmetry. For example, at the NLO QCD approximation,
the interference of initial- and final-state radiation, Figure 2.5 (a) and (b), as well as
the interference of the box diagrams with the born diagrams, Figure 2.5 (c) and (d),
contribute to negative and positive values of asymmetry respectively.
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Figure 2.5: Example Feynman diagrams of tt̄ production that contributes to the charge
asymmetry

The forward-backward asymmetry is measured with the CDF and D0 experiments
at the Tevatron collider in pp̄ collisions predominantly with quark-initiated produc-
tion and the direction of initial quarks being largely along the direction of initial
protons and anti-quarks for anti-protons. The asymmetry for the top and anti-top
quarks is defined in terms of the rapidity, y (defined in Chapter 3.2.1) distribution of
the top quarks of them in the laboratory frame as:

A
pp̄
FB =

N(y(t) > 0)− N(y(t) < 0)
N(y(t) > 0) + N(y(t) < 0)

, (2.5)

where N is the number of events in the corresponding region with the condition on
the rapidity. However, a better suitable observable is calculated in the tt̄ rest frame
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Chapter 2 The theory of charge asymmetry

as:

AFB =
N(∆y > 0)− N(∆y < 0)
N(∆y > 0) + N(∆y < 0)

, (2.6)

where ∆y = y(t)− y(t̄). The AFB is predicted from theory [20] at NNLO QCD+EW
accuracy to be 0.095 ± 0.007, and is consistent with its combined measurement at
Tevatron [21] 0.128 ± 0.025.

Similar asymmetric effects are also measured with the ATLAS and the CMS
experiments at the LHC with proton-proton collisions. Since the tt̄ production at
the LHC is dominated by gluon-initiated production, the asymmetric effects are
suppressed as only quark-initiated production contributes to the asymmetry and
hence gives an overall less value as a result. Besides this, at the LHC the initial quarks
are mainly valence quarks and the anti-quarks are the sea quarks of the colliding
protons. Since valence quarks have on average a larger momentum fraction than sea
quarks, this leads to a larger longitudinal momentum for the initial quark than the
anti-quark on average. Due to the absence of a fixed direction of the initial quark,
in the presence of a positive valued forward-backward asymmetry, the top quarks
would be produced more in the forward and backward regions than the central
region, while the anti-top would be more centrally produced. This gets reversed for a
negatively valued asymmetry. Because of this reason, a central-forward asymmetry

is measured at the LHC and it is simply referred to as charge asymmetry AC and
defined as:

AC =
N(∆|y| > 0)− N(∆|y| < 0)
N(∆|y| > 0) + N(∆|y| < 0)

(2.7)

where ∆|y| = |y(t)| − |y(t̄)|.
The latest measurement of AC by the ATLAS experiment [2] for tt̄ production is

0.0068 ± 0.0015. As explained earlier, the asymmetric effects are present only via
quark-initiated production and the fraction of such events is small in tt̄ production
(∼10%). The sensitivity of the asymmetry measurements to potential new physics
(e.g. axigluons) contributions could be improved by increasing this fraction. There
are two approaches to achieving this.

• By looking at the phase space with higher values of the invariant mass of the tt̄
system mtt̄ or a longitudinally boosted tt̄ system increases this fraction.

• The associated production of tt̄ with either of γ [22, 23] or W± [24] have a higher
fraction of quark-initiated production and also the dominant asymmetric con-
tributions are expected to be present from their leading order approximations.
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2.5 Charge asymmetry in tt̄γ production

2.5 Charge asymmetry in tt̄γ production

The tt̄γ production is a relatively rare process in the SM compared to the tt̄ produc-
tion. This is the dominant production mode (compared to single top production) of
top quarks along with a photon,i.e. with a top-photon coupling. The evidence of
the tt̄γ process was found by the CDF experiment [25] in 2011 and was discovered
by ATLAS [26] in 2015. Since then the cross-section of the events containing tt̄γ
production has been measured by the ATLAS and the CMS experiments [27–30] at√

s = 7, 8 and 13 TeV.
This process gives the window to directly study the electric charge of the top quark.

By measuring its cross-section, any deviation from the SM would indicate a different
value of the top quark charge or the existence of anomalous dipole moments. Some
example Feynman diagrams of the quark-initiated tt̄γ production are shown in
Figure 2.6. The cross-section measurements were performed for the tt̄γ production
including the radiative top decays (tt̄γ decay process, explained in Chapter 4.2).
However, for this thesis, the analysis is performed only for the tt̄γ production to
make the measurement more sensitive to the underlying physics.
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t

γ

g

t̄

(b)

Figure 2.6: Example Feynman diagrams of tt̄γ production contributing to the charge asym-
metry.

Effects of higher fraction of quark-initiated production ∼ 26% in tt̄γ production,
compared to ∼ 10% in tt̄ production [5], enhances the asymmetric contributions.
Similar to tt̄ production the asymmetric interference contributions considering the
NLO QCD approximation are also present in tt̄γ production with a positive asym-
metry value. Additionally, the interference of the diagrams of initial and final state
photons as shown in Figure 2.6(a) Figure 2.6(b) respectively contributes to a larger (in
absolute value) negative asymmetry. The interference arising from higher-order EW
corrections is also expected to contribute to the asymmetry [31]. By considering all of
the SM contributions, an overall negative asymmetry is expected for tt̄γ production.

Therefore, a first measurement of the AC is performed for the tt̄γ production
process. For this measurement, the single-lepton decay channel of tt̄ pair (i.e. the
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Chapter 2 The theory of charge asymmetry

e+jets and µ+jets channels, as in Figure 2.3(b)) are used. This is the most suitable
channel for this analysis considering the requirement of charged leptons for easily
determining the sign of the top quark charge in the final state and also has the largest
branching fraction.

The charge asymmetry (AC) measurement [3] is performed by first reconstructing
the two top quarks together with reconstructed objects from the detector. After
following the chain of the analysis, the distributions of the difference of the absolute
rapidity of the reconstructed top quarks (|y(t)| − |y(t̄)|) are unfolded in a particle
level fiducial region (defined in Chapter 4.1.1 and Chapter 4.5) to extract the charge
asymmetry using a profile likelihood unfolding method.

14



CHAPTER 3

The LHC and the ATLAS Experiment

The tt̄γ production events are generated by colliding protons at a very high centre
of mass energy. Such an experiment obviously cannot be done on a tabletop, but
rather needs an accelerator with high-energy proton beams and the particles emitted
from the collision are needed to be captured and recorded in an efficient manner
to be analysed later. This is done with the ATLAS (A Toroidal LHC ApparatuS)
experiment [32] at the Large Hadron Collider (LHC) [33] located at CERN near
Geneva, Switzerland.

Figure 3.1: Overall view of the LHC. View of the 4 LHC detectors: ALICE, ATLAS, CMS and
LHCb near Geneva, Switzerland [34]

The LHC is a particle accelerator that collides hadrons, i.e. not only protons but
also heavy ions. It is installed in an underground ring with a circumference of
around 27 km below the earth’s surface. There are two beams in the ring that carries
protons (for proton-proton collisions) and collide them at four of their intersection
points where four different experiments are located to capture these collision events.
ATLAS is one of these experiments, among the others: ALICE, CMS and LHCb.
They are shown in a schematic view in Figure 3.1.
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Chapter 3 The LHC and the ATLAS Experiment

The LHC is designed to collide protons up to a centre of mass energy (
√

s) of 14
TeV. It has been operated at

√
s = 7, 8 TeV as Run 1 during 2010-2012 and at 13 TeV as

Run 2 during 2015-2018. Currently, it is being run at 13.6 TeV as Run 3. In the future,
it is planned to run with much higher luminosity with some upgrade, referred to
as HL-LHC run. The analysis in this thesis has been performed only with the Run 2
data.

3.1 Luminosity and pileup

The instantaneous luminosity from the proton beams determine the rate of the col-
lisions of the physics processes and the number of total events depends on the
luminosity integrated over the time of the operations, i.e. integrated luminosity. The
primary luminosity measurement is performed using the LUCID-2 detector located
around the LHC beam pipe on either side of the ATLAS detector.

During the Run 2 operation, an integrated luminosity of 156 fb−1was delivered
by LHC1, of which ATLAS recorded 147 fb−1. The data used in this analysis is
considered only from those data-taking periods, where the ATLAS detector was
fully operational and the recorded data satisfy quality criteria. This corresponds to
an integrated luminosity of 138.97 fb−1 for the full Run 2 period. The uncertainty
in the combined 2015–2018 integrated luminosity is ±1.7 % [35]. The collected data
luminosity by each year is summarised in Table 3.1. The cumulative luminosity
versus the time of operation is shown in Figure 3.2(a).

Table 3.1: Summary of data luminosity in the years between 2015 and 2018

Year Integrated Luminosity [fb−1]
2015 3.2
2016 33.0
2017 44.3
2018 58.5
Total 139 ± 1.7%

The protons are accelerated in bunches. Collisions between bunches occur every
25 ns. The high luminosity of data produced by LHC also has the drawback of having
a large number of proton-proton interactions per bunch crossing. The mean number
of interactions per crossing µ is shown in Figure 3.2(b) during Run 2. In the case of
multiple interactions, the interactions coincident with the interest of physics interest
are referred to as in-time pileup. In order to isolate the physics-relevant interaction,

1 fb is femto-barn = 10−43m2
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Figure 3.2: (a) Total Integrated Luminosity and Data Quality in 2015-2018: Cumulative
luminosity versus time delivered to ATLAS (green), recorded by ATLAS (yellow), and
certified to be good quality data (blue) during stable beams for pp collisions at 13 TeV
centre-of-mass energy in 2015-2018. (b) Number of Interactions per Crossing: Shown is the
luminosity-weighted distribution of the mean number of interactions per crossing for 2015 –
2018 pp collision data at 13 TeV centre-of-mass energy [36].

the interaction vertices are determined along with their associated particles. There
can also be overlapping detector signals from interactions from adjacent bunches,
this is called out-of-time pileup.

3.2 The ATLAS experiment

ATLAS is one of the two (the other one being CMS) general-purpose detectors at
LHC. It is designed to study a large range of physics related to the Standard Model
and beyond. A schematic cut-away view of the detector is shown in Figure 3.3.

The ATLAS detector is made with a concentric cylindrical geometry (barrel) that
consists of several sub-detectors that surround the beam pipe symmetrically in
concentric layers with the interaction point at the centre. The two outer ends (endcap)
also consist of layers of sub-detectors. This covers almost the full solid angle of 4π

from the interaction point.

3.2.1 Co-ordinate system

Naturally, a cylindrical coordinate system is used with a nominal interaction point
as the origin and the beam direction as the z-axis. The x-y plane is transverse to the
beam direction (z), with the corresponding azimuthal angle φ. The polar angle θ is
the angle from the z-axis.
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Chapter 3 The LHC and the ATLAS Experiment

Figure 3.3: Cut-away view of the ATLAS detector [34]

A Lorentz invariant angular observable called rapidity (y) of a particle with energy
E and momentum ~p (pz along the z-axis) is defined as:

y =
1
2

ln(
E + pz

E − pz
) (3.1)

Another closely related (can be derived from rapidity in the limit of E≈|~p|) ob-
servable called pseudorapidity (η) of a particle can be expressed in terms of its θ

as:
η = −ln[tan(θ/2)] (3.2)

Figure 3.4: The relation between the pseudorapidity η and the polar angle θ [37]

This relation can be visualised in Figure 3.4. The angular distance between
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3.2 The ATLAS experiment

particles (i and j) are measured in the η-φ plane as

∆R(i, j) =
√

(ηi − ηj)
2 + (φi − φj)

2 (3.3)

where ηi, ηj, φi, φj are the pseudorapidity and the azimuthal angle of the particles i
and j.

3.2.2 Detector sub-systems

Inner Detector

The sub-detector closest to the interaction point is called Inner Detector (ID) which
reconstructs particle trajectories or tracks. This tracking system is enclosed inside a
solenoidal magnetic field of 2 T that helps to bend the charged particle tracks. The
tracks are measured precisely to get a high resolution of charged particles. The ID
consists of three layers arranged radially outwards: pixel detector, semiconductor
tracker and transition radiation tracker. The pixel detector, closest to the interaction
point is made of high-granularity silicon detectors that help to reconstruct the
position of the interaction vertices and to discriminate the primary vertex from the
secondary vertices. The ID covers the region op to |η| < 2.5.

Figure 3.5: Sketch of the lateral and longitudinal segmentation of the ATLAS electromagnetic
calorimeter around η=0 [38]
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Calorimeter system

The ID is surrounded by the calorimeter system. This is divided into two sections:
the electromagnetic (EM) calorimeter and the hadronic calorimeter. The hadronic
calorimeter surrounds the EM calorimeter from its outer layer. The EM calorimeter
provides a good measurement by containing the EM showers. The hadronic showers
are measured by both the EM and hadronic calorimeter. The calorimeters cover the
region up to |η| < 3.2 while there is a separate forward calorimeter in the region
3.1 < |η| < 4.9. The EM calorimeter consists of 3 different concentric layers along
with a pre-sampler (PS) layer at the front, each with their corresponding number of
segmentation or cells. The first layer with fine granularity in η helps with accurate
position measurement of electron and photon especially over the η region also
covered by the ID (|η| < 2.5). The first and second layers together are best utilised
for determining the direction of the particles. The energy of the shower is mostly
contained in the second layer with a tail in the third layer. In Figure 3.5, the various
layers of the EM calorimeter are shown along with the segmentations of the cells.

Muon detector

The outermost layer of the ATLAS detector is a muon spectrometer (MS) along
with toroid magnets that surrounds the hadronic calorimeter. This provides the
reconstructed tracks of muons. Muons pass the ID and the calorimeters without
being absorbed and hence is measured by the MS. There are three layers of muon
chambers. The system of toroid magnets is placed after the first inner layer of
muon chambers. The toroid magnets consist of one barrel and two endcap toroids.
These provide a magnetic field only to bend the muon tracks so that they can be
precisely measured at high rapidity (outside the scope of the solenoidal magnet) by
the muon chambers. The muons are reconstructed using either the ID or MS or in a
combination with them. The muon chambers also trigger events containing muon
candidates up to the range of |η| < 2.4.

3.2.3 The trigger system

Even though the collision rate at the interaction point is very high at 40 MHz, only a
tiny part of that is interesting for physics analyses. The proton-proton cross-section is
on the order of 1011 pb [39], while the expected cross-section of the tt̄γ production is
around 2 pb. To make an efficient analysis by finding interesting events with limited
storage of data, a trigger system is used that rejects a large part of the unwanted
events and reduces the event rate from 40 MHz to 1 kHz.

The trigger system has two levels: a hardware-based trigger called first level
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3.2 The ATLAS experiment

trigger or L1 and a software-based trigger called high-level trigger or HLT. The L1
trigger makes its decision quickly based on the information from the calorimeter
system and muon detector reducing the event rate to 100 kHz. For such events, a
region of interest (ROI) is built with the triggering objects identified and provided for
the HLT to decide. The HLT uses algorithms for decision-making while narrowing
down the event rate to 1 kHz. Only single-electron and single-muon triggers are
used in the analysis.
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CHAPTER 4

Description of the Monte Carlo based

predictions

4.1 Monte Carlo simulated samples

All kinematic distributions needed for both the signal and background processes
are simulated by Monte Carlo (MC) event generators. The event selection criteria
and the optimisation of the analysis strategy are made based on these MC samples.
The MC samples are also used to estimate the experimental and modelling-related
systematic uncertainties. All MC samples are normalised to the most accurate
theoretical prediction available of the corresponding process cross-section.

4.1.1 Event simulation

The physics processes in the pp collisions are complex. The resulting final states
exhibit multi-dimensional kinematic features. These are propagated through various
stages of physics evolution and eventually material interactions with the detector to
be finally detected as electrical signals. It brings a challenging task to simulate the
processes overall. These stages of the simulation procedure starting from the hard
scattering of the process. They are explained in the following:

1. Hard Scattering

The physics processes at the core of the pp collisions involve large momentum
transfers, referred to as the hard scattering. The matrix elements (ME) of the physics
processes including all possible Feynman diagrams at a fixed order are taken into
account to formulate a factorised multi-dimensional integration for the computation

23



Chapter 4 Description of the Monte Carlo based predictions

of the cross-section of the process in terms of various kinematic features of the
final state particles. The initial state parton density functions (PDFs) are taken into
account. The cross-section thus depends on the choice of the PDF as well as the scale
of the factorisation (µF) and renormalisation (µR). The final state after this step is
usually mentioned as the parton level in the following.

2. Parton Showering

The hard scattering describes the final state particles only with a fixed order approx-
imation. The higher order effects are further approximated using a parton shower

algorithm. The parton level final states, e.g. quarks and gluons are coloured and they
radiate gluons initiating more radiations. The charged lepton final states can also
similarly radiate photons. The parton shower algorithm simulates this evolution of
the final state objects.

3. Hadronisation

The radiated quarks and gluons from the parton shower are coloured. So eventually
they combine collectively in a colour-connected fashion to be confined and form
colourless hadrons. The unstable hadrons decay into more stable hadrons. The
hadronisation models simulate this step and they are largely independent for a
given coloured system from the previous steps. The objects after this step are
regarded as particles that are relevant for detectors and so this stage is referred to as
the particle level.

4. Underlying Events and Pile-up

This is an additional corrective step in the simulation procedure. There are remnant
coloured objects in the previous steps and they can further interact and evolve to
create more final state particles. These are called underlying events and they are very
important to simulate for a correct estimation of the physics process. The pileup as
explained in Chapter 3.1, is also simulated for the MC.

5. Detector Simulation

The particle level events are finally simulated as an evolution interacting with the
ATLAS detector components. This is done with Geant4 [40] software framework.
The detector components are modelled in great detail with their shape, material
and position. Since this step takes a long time, some of the simulated background
samples are simulated using a fast simulation (called ATLFASTII [41]) approach
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4.1 Monte Carlo simulated samples

using machine learning that mimics the Geant4 like output but at a much faster
speed.

From the resulting simulated detector signals the interesting physics objects are re-
constructed using the ATLAS reconstruction software [42] as described in Chapter 5.

4.1.2 Simulation of signal process

Production of the tt̄γ process is simulated with MADGRAPH5_AMC@NLO 2.7.3 [43]
as a 2 → 3 process (Feynman diagrams shown in Chapter 2) from pp collisions at
NLO QCD. The ME calculation employed the NNPDF3.0NLO set of PDFs [44]. The
renormalisation (µR) and factorisation (µF) scales are dynamic and correspond to
half of HT, the sum over transverse masses of all final-state particles:

µR = µF =
HT

2
, HT = ∑

f

√

m2
f + p2

T, f , (4.1)

where f runs over all final-state particles, and m f and pT, f are the rest mass and the
transverse momentum of particle f , respectively. Top quarks were decayed at LO
using MADSPIN [45, 46] to preserve spin correlations. To avoid infrared and collinear
singularities due to the photon radiation, kinematic selections are applied on the
ME level. Final state leptons and quarks are required to have a minimum transverse
momentum of 20 GeV and 1 GeV respectively. Final state photons are required to
have a minimum transverse momentum of 15 GeV and be isolated according to a
smooth-cone isolation (Frixione Isolation [47]) criterion. The cross-section with the
above mentioned selection criteria applied at the ME level is 1.57 pb.

The event generation is interfaced to PYTHIA 8.240 [48] using the NNPDF2.3LO
PDF set to model parton shower, hadronisation, fragmentation and underlying event.
The decays of bottom and charm hadrons were simulated using the EVTGEN 1.6.0
program [49].

4.1.3 Simulation of background processes

tt̄ production with a photon from other sources

The production of tt̄ is one of the largest background processes (around 44% of all
background events) showing quite similar signatures as the signal tt̄γ production.
The production of tt̄ with a photon radiated from one of the on-shell top quark or
its decay products is called tt̄γ decay as shown in Figure 4.1. This is simulated
with MADGRAPH5_AMC@NLO 2.7.3 as 2 → 2 LO tt̄ production followed by the
decay of top quarks at LO where either of the top quarks decays with a photon.
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The NNPDF3.0NLO set of PDFs is used in the ME calculation. The renormalisation
and factorisation scales are set to HT/2 (Equation 4.1). The kinematic and isolation
criteria at ME are the same as of tt̄γ production. Since the sample is only available
at LO, an inclusive k-factor of 1.5 is used with the LO inclusive cross-section of
2.26 pb to normalise to NLO QCD. This k-factor was derived by comparing the
normalisation of the sum of the NLO tt̄γ production sample and the NLO normalised
(with k) LO tt̄γ decay sample with the theory prediction of [23]. The parton shower
and hadronisation models are the same as that of tt̄γ production.
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g

g
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t
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ν̄l/q̄′

γ

b
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Figure 4.1: Feynman diagrams of tt̄ production with a photon radiating from one of the top
decays where (a) the production stage is actually tt̄ production, and (b) one of the top quark
radiates a photon while decaying

tt̄ production in hard scattering can also have reconstructed photons mainly
from electron or hadronic sources misidentified as photons. For this, only the tt̄
production process is simulated on ME level at NLO QCD using POWHEG-BOX-
V2 [50–52]. The ME calculation uses the NNPDF3.0NLO PDF set, with the top-quark
mass fixed to 172.5 GeV. The internal parameter hdamp to control the probability
for gluon emission is set to 1.5 times the top-quark mass. By applying a k-factor,
the events are normalised to a cross-section value calculated with the TOP++2.0
programme at NNLO QCD, including soft-gluon resummation to NNLL (see [53]
and references therein), again assuming a top-quark mass of 172.5 GeV. The resulting
cross-section for tt̄ production at

√
s = 13 TeV is σtt̄ = 831 pb. The parton shower

and hadronisation models are the same as that of tt̄γ production.
Further, since it is well known that tt̄ production also has asymmetric effects at

NLO QCD, this is taken into account to further correct the tt̄γ decay LO MC as
described in Chapter 9.5. The tt̄ production MC also does not have exactly the same
asymmetric value as predicted in the theory at the higher order. To account for this
effect systematically the final distributions used for these processes are reweighted
according to the corresponding truth top quarks with the tt̄ charge asymmetry of
0.0064 that was calculated at NNLO QCD + NLO EW accuracy [20].
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Single top quark + γ production

Single top quark production in association with a photon is one of the rare processes
that appear as a background to the tt̄γ production process. There are 3 different
channels of production mode (s, t and tW) and for each of them, the photon can be
produced both at the production or the decay of the top quark. They are generated
separately for top-quark and anti-top-quark production.

The s and t channel production modes are simulated at ME level without a photon
at NLO QCD with POWHEG-BOX and the NNPDF2.3LO PDF set. The sample
cross-sections are normalised to NNLO precision using k-factors [54–56]. The parton
shower and hadronisation models are the same as that of tt̄γ production. The photon
is expected to be modelled by the parton shower.

The tW channel production is done with separate generation for a photon from
production and decay (tWγ) using MADGRAPH5_AMC@NLO 2.7.3 at LO QCD. The
renormalisation and factorisation scales are set at HT/2 (Equation 4.1).The parton
shower and hadronisation models are the same as that of tt̄γ production. Since
this process is not expected to show any asymmetry between the reconstructed top
quarks (Chapter 8), the NLO QCD of tWγ process is not vital for the analysis. A
large normalisation uncertainty is still taken into account in the fit (Chapter 11) due
to a lack of knowledge of its cross-section.

Another tW channel sample without a photon is also produced to mainly account
for the tW production process with possible fake photons. This is simulated at
ME level at NLO QCD using POWHEG-BOX-V2 with the NNPDF3.0NLO PDF set,
with the top-quark mass fixed to 172.5 GeV and the hdamp parameter is set to 1.5
times the top-quark mass. The parton shower and hadronisation models are the
same as that of tt̄γ production. By considering the NLO QCD, the tW process has
interference with the tt̄ process, the interfered diagrams are removed using the
Diagram Removal [57] method for this sample.

W,Z + γ + jets

Events with Wγ and Zγ final states with additional jets are simulated with SHERPA

2.2.8 [58, 59] at NLO QCD using the NNPDF3.0NNLO PDF set. The simulation
with SHERPA includes all steps of the event generation, from the hard process to the
observable particles. All samples are matched and merged to the SHERPA-internal
parton showering based on Catani-Seymour dipoles [60, 61] using the MEPS@NLO
prescription [62–64]. Virtual corrections at NLO QCD in the ME are provided by the
OpenLoops library [65, 66].

Additionally, events with W and Z bosons without photons (in hard-scattering)
in association with additional jets are also generated to account for the possible
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events with fake reconstructed photons. These samples are simulated with SHERPA

2.2.1 at NLO QCD. The simulation uses NNPDF3.0NLO PDF set. The samples are
normalised to the cross-section at NNLO QCD [67]. The events with additional
prompt photons are simulated with the parton shower and only counted after the
overlap removal with the corresponding W, Z + γ + jets samples.

WW,WZ,ZZ + γ

Events with two vector bosons, that is WW, WZ and ZZ (without photon at hard scat-
tering) are very rare processes acting as backgrounds. These samples are generated
with SHERPA versions 2.2.2 (purely leptonic decays) and 2.2.1 (for all other decays)
at LO QCD with the NNPDF3.0NNLO PDF set. The samples are normalised to NLO
QCD cross-sections [68]. The photons are simulated using the parton shower.

tt̄ + W,Z + γ

Events with a tt̄ pair with an associated W or Z boson (without photon at hard
scattering) (tt̄V) are very rare processes acting as backgrounds. These samples are
simulated at NLO QCD with MADGRAPH5_aMC@NLO using the NNPDF3.0NLO
PDF set. The photon is expected to be modelled by the parton shower. The samples
are normalised to NLO QCD + NLO EW theoretical estimation [69]. The parton
shower and hadronisation models are the same as that of tt̄γ production.

4.2 Check of orthogonality between tt̄γ production and

tt̄γ decay

The signature of the two processes: tt̄γ production (the signal) and tt̄γ decay (one of
the backgrounds) are quite similar in their final states. This can raise doubt about
the modelling of the two processes at the ME level.

The orthogonality of the two samples from each other is checked, based on the
origin of the photon from their truth particle history records in the Monte Carlo
events. This is not a very accurate estimate as certain modes may have interference
between themselves. However, from the theory, the two processes are not known to
be interfering with each other.

The events are categorised in 12 modes, other than the undefined ones:

• <=0: undefined

• 1,2,9,10: photon from production vertex or initial quark radiation or off-shell
top quark
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4.2 Check of orthogonality between tt̄γ production and tt̄γ decay

• 3-6,11,12: photon from on-shell top quark or its decay products

Further, category 1-6 refers to the single lepton decay channel and 9-12 to the dilepton
channel. The categorisation of the two MC samples is shown in Figure 4.2. It can
be clearly understood that the two samples have photon origins orthogonal to each
other and are not overlapping.

The difference between the two samples relies on the fact that the photon in the
tt̄γ production sample is generated at the production stage or from an off-shell top
quark, while in the tt̄γ decay sample, it is generated as radiation at the decay stage
from of an on-shell top quark or its decay products. The modelling of both samples
uses a small width of the top quark while decaying. In theoretical calculations [23], a
narrow-width approximation is used for the same. However, for a sample generated
with a large width of the top quark, the definition of on-shell-ness would change and
hence also the cross-section of the tt̄γ decay sample that could modify the fractions
of the different modes as shown in the Figure 4.2. Still, the orthogonality would
hold.
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Figure 4.2: Check of orthogonality between tt̄γ production and tt̄γ decay processes
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Chapter 4 Description of the Monte Carlo based predictions

4.3 Removal of overlapping events

For all of the simulated samples described above where the photon is generated at
the ME level (Xγ), events outside the kinematic requirements are missed. To account
for the missing events the corresponding sample where the photon is generated by
the parton shower (X) is considered. This causes a large overlap region between the
Xγ and X sample. So the overlap removal procedure is applied to all such samples
as follows.

• All events from the Xγ samples are selected since the photon radiation simu-
lated on the ME level comes with higher accuracy than the radiation accounted
for in the showering algorithm. Also, the Xγ samples have a larger number of
events for the overlapped phase space.

• Events from the X samples if they overlap with the Xγ simulation are removed.

The overlap removal selection criteria are applied based on the truth origin particle
of the photon: γ

orig
truth and truth leptons. The following requirements are applied:

pT(γ
orig
truth) > 15 GeV and ∆R(ℓ, γ

orig
truth) > 0.2, where γ

orig
truth should be a photon and

the leptons (ℓ) refer to any leptons at the truth level.
The events are considered to be in the overlap region if the above criteria are

satisfied. Events from X samples, for example, tt̄, W+jets and Z+jets are vetoed if
they fall into the overlap region. This overlap region is large and the fraction of
events that are kept (the non-overlap region) corresponds only to about 5.6%, 3%,
and 3% for the tt̄, W+jets and Z+jets processes, respectively, of the total number of
selected events after following the event selection described in Chapter 6.2.

4.4 Categorisation of photons and grouping of

processes

The photon or electron generated only at the ME level are of physics interest. These
are called prompt objects. However, there can be reconstructed photon or electron
objects that are generated from other sources or there are other objects that are
misidentified as electrons or photons. These are called fake objects. The origin of the
objects is found in their truth particle history records in the Monte Carlo events of
the corresponding process. The fake photons are of two types:

• Electron Fake (e-fake): an electron which fakes a photon signature in the
detector. It is denoted as e-fake γ in the following. The truth origin particle of
the fake photon should either have a PDG ID of an electron or a photon. In the
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4.5 Definition of fiducial region at the particle level

case of a photon origin, there should be a truth electron within ∆R(γ
orig
truth, etruth)

= 0.1

• Hadron Fake (h-fake): Non-prompt photons originating from hadrons (e.g.
π0 → γγ decays) or hadronic energy depositions in the calorimeter mimick-
ing/faking as photon signatures. It is denoted as h-fake γ in the following.

The photon candidates with none of the above two truth origin descriptions are
considered as prompt photon. The estimations of the fake photons in data and
comparison with the MC estimations are described in Chapter 9 in detail.

4.4.1 Grouping of processes

For the convenience of the analysis, the signal and background processes are grouped
according to a category of the photon origin, i.e., prompt or fake photon, and also by
merging the small backgrounds. The grouping of all the processes is described in
Table 4.1.

Table 4.1: The grouping of processes

Groups Processes

Prompt γ from
tt̄γ production tt̄γ production
tt̄γ decay tt̄ +γ from other sources
Prompt γ W,Z + γ + jets

single top quark +γ [s,t,tW channels]
WW,WZ,ZZ + γ
tt̄ + W,Z + γ

h-fake photon γ Hadron fake γ from all processes

e-fake photon γ Electron fake γ from all processes

4.5 Definition of fiducial region at the particle level

The particle level (Section 4.1.1) definitions of objects are used to define a fiducial

region where the measurement of the charge asymmetry is extracted. This is neces-
sary to obtain a measurement where the effects of the ATLAS detector are removed
so that it can be easily compared with other experiments or theoretical predictions.
This fiducial region at the particle level is used in the unfolding of the measurement
described in Chapter 11.

The event selection is performed with the particle level objects and the selection
criteria are similar to the ones at the reconstruction level described in Chapter 6
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Chapter 4 Description of the Monte Carlo based predictions

Table 6.2. The events are required to have either one electron or one muon with pT
>25 GeV and |η|<2.5, one photon with pT >20 GeV and |η|<2.37, at least four jets
with pT >25 GeV and |η|<2.5 and at least one of the jets with B-hadron. The charge
asymmetry AC calculated for the signal MC is -0.014 ± 0.001 (scale uncertainty) in
this region.
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CHAPTER 5

Reconstruction of physics objects

In a particle collision event at the ATLAS experiment, different particles are produced
at the point of collision and are detected by the various sub-detector components.
These physics objects are identified from the detector’s electronic signals and their
kinematics are determined using reconstruction algorithms. Their kinematic proper-
ties are further used to select the physics processes of interest. Thus, for a precise
measurement the expected physics objects are necessary to be well reconstructed.
The reconstruction of the photon (γ), charged lepton (ℓ) i.e, electron (e) and muon
(µ)1, jet (j) including flavour tagging, missing transverse energy (Emiss

T ) are briefly
discussed in this chapter.

5.1 Primary vertex

Primary vertices are the proton-proton interaction points. They are determined from
the charged particle tracks reconstructed via the Inner Detector hits. The tracks are
required to be spatially compatible with the interaction region, i.e., small transverse
impact parameter. Each event can contain multiple primary vertex candidates. The
number of vertices increases with higher pileup. The hard-scatter primary vertex is
chosen to be the one with at least two associated tracks and the highest ∑ p2

T, where
the sum extends over all tracks with pT > 400 MeV matched to the vertex. The other
primary vertex candidates are considered pileup.

1 Tau (τ) lepton reconstruction is not done separately and the leptonic decay of Tau leptons to e or µ
are considered as part of the corresponding process.

33



Chapter 5 Reconstruction of physics objects

5.2 Photon and electron

Disclaimer: The combination of the photon identification efficiencies is the main
contribution of the author in this Chapter and hence the content is written intending
to provide a pretext for explaining the Section 5.2.2

Electrons and photons are reconstructed from the energy deposited in calori-
meter cells (Figure 3.5) using a dynamical topological cell clustering algorithm [38].
The variable-sized topological clusters can include the low-energy bremsstrahlung

photons clusters (satellite) with the electron cluster (seed) to form a supercluster. The
clustering algorithm uses the individual cell energy significance, i.e, absolute cell
energy over the cell noise (electronic and pileup noise) to create the clusters. The
satellite clusters are accepted in the supercluster only if it falls within a window of
∆η × ∆φ = 0.075 × 0.125 (3 × 5 calorimeter cells) around the seed cluster barycenter.
Since both hadronic and electromagnetic calorimeter cells are used in the algorithm,
only the clusters with electromagnetic (EM) energy fraction above 0.5 and the EM
energy above 400 MeV are considered for the algorithm to reject pileup.

The reconstruction of electrons and photons also relies on tracking information.
The matching of reconstructed tracks to the calorimeter clusters is needed in identi-
fying the object:

• electron: supercluster (with ET > 1 GeV) matched with track with at least 4
hits in the Inner Detector

• converted photon: topoclusters associated with a secondary conversion vertex
(γ → e+e− in the Inner Detector) with loosely matched tracks

• uncoverted photon: supercluster (with ET > 1.5 GeV) that cannot be associated
to any track or vertex

The energy scale of the calorimeter cells is calibrated depending on their detector
geometry using the reconstructed Z mass in Z → e+e− decays. Additionally, they are
validated with J/ψ → e+e− and radiative Z boson decays for electron and photon
respectively.

For the physics analysis, the electron and photon candidates are further required
to pass more stringent requirements, to be identified as the prompt objects that can
come only from the hard scatter and not from hadron decays.

5.2.1 Photon identification

A set of quantities in the EM calorimeter characterising the shape of the shower de-
velopment are used in the optimisation of the photon identification. These are called
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5.2 Photon and electron

shower shape variables. Two reference sets of selection criteria labelled as loose and tight

are defined with increasing background rejection power. The loose selection uses a
set of optimised cuts with few of the shower shape variables that take into account
the leakage to the hadronic calorimeter and the backward layers (layer-2 and layer-3
as mentioned in Chapter 3) of the EM calorimeter. The tight selection additionally
uses the shower shape variables from the front layer of the EM calorimeter that
has fine granularity. The shower shape variables for the converted photons can be
distinguished from those of the unconverted photons using information from this
layer. The tight identification is therefore optimised separately for the converted
and unconverted photons. In total 10 shower shape variables are exploited to define
the tight identification criteria. This ensures maximum background rejection while
keeping the prompt photon efficiency high. The working point is chosen from the mul-
tivariate discriminant based on the signal significance calculated as ǫ(sig)√

ǫ(background)
.

The efficiencies (ǫ) are calculated as the ratio of the events passing the corresponding
tight identification and the events selected from the loose identification criteria. Since
there is a dependence of the shower shape variables on the photon ET that leads to
lower signal efficiency in low-ET and non-optimal tight identification at high-ET,
a ET-dependent tight identification is performed by using different methods for
photons in the different ranges of photon ET: [10,25], [25,100] and [100,1500] GeV.

5.2.2 Measurements of photon identification efficiency

The performance of the photon identification method is assessed by measuring
its efficiency in data. Three different methods are used to measure the photon
identification efficiency:

• Radiative-Z method that includes the low energy photons (10-100 GeV)

• Matrix method mainly for higher energy range (25-1500 GeV)

• Electron extrapolation method for the mid energy range (25-250 GeV)

They are discussed briefly in the following. A detailed description of the methods
can be found in [38]. It follows with the comparison and combination of the methods
as the primary focus of this section.

Radiative-Z method

A Z boson decaying to a lepton pair along with the final state radiation (FSR) photon
(Z→ ℓℓγ) gives a low background environment to study the photon identification
efficiency at low energies. A loose event selection criteria is used for this method.
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Chapter 5 Reconstruction of physics objects

Additionally, cuts on mℓℓγ and mℓℓ are used to only select FSR events and reject
initial state radiation events (Z(→ ℓℓ) + γ): mℓℓγ ǫ[80,100] GeV and mℓℓ ǫ[40,83]
GeV. The identification efficiency is calculated as the fraction of selected photon
candidates that pass the tight identification criteria. Since there are background
events from Z(→ ℓℓ)+jets processes where a jet is misidentified as a photon in the
selected region, a background correction is done before calculating the efficiency.
The background contamination is estimated using MC prediction to be about 15%
for 10 < ET < 25 GeV and ≤ 1% for higher energies. A template fit on the mℓℓγ

distribution in the low energy region is used to evaluate the signal purity to calculate
the identification efficiency. The fits are performed separately for ee and µµ events.
A weighted average method is used to get the final identification efficiency from the
two measurements.

Several sources of systematic uncertainties are taken into account for efficiency
measurement. They are evaluated by repeating the measurement with variations
and then taking the resulting difference as the uncertainty. Most of them are only ap-
plicable to low ET regions with higher background contamination. The uncertainties
are listed below with explanations of their variation:

• Background: Different fit ranges. Only applicable for [10,25] GeV of ET bins.

• Fudge factor: Variation of shower shape variables. Only applicable for [10,25]
GeV of ET bins.

• Generator: Alternate MC event generator sample.

• Closure: Use of true photon matching. Only applicable for [10,25] GeV of ET
bins.

Matrix method

This method is based on the inclusive single prompt photon production process
(mainly via qg → γq). The highest pT photon matched to a trigger photon is
considered for this study. The trigger matching requires the reconstructed photon to
be within ∆R ≤ 0.07 of the trigger photon. The identification efficiency is the number
of selected loose photon events to pass the tight identification criteria. The selected
dataset also contains background events from the di-jet process. A track isolation
criteria are used to discriminate between prompt and fake photons, i.e, there should
be no track within ∆R = 0.4 of the photons, however excluding tracks within
∆R = 0.1 to account for conversion and bremsstrahlung photons. Four regions
are defined for the selected events based on the combination of the two criteria:
pass/fail of the tight identification and pass/fail of the track isolation requirement.
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5.2 Photon and electron

The identification efficiency is extracted by calculating the track isolation efficiencies
in the four regions.

Several sources of systematic uncertainties are taken into account for this efficiency
measurement as well and are listed below with explanations of their variation:

• Track isolation: They are evaluated by repeating the measurement with the
size of the track isolation cone changed to ∆R = 0.2 and then taking the
resulting difference as the uncertainty.

• Fudge factor: Uncertainty from the variations of shower shape variables

• Closure: Uncertainty to account for the mismatch between the efficiencies in
their derived region and the applied region.

• MC statistics: Uncertainty to account for the limited events in the MC samples
used for the measurement.

Electron extrapolation method

This method uses Z→ee events in a region with two electron candidates within
the invariant mass range: 70 < mee < 110 GeV. There are also background events
from W+jets and multijet processes in this region. To get the efficiency for the
photon identification efficiency the electron shower shape variables are modified to
resemble photon shower shapes using a Smirnov Transform [70] derived from the
MC samples of Z→ee and inclusive-photon production. The identification efficiency
is calculated by fitting the data in the region with the simulated signal and the
background templates estimated from control regions.

Several sources of systematic uncertainties are also considered for this efficiency
measurement and explained below:

• Closure: Uncertainty to assess whether the transformed electron can reproduce
the expected photon efficiency from MC.

• Fragmentation photon: The measurement is repeated by changing the frac-
tion of fragmentation photons by ±50% for the Smirnov Transform and the
difference is taken as the uncertainty. This assesses the impact of the simulation.

• Fudge Factor: Uncertainty from the variations of shower shape variables.

• MC Statistics: Uncertainty to account for the limited events in the MC used
for the measurement.

• Background: The measurement is repeated with the selected region changed
to 80 < mee < 100 GeV and the difference is taken as uncertainty.
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Combination of photon identification measurements

All three methods measure the efficiency as a function of the bins of the photon’s
kinematic variables: ET, |η| and conversion type. The final values are found by
combining the three measurements in the same bins to improve the precision. This
is only applicable in the bins where more than one measurement is available i.e.
overlapped regions.

The individual efficiencies are measured for both data and MC and their ratio i.e.
scale factor is calculated so that the efficiencies in MC can be corrected with the ones
derived in the data. The scale factors are combined for the overlapped regions. The
combination of the scale factors is done using the BLUE [71] method. This method
gives an average of the measurements while taking care of all possible correlations
among the same systematic uncertainties of the individual measurements. The
systematic uncertainties of the individual methods are present as discussed above
and are listed in Table 5.1, where the possible correlations considered are also
indicated. The possible correlations between the measurements are considered only
for the two systematic uncertainties: Closure and Fudge Factor from the knowledge
of the individual measurement methods [38]. Any possible correlations between
different systematic uncertainties of the same measurements are not considered for
the combination process as they are assumed to be uncorrelated.

Table 5.1: List of the systematic uncertainties present for all of the three measurements and
also the uncertainties for which the correlation is considered are indicated

Methods
Systematic Radiative-Z Matrix Electron Correlation

Uncertainty Method Method Extrapolation considered
Method

Background X X

Closure X X X X

Fudge Factor X X X X

MC Statistics X X

Generator X

Track Isolation X

Fragmentation γ X

The combination is done for the three scale factor measurements yα ± σα (α =
1, 2, 3), where

σα =

√

√

√

√

√





Nsyst

∑
s=1

σ2
s,α



+ σ2
stat,α
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Figure 5.1: The photon identification efficiency, and the ratio of data to MC efficiencies,
for unconverted photons with a Loose isolation requirement applied as preselection, as a
function of ET in four different |η| regions. The combined scale factors, obtained using
the BLUE method are also presented; the band represents the total uncertainty. Published
in [38].
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Figure 5.2: The photon identification efficiency, and the ratio of data to MC efficiencies, for
converted photons with a Loose isolation requirement applied as preselection, as a function
of ET in four different |η| regions. The combined scale factors, obtained using the BLUE
method are also presented; the band represents the total uncertainty. Published in [38].
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is the total error of the individual measurements that take into account Nsyst number
of systematic uncertainties as well as the statistical uncertainty. The individual
systematic uncertainty of individual measurement (α) is expressed as σs,α and
for all three measurements can be expressed together as a 1-dimensional vector:
σs =

(

σs,α
)

|1×3. The correlation matrix between the measurements for a partic-
ular systematic uncertainty is ρs|3×3 with values between 0 and 1. In case of no
correlation, ρs is a diagonal unit matrix.

The combined measurement, ŷ ± σ(ŷ) is calculated as:

ŷ = σ2(ŷ)×
(

1TV−1
y y

)

(5.1)

and
σ(ŷ) =

1
√

1TV−1
y 1

(5.2)

where

V(ŷ) =





Nsyst

∑
s=1

σT
s ρsσs



+ σ2
stat (5.3)

and 1 are the 1-dimensional vector of order 3 with all elements being 1.
For the uncertainties Closure and Fudge Factor, a suitable value of the correlation is

indirectly determined, by varying the non-diagonal elements of one such systematic
uncertainty, ρs all together as a single variable and its impact on the combined
measurement is tested. No significant impact is found for both the uncertainties and
hence no correlation is considered for the final measurement.

A number of different approaches regarding bin-to-bin correlations of the photon’s
ET are also considered, however, are not used in the analysis of the thesis.

In Figures 5.1 and 5.2, the three efficiency measurements are compared for all
bins of kinematic variables (ET, |η| and conversion type) and their scale factor are
shown in the bottom panels, where the combined measurements are also shown.
The combined scale factors are close to 1 and their uncertainties are smaller than the
smallest among the three measurements. These final scale factors are used in the
analysis denoted as SF (ID) for a photon in Chapter 6.3.

5.2.3 Electron identification

The identification of electrons assures separation from similar objects: converted
photons, hadronic jets and electrons produced from heavy-flavour hadron decays.
Track information as well as the shower shape variables (same as in the photon
identification) are used for this discrimination. The discriminant is a ratio of likeli-
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hoods created for the signal and background processes. The likelihoods are created
from the normalised distributions of discriminating variables in different bins of |η|
and ET of the electron object. The distributions for signal are derived from J/ψ →
ee for ET <15 GeV and the Z→ee process for ET >15 GeV. A tag-and-probe [72]
method is used to select a reconstructed electron. A tight selection of the likelihood
discriminant is used for the electron identification for the analysis of this thesis. The
recommended requirements on the impact parameter variables are also applied. d0
significance, |d0|/σ(d0) < 5 and |∆z0 sin(θ)| < 0.5 mm is required.

5.2.4 Photon and electron isolation

The selected photon and electron objects are needed to be isolated from nearby
particles. Both track isolation and calorimeter isolation requirements are used.

The calorimeter isolation is calculated by adding the transverse energy of all
the topological clusters centred within a specified cone of the same barycentre of
the electron or photon supercluster, and then subtracting the particle core energy
(calorimeter cells contained in a ∆η × ∆φ = 5 × 7 window around the barycenter
of the particle). Also, corrections from pile-up, underlying events and estimated
leakages are applied. The calorimeter isolation depends on the chosen cone size. For
electron isolation a cone size of ∆R = 0.2 is used and for photon isolation, both ∆R =
0.2 and 0.4 are used depending on the isolation working point.

The track isolation is calculated by adding the pT of the tracks within a specified
cone around the electron track or photon cluster. For electron and converted photons,
the tracks matched to them are excluded from the isolation calculation. For electron,
a pT dependent variable cone size is used that shrinks for larger pT. The isolation
working points for both electron and photon are summarised in Table 5.2.

Table 5.2: The requirements of the calorimeter and track isolation for both electron and
photon [38] to define the loose and tight working points

Physics Object Working Point Calorimeter Isolation Track Isolation
Photon Loose Eiso

T |∆R<0.2 piso
T |∆R<0.2

< 0.065 × ET < 0.05 × ET

Photon Tight Eiso
T |∆R<0.4 piso

T |∆R<0.2
< 0.022 × ET + 2.45 GeV < 0.05 × ET

Electron Loose Eiso
T |∆R<0.2 pvariable−iso

T |∆R<0.2
< 0.2 × pT < 0.15 × pT

Electron Tight Eiso
T |∆R<0.2 pvariable−iso

T |∆R<0.2
< 0.06 × pT < 0.06 × pT
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5.3 Muon

To reconstruct muons, either or both, the inner detector tracks and the track segments
in different layers of the Muon Spectrometer are used by combining them using track
fitting algorithms [73]. Near the vicinity of η = 0, calorimeter information is used to
identify muons, although with lower efficiency. The recommended requirements
on the impact parameter variables are also applied: d0 significance, |d0|/σ(d0) < 3
and |∆z0 sin(θ)| < 0.5 mm is required. A tight isolation criterion mainly based on
track isolation and pT-dependence is used to select the muons. With the chosen
identification criteria the rate of misidentification of hadrons as muons is very low.

5.4 Jets

Jets are reconstructed using the anti-kt algorithm [74] in the FASTJET implementa-
tion [75] with a radius parameter R = 0.4 (in the η–φ plane). Their reconstruction
is performed on particle-flow objects (PFlow) [76]. The PFlow algorithm directly
combines measurements from both the tracker and the calorimeter to form the input
signals for jet reconstruction, which are intended to approximate individual particles.
They are calibrated to be consistent with electromagnetic cluster shapes using cor-
rections determined in simulation and inferred from test-beam data. The jet energy
and direction are calibrated using an energy and η-dependent simulation-based
calibration scheme with in situ corrections based on data [77]. The jets are required to
have pT > 25 GeV and |η| < 2.5. To reject jets from pile-up or other primary vertices,
jets are required to have a Jet Vertex Tagger (JVT) discriminant [78] value larger than
0.59 for jets with pT < 60 GeV and |η| < 2.4. The JVT efficiency is corrected by a
scale factor extracted from a comparison of data and simulation.

5.4.1 Flavour tagging

Since the top quark always decays with a bottom (b-) quark that creates a B-hadron
containing jet or b-jet, identifying such jets helps in the event selection of the analysis.
Jets with other flavour origins (up, down, charm or strange quark) are not necessary
to be distinguished among themselves for this analysis.

To identify b-jets, a flavour tagging algorithm called DL1r [79] using a deep neural
network was used. The DL1r output (the output distribution of the DL1r algorithm)
is shown in Figure 5.3 (a). The efficiency of the algorithm to reject light- and c-
flavour jets is shown as a function of the b-jet tagging efficiency in Figure 5.3 (b).
DL1r performance is also compared with the two algorithms developed previously
by the ATLAS collaboration: DL1 and MV2c10. The flavour-tagging efficiencies of
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Chapter 5 Reconstruction of physics objects

b-jets as well as of c-jets and light jets are calibrated with data. Jets are considered as
b-tagged if the value of the DL1r-algorithm output is larger than a certain threshold
that provides a 77% b-jet tagging efficiency when measured with simulated SM tt̄
events, referred to as the 77% working point (WP). The use of 77% b-tagging WP
(among the four available WPs: 60%, 70%, 77% and 85%) is optimised by keeping
a balance between the signal statistics and the background discrimination after
comparing the total signal-to-background ratio and the ratio of tt̄γ production and
tt̄γ decay events for various combinations of WP and the number of b-tagged jets.
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Figure 5.3: (a) Distribution of the output of the DL1r b-tagging algorithm for b-jets, c-jets and
light-flavour jets in tt̄ simulated events. (b) The light-flavour jet and c-jet rejection factors as
a function of ǫb for the high-level b-taggers MV2c10, DL1, and DL1r. The lower two panels
show the ratio of the light-flavour jet rejection and the (c)-jet rejection of the algorithms to
MV2c10 [79]

5.5 Missing transverse momentum

Neutrinos do not interact with the materials in the detector and hence they leave no
signal. From the conservation of momentum in the transverse plane of the collision,
we can find the missing momentum from the negative sum of all other detected
particles. This is called Missing Transverse Momentum (also known as Missing
Transverse Energy. The magnitude is denoted as Emiss

T ), ~ET,miss = Emiss
x x̂ + Emiss

y ŷ.
The sum includes the momenta of all the reconstructed objects as well as the tracks
associated with the primary vertex that is not part of any of the reconstructed objects.
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5.5 Missing transverse momentum

The latter part is called Soft Term. The missing momentum’s x- and y-component are
calculated separately as following:

Emiss
x(y) = −{E

lepton
x(y) + E

photon
x(y) + ∑

jets

E
jet
x(y) + ESoftTerm

x(y) } (5.4)
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CHAPTER 6

Event selection

From the collection of detector signals to the physics analysis, there are a few steps
that are followed:

• Usage of Triggers to select only events with leptonic final states

• Reconstruction of objects (Chapter 5)

• Removal of the reconstructed objects in overlap

• Applying the selection criteria on the reconstructed objects

• Calculation of weights for individual events applied to the Monte Carlo events
to correctly match the prediction with data

In this chapter, these steps are discussed in detail except for the reconstruction of
objects that are discussed in Chapter 5.

A set of single-lepton triggers are used for the event pre-selection. Events are
required to fire either one of the single-electron or single-muon triggers with different
pT thresholds and identification qualities. A lepton must be selected above the listed
pT thresholds for the corresponding data collection period and matched to that
trigger. The lepton pT thresholds are 25, 27 and 28 GeV for the periods 2015, 2016
and 2017-18 respectively. The different pT threshold values are chosen to account
for the different turn-on curves caused by differences in pileup events. A detailed
description can be found in [80] and [81] for electron and muon triggers respectively.

6.1 Overlap removal of reconstructed objects

An overlap removal procedure is applied to avoid the same calorimeter energy
deposit or the same track being reconstructed as part of two different objects. The
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Chapter 6 Event selection

procedure is performed in the following order:

• Electrons sharing their track with a muon candidate are removed.

• Jets within a ∆R = 0.2 cone of an electron are removed.

• Electrons within a ∆R = 0.4 cone of a remaining jet are removed.

• When a muon and a jet are close, the jet is removed if it has no more than two
associated tracks and is within ∆R < 0.2 of the muon, otherwise the muon
is removed if it is within ∆R < 0.4 of the jet and the jet has more than two
associated tracks.

• Photons within a ∆R = 0.4 cone of a remaining electron or muon are removed.

• The jets within a ∆R = 0.4 cone of a remaining photon are removed.

6.2 Event selection criteria

The event selection is performed with a set of requirements on the kinematic proper-
ties of the reconstructed objects targeting the topology of the signal process. This
selection criterion is referred to as the primary event selection and the selected region
of phase space is referred to as the signal region in the following. The selection
is based on the targeted region of a single-lepton channel from tt̄ decays with one
additional prompt photon as discussed in Chapter 2. Events from the τ+jets chan-
nels are also automatically selected when the τ lepton decays to an electron or a
muon. Table 6.1 summarises the event selection. A further classification of regions is
performed later for the analysis as explained in Chapter 10.

48



6.3 Normalisation of Monte Carlo simulated events

Table 6.1: Summary of the event selection.

Requirement e+jets µ+jets
Primary Vertex

|η| < 1.37 or 1.52 < |η| < 2.47 |η| < 2.5
1 Lepton pT > 25 GeV

Track and calorimeter isolation
Criteria on Impact parameters

pT > 20 GeV
1 Photon |η| < 1.37 or 1.52 < |η| < 2.37

Tight Identification and Isolation criteria
Njets ≥ 4

Anti-kt R=0.4 jets pT > 25 GeV, |η| < 2.5
JVT cut (if pT < 60 GeV and |η| < 2.4)

b-tagging ≥ 1 jets with DL1r at 77%
m(e,γ) veto |m(e,γ)-91.19 GeV|>5 GeV –

6.3 Normalisation of Monte Carlo simulated events

To compare the MC simulated expected events with the observed data, the MC
events are normalised to the data using scale factors, to correct the differences. They
are all multiplied for each event and the product is called the event weight. They are
listed and explained below:

• Monte Carlo weight (weightMC): The weight assigned by the Monte Carlo
event generator at the hard-scattering stage. For the MC samples generated at
NLO QCD accuracy, a part of the events can have negative weights because of
destructive interference.

• Cross-section of the process normalised per event (σnorm), i.e.

Cross-section
Total Weighted Events in MC

• Integrated luminosity of data (L)

• Pileup scale factor (SFpileup): This is used to adjust the pileup (Chapter 3.1)
used in the MC.

• Lepton selection efficiency scale factor (SFlepton): The lepton (both e and µ) se-
lection efficiencies are corrected to their data efficiencies with these scale factors.
There are several efficiencies for leptons: reconstruction (reco), identification
(ID), isolation (Iso), and trigger(trig). The combined scale factor is calculated as
SF = SF(reco)*SF(ID)*SF(Iso)*SF(trig).
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Chapter 6 Event selection

• Photon selection efficiency scale factor (SFphoton): similar to leptons, the com-
bined scale factor is calculated as SF = SF(ID)*SF(Iso)*SF(trig)

• JVT scale factor (SFJVT): The JVT efficiency is scaled with data using this scale
factor as mentioned in Chapter 5.4.

• B-tagging scale factor (SFb-tag): This corrects the b-jet tagging efficiency with
data.

This finally leads to the event weight being

event weight = weightMC × σnorm × L × SFpileup × SFlepton

× SFphoton × SFJVT × SFb-tag
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CHAPTER 7

Theoretical and experimental

systematic uncertainties

Various theoretical and experimental sources of systematic uncertainties affecting
both the signal and background predictions are considered for the analysis and
discussed in this chapter. A summarised list of all the systematic uncertainties is
shown later in Table 11.1 and Table 11.2. Here detailed explanations are given for
them.

7.1 Theoretical uncertainties

For the main contributing processes to the analysis, namely tt̄γ production, tt̄γ decay
along with tt̄ production, and single top (tWγ), alternative generators are tested
for the simulation. These alternatives are then used as systematic variations. An
overview of the assigned systematic uncertainties is given separately for the signal
and background processes in the following.

7.1.1 Modelling of signal process

Renormalisation and factorisation scale

To estimate the uncertainty due to the renormalisation scale (µR), the scale value is
varied to HT

4 and HT (Equation 4.1) while keeping the factorisation scale (µF) value
fixed to the original value HT

2 . Similarly, the uncertainty due to the factorisation scale
is estimated by the same variation while keeping the renormalisation scale fixed.
Simultaneous variations of both µR and µF scales are not considered.
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Parton distribution function

The uncertainty due to parton distribution functions is propagated using the PDF4LHC15
prescription [82], using a set of 30 components. The PDF variations are propagated
by using alternative MC generator weights corresponding to the PDF4LHC15 vari-
ations. The systematic uncertainty is obtained by comparing the individual PDF
variations to the PDF4LHC15 baseline prediction.

Parton shower radiation

An uncertainty on the simulation of the radiation of the parton shower algorithm
is evaluated by a variation of the αS value in the parton shower (PYTHIA 8.240 [48],
with the option SPACESHOWER:ALPHASVALUE) of the process.

Parton shower and hadronisation uncertainties

Uncertainty is considered by comparing the parton shower and hadronisation al-
gorithm HERWIG 7.2.1 [83] with PYTHIA. There are several differences between PY-
THIA and HERWIG. PYTHIA has kT−ordered initial and final state DGLAP (From [14]
pages 201-202) based shower while HERWIG has angular ordered and dipole shower.
PYTHIA uses Lund String ([84]) based hadronisation model and HERWIG uses cluster
based hadronisation model. These differences result in low multiplicity jet activity
for the HERWIG generated events.

7.1.2 Modelling of background processes

Modelling uncertainties are considered for relevant background processes.

tt̄ production with a photon from other sources

The same set of uncertainty sources used for the signal process is also used for the
tt̄γ decay process. The uncertainties due to the µR and µF scales, parton shower
radiation and hadronisation modelling are also used for the tt̄ production process.
Additionally, for tt̄ production a generator uncertainty is considered by using a
different MC generated with MADGRAPH5_AMC@NLO instead of POWHEG-BOX.
Also, a variation on the hdamp parameter in POWHEG-BOX setup is used as an
additional uncertainty for tt̄ production.
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tWγ process

The scale and parton shower and hadronisation uncertainties are considered for this
process similar to the signal.

Background normalisation uncertainty

A normalisation uncertainty of 20% is currently being used for the tt̄γ decay. It is
based on its NLO k-factor’s uncertainty [85]. 50% uncertainty is used for the pro-
cesses with small cross-sections, i.e, tWγ, Zγ, Wγ and other smaller processes (tt̄V,
diboson and other modes of single top production). The uncertainty value is decided
from the knowledge of the Wγ validation region as discussed in Chapter 9.4. For the
backgrounds estimated with data-driven methods, the corresponding uncertainties
on the SFs are considered separately as mentioned in Section 7.2.5.

7.2 Experimental systematics

The individual sources of uncertainties for all physics objects are explained in brief
in the following.

7.2.1 Uncertainties for electron and photon

The electron efficiency scale factors are used as a factor in the expression of the event
weight of the MC (as explained in Chapter 6.3). The following uncertainties for each
of these scale factors are considered: reconstruction, identification, isolation and
trigger. Similarly, for photons, the uncertainties on the identification and isolation
efficiency are considered.

Since the electron and photon energy are calibrated using MC, correction factors
derived from the study of dileptonic decays of the Z boson, are applied to correct
possible detector mis-modelling in the calibration. Separate uncertainties are con-
sidered for the calibration of the energy scale and its resolution. An additional
energy scale uncertainty is considered for the samples with fast simulation.

7.2.2 Uncertainties for muon

Similar to electrons, uncertainties related to the different muon selection efficiencies
are considered [86]: reconstruction efficiency, separate statistical and systematic
uncertainties for each of identification, isolation and trigger efficiencies. For low pT
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muons, separate statistical and systematic uncertainties are considered for identifica-
tion efficiency. Additionally, statistical and systematic uncertainty corresponding to
the muon track to vertex association is considered.

Two variations on the track resolution of the combined muon track are considered
separately for the Inner Detector (Muon ID) and the Muon Spectrometer (Muon MS).
The muon energy scale variation and two energy resolution uncertainties (Sagitta*)
are also considered.

7.2.3 Uncertainties for jets

Several uncertainties considered for jets are described below based on their origin.
The uncertainties on the jet energy scale and jet energy resolution are described in
detail in [87].

Jet energy scale

The calibration of the jet energy scale (JES) is used to get the energy of the jet
corrected to the particle level. The calibration is done in a few steps:

• First, the excess energy from the pileup is removed.

• Then an absolute JES calibration correction is done for the jet to match in energy
and direction (η) with the corresponding particle level jet.

• Next, the global sequential calibration [87] improves the jet pT resolution
and associated uncertainties by removing the dependence on the tracking,
calorimeter, and muon chamber.

• A final calibration is applied to correct for remaining differences between data
and MC simulation.

The following uncertainties are considered for the different steps of JES calibra-
tion and are arranged sequentially, with the names summarised later in Table 11.2
highlighted.

For the pileup removal the µ offset and NPV (number of primary vertex) offset
uncertainties are considered due to the µ and NPV modelling respectively in the MC
simulation. The uncertainty due to per-event pT density modelling in MC simulation
is referred to as the pileup ρ-topology uncertainty. Another pileup related uncertainty
called pileup pT term is considered to account for the residual pT dependence.

At the absolute JES calibration step, a bias is created for the reconstructed jets in
terms of their η being shifted from their truth η. So a parameterised second correction
step is applied to address this, called η inter-calibration. This step introduces 6
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uncertainties: a statistical uncertainty, a systematic uncertainty to address all mis-
modelling and four systematic uncertainties to address different non-closure.

A flavour composition uncertainty is considered to address the uncertainty on
the proportional sample composition of quark- and gluon-initiated jets. This is
estimated from the tt̄γ production (signal) process. Jet energy response is calculated
by balancing the pT of a jet against that of a well-calibrated reference object or system.
The response is defined as the average ratio of the jet pT to the reference object pT
bins. The differing responses of quark- and gluon-initiated jets are considered as
the flavour response uncertainty. An additional response uncertainty addresses the
difference for b-quark-initiated jets called BJES response uncertainty.

A Single Particle High pT uncertainty is derived from studies of the response to
individual hadrons to cover the region beyond 2.4 TeV.

A ’Punch Through’ uncertainty accounts for the mis-modelling of jets which pass
through the calorimeter into the muon system.

A non-closure uncertainty is considered for the fast simulation based samples by
comparing their jet response to the corresponding full detector simulation.

The final calibration step introduces many independent uncertainties. However,
for two jets at different η and pT, these uncertainties can be partially correlated.
An eigenvector decomposition is performed on a covariance matrix of these un-
certainties to reduce them to 15 meaningful components with a minimum loss of
correlations as necessary for the analysis. They are grouped according to their origin:
6 statistical, 4 modelling, 2 detector and 3 mixed components.

Jet energy resolution

A precise measurement of the resolution of the jet energy (JER) is highly important
for the reconstruction of top quarks. The JER in MC is calibrated to match the
data. Several uncertainties are considered for this step and they are transformed
via an eigenvector decomposition method to 7 component uncertainty along with a
data-MC offset uncertainty.

B-tagging

The sources of uncertainties considered for the b-tagging scale factors used for
weighting events include statistical uncertainties as well as modelling and exper-
imental systematic uncertainties [88]. An eigenvector decomposition method is
performed on these uncertainties and they are transformed into 19 component un-
certainties: 9 related to b-jets, 4 related to each of charm- and light-jets and 2 related
to extrapolations.
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Jet vertex tagger

The uncertainty is considered by varying the JVT (Chapter 5.4) cut value up and
down.

7.2.4 Uncertainties for missing energy

Since Emiss
T is calculated from other physics objects, the uncertainties due to the other

objects are already propagated for Emiss
T . However, additional uncertainties [89] are

considered due to the calibration of the soft term (as defined in the equation 5.4). Two
resolution uncertainties are considered corresponding to the parallel or perpendicu-
lar direction of the vector sum of the transverse momenta of all the high-pT physics
objects. Also, the uncertainty on the energy scale of the soft term is considered.

7.2.5 Other experimental uncertainties

Pile-up uncertainty

The pile-up profile in MC is corrected to match the data by a reweighing factor
(Chapter 6.3), a variation of this factor is considered as the pile-up uncertainty.

Uncertainty on the integrated luminosity

A normalisation uncertainty of ±1.7 % [35] in the integrated luminosity of the com-
bined data (2015–2018) is considered as mentioned in Chapter 3.1.

Uncertainties on the fake object backgrounds

For the electron and hadron fake photon backgrounds (Chapters 9.1 and 9.2), the total
uncertainty of their estimated scale factors are considered as systematic uncertainties
for the analysis.

For the fake lepton background, two uncertainties on the efficiencies are con-
sidered: i) the variation on the parametrisation, ii) a quadratic sum of the other two
variations as explained in Chapter 9.3.
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CHAPTER 8

Reconstruction of top quark pairs

For the measurement of any observable involving top quark pairs like the charge
asymmetry (AC), it is necessary to reconstruct the four-momenta of the top quarks
from their decay products.
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Figure 8.1: A leading-order example Feynman diagrams of tt̄γ production as (a) initial quark
radiation and (b) final state radiation where the top quark pair decays one charged lepton,
one photon, and four quarks among which two should be b-quarks

In a tt̄γ production event, as shown in Figure 8.1, the top quark pairs decay and
the photon is not emitted as part of any of the top quark decays. In other words,
the photon is not part of the tt̄ system and so it is not needed to be associated with
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the top quark reconstruction unlike in the case of tt̄γ decay process. To evaluate the
kinematic variables of the top quarks, the tt̄ system is reconstructed using a kinematic
likelihood fit implemented with KLFitter [90], which assesses the compatibility of
the observed event with the decay of a tt̄ pair.

8.1 Kinematic likelihood fit

For reconstructing the 4-vectors of the two top quarks from their decay products
of a semi-leptonic decay, a likelihood is defined based on the decay topology of
the signal process in a leading order model signature (like Figure 8.1). The four
momenta of the reconstructed objects are used as input to the likelihood.

The following assumptions are considered for the likelihood construction:

• The constraints on the top quark or W boson mass from the invariant mass
(minv) of their decay final state particles1 are used in terms of a Breit-Wigner

function parametrised by the corresponding peak mass m and decay width Γ

as:
B(minv|m, Γ) =

constant

(m2
inv − m2)2 + (mΓ)2 (8.1)

• The directions of the particle momenta are assumed to be well measured.

• Out of the 24 four-momentum parameters of the 6 objects [leading 4 jets (in pT),
1 charged lepton and the neutrino], only the 4 jet energies, the charged lepton
energy and the three-momentum of the neutrinos are the free parameters in
the fit.

• The energies of the reconstructed particles (Emeas) are corrected to their corres-
ponding final state particle energies (E) using the transfer functions, Ft. Each
transfer function is determined by using dedicated fits for the corresponding
object using data. Transfer functions for each object are multiplied in the likeli-
hood. For the neutrino x- and y-components of the momentum (denoted as pν

x

and pν
y), transfer functions for the x- and y-components of the missing energy

are used.

• The selected jets are considered in different permutations (association of objects
to final state particles) to build the likelihood. The highest likelihood value is
assumed to be from the permutation best fitting the assumed description of the
decay topology of the signal process and any other permutation with a wrong
assignment will lead to a lower value of the likelihood.

1 parton level final state particles: four quarks qi, lepton ℓ and neutrino ν
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8.1 Kinematic likelihood fit

• The charm jets are considered as light jets for simplicity

Hence, the likelihood function is constructed as:

L = B(mq1q2q3
|mt, Γt)× B(mq1q2

|mW , ΓW)× B(mq4ℓν|mt, Γt)× B(mℓν|mW , ΓW)

×
4

∏
i=1

Ft
jet(Emeas

jet,i |Ejet,i)× Ft
ℓ(Emeas

ℓ |Eℓ)× Ft
miss(Emiss

x |pν
x)× Ft

miss(Emiss
y |pν

y),

(8.2)

where

• mq1q2q3
, mq1q2

, mq4ℓν, mℓν are the invariant masses of the different combination
of final state particles as top quark or W boson decay products

• mt and mW are the pole masses of the top quark and W boson respectively

• Γt and ΓW are the decay width of the top quark and W boson respectively,
where the values are the same as used in the signal event generator.

A maximum of 5 jets is considered for all possible permutations. For the events
with more than 5 jets, only the 5 jets with the highest transverse momentum are
chosen for the permutations. After calculating the likelihood L for all possible
permutations, each of the permutation i is given an event probability, Pi. They are
normalised by the sum over the likelihood values of all permutations and weighted
with the b-tagging factors, fb−tag as:

Pi =
Li × f i

b−tag

∑j Lj × f
j
b−tag

(8.3)

The b-tagging factor, fb−tag is determined from the b-tagging efficiency, ǫb and the
light jet mis-identification rate, ǫl as follows:

fb-tag =

{

ǫb, bhad is b-tagged

(1 − ǫb), bhad is not b-tagged

}

×
{

ǫb, blep is b-tagged

(1 − ǫb), blep is not b-tagged

}

×
{

ǫl, q1 is b-tagged

(1 − ǫl), q1 is not b-tagged

}

×
{

ǫl, q2 is b-tagged

(1 − ǫl), q2 is not b-tagged,

}

(8.4)

where
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• ǫb and ǫl have the values 77% and 1/163 respectively from the chosen working
point of the b-tagging algorithm,

• blep - the jet assigned as the b-jet decayed from the leptonic top quark,

• bhad - the jet assigned as the b-jet decayed from the hadronic top quark,

• q1 and q2 - the jets assigned as the light quark jets decayed from the hadronic

top quark

The permutation with the highest event probability Pi is chosen for event recon-
struction. The assigned jets of the chosen permutation are used to get the corres-
ponding momenta directly. The hadronic top quark is reconstructed from the two
jets assigned as the light quark jets (q1 and q2) and the jet assigned as the hadronic
b-jet (bhad) in the chosen permutation of KLFitter. For the leptonic top quark, the
jet assigned as the leptonic b-jet (blep) and the reconstructed lepton momentum are
used but lack the complete four-momentum of the neutrino. Only the x- and y-
components of the missing energy are known which are assumed to correspond to
the sole expected neutrino in the event, given that the neutrino emission from other
sources like hadrons is neglected. The z-component of the neutrino momentum, Pν

z

remains unknown. To determine the suitable Pν
z value additional constraints are

used based on the decay kinematics. Three different methods are used for this. Their
performance is described in the following.

8.2 Solutions of Pν

z

Considering the W boson decaying to the charged lepton and the neutrino to be
on-shell, the invariant mass of the lepton-neutrino system can be constrained to
be equal to the pole mass of the W boson, mW = 80.4 GeV. Using the Pν

z with this
constraint leads to a quadratic equation in terms of Pν

z :

A ×
(

Pν
z

)2
+ B × Pν

z + C = 0 , (8.5)

where A =
(

Pℓ

z

)2
− E2

ℓ ,

B = 2 × Pℓ

z × µ ,

and C = µ2 − E2
ℓ

(

Pν
T

)2

with µ =
m2

W

2
+ pℓT × pν

T × cos(∆Φℓν)
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8.2 Solutions of Pν
z

Eℓ, pℓT and pℓz are the energy, transverse component and the z-component of the
charged lepton momentum respectively, pν

T is the transverse momentum of the
neutrino, ∆Φℓν is the difference in the azimuthal angle of the charged lepton and the
neutrino.

The equation gives solutions for the Pν
z as:

Pν
z =

−B ±
√

D

2A
, (8.6)

where

D = B2 − 4AC = 4E2
ℓ ×

[

µ2 −
(

Pℓ

T

)2 (
Pν

T

)2
]

(8.7)

This implies that the equation provides real solutions for Pν
z only when D≥ 0.

That further implies:

µ ≥ pℓT pν
T , (8.8)

=⇒ m2
W ≥ 2pℓT pν

T (1 − cos(∆Φℓν)) , (8.9)

=⇒ mℓν
T ≤ mW (8.10)

The transverse mass of the charged lepton-neutrino system (mℓν
T ) can be defined as:

mℓν
T =

√

2pℓT pν
T (1 − cos(∆Φℓν)) (8.11)

On the other hand, the solution becomes imaginary when mℓν
T ≥ mW .

In the case of real solutions, since there are two solutions, the one among them
that gives the reconstructed leptonic top quark mass closest to the top quark mass of
172.5 GeV is chosen. In the case of an imaginary solution, three different methods
can be considered to get a suitable solution for Pν

z , described in the following:

8.2.1 Method 1

A simple solution is achieved by considering the discriminant D to be zero. This does
not satisfy Equation 8.5 and can give a slightly incorrect value for the reconstructed
W-boson and top quark masses when compared to their corresponding pole masses.
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8.2.2 Method 2

Another method would be by changing the mlν
T value such that it does not exceed

mW . In Equation 8.11, all the arguments on the right-hand side are measured quant-
ities and hence, constants for the given event. However, the lepton is measured with
much better precision than the missing energy components. If it can be assumed that
the true azimuthal angle of the neutrino and hence ∆Φlν does not exactly correspond
to the angle calculated from missing energy transverse components, then the ∆Φlν

can be modified the least such that mlν
T decreases to mW to obtain a real solution of

Pν
z . The discriminant D would become zero in this case. From Equation 8.6, it can

be easily derived that the solution of Pν
z would be −B

2A , and can be simplified from
Equation 8.11, to be:

pν
z =

pl
z

pl
T

× pν
T (8.12)

The ∆Φlν value satisfying this solution would be cos−1
(

1 − m2
W

2pl
T pν

T

)

. The new solu-

tion would satisfy Equation 8.5, but it also changes the x- and y-components of the
neutrino momentum while not modifying pν

T. However, this method also does not
ensure a good resolution of the reconstructed top quark and W-boson four-momenta
while modifying ∆Φlν as can be seen in the performance studies in Section 8.3.

8.2.3 Method 3

Similar to method 2, if it is assumed that both the measured observables Φ(Emiss
T )

and Emiss
T do not exactly correspond to the azimuthal angle and the transverse mass

of the true neutrino respectively, then mlν
T can be modified with more freedom

following Equation 8.11. It is to note that the modification of the Φ(Emiss
T ) and Emiss

T
to obtain true Φ

ν and pν
T, is not just an unjustified fix to avoid imaginary solutions,

but in fact accounts to some extent for the sources of missing energy other than
the neutrino from W-boson decay. For example, the hadrons as part of the jets can
also emit neutrinos that are not accounted for as being part of the jets in the jet
reconstruction algorithms. However, it is not possible to assign the missing energy
to all possible sources systematically. A safe assumption similar to Method 2 can be
followed, i.e. minimal changes to the missing transverse components required such
that mlν

T equals mW to obtain a real solution pν
z .

In this method [91], both pν
T and ∆Φlν are varied in Equation 8.11 to get mlν

T to be
equal to mW . Since the two variables are related, a fit is done on ∆Φlν by varying

it while iteratively modifying pν
T by the ratio of m2

W

mlν
T

(function of ∆Φlν), so that the
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z

difference between the modified x- and y-components of the neutrino momentum
and their given missing transverse momentum ∆ is minimum:

∆ =
(

pν′
x − pν

x

)2
+

(

pν′
y − pν

y

)2
(8.13)

As a result, this method gives the solution of pν
z to be −B

2A by construction from
Equation 8.6. However, since this solution depends on both pν

T and ∆Φlν, it differs
from the other two methods. Also, it does not only change the z-component of the
neutrino momentum but also the x- and y-components and, thus, both pν

T and Φ
ν.

A comparison of ∆Φlν for the cases of imaginary solutions of the three methods
along with the cases of real solutions is shown in Figure 8.2 (a). For real solutions
the angular difference peaks at small values. This makes sense given that large ∆Φlν

value would result in large mlν
T that can exceed mW and yield imaginary solutions

for pν
T. ∆Φlν for Method 1 corresponds to the measured missing energy values as no

modification is done for transverse components of the neutrino. So, the deviations
shown for Method 2 and 3 compared to Method 1 can be explained as these two
methods reduce the ∆Φlν value to obtain a lower value of mlν

T and to be equal to
mW . Since the aim of Method 2 is to reduce this variable to obtain a real solution, the
variable gets peaked at a much lower value. Whereas, since Method 3 modifies this
along with the pν

T, the overall change in ∆Φlν with respect to Method 1 is not large.
For Method 3 (for imaginary solutions only), since the pν

T value is also modified
with respect to its original value, i.e. Emiss

T , the fractional change is shown in Fig-
ure 8.2 (b). This shows a reduction of pν

T with respect to Emiss
T . This works as per

expectation since pν
T is supposed to be less than Emiss

T due to other possible missing
energy sources as explained before.
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Figure 8.2: (a) ∆Φlν obtained with the three methods for the case of imaginary solutions of
pν

z , compared with the case of real solutions. (b) The relative difference of the fitted pν
T from

its original value, i.e. Emiss
T for Method 3. For Method 1 and 2 pν

T does not change from Emiss
T .

8.3 Performance

The performance of the top quark reconstruction algorithms is evaluated by compar-
ing the kinematics of the reconstructed top quarks with the corresponding truth top
quark, i.e. the parton level top quark after radiation and before decay.

For this study, several variables are chosen. In Figure 8.3, the comparison is done
for the angular variables: (a) ∆R and (b) its logarithm, (c) relative difference of
rapidity and (d) the azimuthal angle, Φ between the truth and reconstructed top
quarks. It is quite evident that the leptonic top quarks are better reconstructed than
the hadronic top quarks. In the case of rapidity, the performance is close to each
other, considering that the Pν

z is not directly measured. It can also be pointed out
that Method 3 performs the best for leptonic top quarks, not just for the rapidity but
also for the azimuthal angle. Method 2 performs worse than Method 1.

The reconstructed top quark masses are compared between the different methods
for leptonic and hadronic top quarks in Figure 8.4. Although for all the methods the
leptonic top quark and the hadronic top quark peaks near the top quark mass (172.5
GeV), their resolutions differ from each other. Method 3 gives the best resolution for
the leptonic top quarks, while the hadronic top quarks have the worst resolution.
Method 2 also does not perform well.

In Figure 8.5, the relative difference of transverse momentum (pT) of the re-
constructed and truth top quarks is shown. The relative difference of transverse
momentum is also checked for different ranges of the distribution of transverse
momentum as shown in the 2D plots in Figure 8.6. Method 3 performs the best for
leptonic top quarks, as evident also from the other variables in the transverse direc-
tion. Hadronic top quarks have the worst performance similar to other variables.
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Figure 8.3: (a) Comparison of ∆R between the leptonic top quark reconstructed with the
three methods (blue, black and cyan) and the truth top quark. The hadronic top quark
is also compared (red) (b) Natural logarithm of the same variable. The absolute relative
difference of the reconstructed and truth top quarks as a function of their (c) Rapidity and
(d) Azimuthal angle

The resolution of the hadronic top quarks distribution is worse than the leptonic top
quark as can be seen for other variables. From the 2D plots, it can be understood that
the majority of the small relative difference comes from the pt

T range of 100-200 GeV
for all the cases. The main difference between them is visible in the broadness of the
distribution in the 2D plots along the pt

T axis. For example, hadronic top distribution
is more widely spread than its leptonic top counterparts.
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Figure 8.4: The mass of the reconstructed leptonic top quark obtained with the three different
methods and compared with the mass of the reconstructed hadronic top quark

0 0.5 1 1.5 2 2.5 3 3.5 4
)

truth
(t

T
)|/p

truth
(t

T
) - p

reco
(t

T
|p

0

0.1

0.2

0.3

0.4

0.5

0.6

N
o
rm

a
lis

e
d
 t
o
 1 Lep. Top (Method 1)

Lep. Top (Method 2)

Lep. Top (Method 3)

Hadronic Top

(a)

Figure 8.5: The absolute relative difference between the reconstructed and truth top quarks
as a function of their transverse momentum pT. The last bin has different width and contains
the overflow.
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Figure 8.6: Absolute relative difference between the pT of reconstructed and truth top quark
Vs the pT of the truth top quark (a) Method 1 for the leptonic top quark (b) Method 2 for the
leptonic top quark (c) Method 3 for the leptonic top quark (d) the hadronic top quark

8.4 Limitations

The above discussed methods for the top quark reconstruction show good perform-
ance overall. Some limitations, difficult to avoid, may be considered for future
improvements:

• Since a leading order model signature is considered to build the likelihood and
also to combine jets to reconstruct the top quarks, the events with more than
four jets are always assumed to have the excess jet originating from the initial
state gluon radiations, so that they are not supposed to be part of the kinematic
reconstruction. However, that is not necessarily true as more than one jet can
be formed by a final state quark and hence can modify the kinematic relations

• Even though the reconstructed jets are found to be very close (small ∆R) to their
corresponding particle level jets (except in cases of wrong flavour tagging), they
are often found shifted in their η − φ plane from their corresponding parton
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level quarks

• The transfer functions are only considered for the energies of the objects, but
not for any of the angular observables

8.5 Conclusion

The reconstruction of the top quarks is a necessary and crucial step for the meas-
urement presented in this analysis. It is evident from the performance studies that
Method 3 is the most suitable approach. However, performing the measurement
(Chapter 11) separately based on the Method 1 and Method 3 does not show any
significant difference. Hence, because of simplicity and convenience Method 1 is
rather chosen for the final results.
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CHAPTER 9

Estimation of background processes

There are several backgrounds considered for the analysis and they are used in
groups as described in Table 4.1. To improve their physics modelling they are treated
with dedicated methods using data either for correction or validation.

As explained in Section 4.4, selected events in MC can include a photon object
that is a fake photon as determined by its MC truth information. However, this
estimation may not be very accurate. So, correction factors are derived using data
that can be applied to the MC-based estimations. They are described in Sections 9.1
and 9.2. The fake leptons are also estimated from data as described in Section 9.3.

Additionally, all of the backgrounds containing prompt photons also may need
some corrections either because the detector simulation is not perfect or their MC
prediction is missing higher-order corrections. For example, the prompt photon
background modelling is validated with data as described in Section 9.4. Since the
tt̄γ decay modelling is at the LO (QCD) accuracy (except the small contribution from
tt̄ sample), a re-weighting procedure is performed on the reconstructed top quark
templates to include NLO QCD effects and it is described in Section 9.5.

Disclaimer: The Sections 9.1, 9.2 and partially 9.3 are not contributions of the
author.

9.1 Hadron fake photon background

Fake photon background events as defined in Section 4.4 are denoted as h-fake in the
following. Such contributions are mainly expected from the (fake) photon-associated
production of tt̄ (∼90%). A 2-dimensional sideband method, also known as ABCD

method is used for the estimation of the hadron fake photon background in the
signal region. Four orthogonal regions A, B, C and D are defined based on photon
identification and isolation criteria to get different enrichment of hadron fake photon
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Chapter 9 Estimation of background processes

events. They are illustrated in Figure 9.1.

(a)

Figure 9.1: An illustration of the ABCD method to estimate the h-fake photon background,
using four categories of photons based on their identification and isolation criteria.

The selection criteria of the photon in the four regions (A, B, C and D) are described.
The rest of the event selection corresponds to those described in Chapter 6.2:

• Region A: The Tight identification working point should fail while also failing
the requirements of at least two shower shape variables of the front layer of
the EM calorimeter. These variables are effective for discriminating hadron
fake photons with broader shower profiles. The Tight isolation working point
should be satisfied.

• Region C: The Tight photon isolation working point (Table 5.2) should be
failed and the Loose working point should be satisfied. The Tight identification
working point should be satisfied.

• Region B: Both of the failing conditions on the photon identification in region
A and on photon isolation in region C needs to be satisfied.

• Region D: Same as the signal region.

Assuming that the correlation between the photon identification and isolation
criteria is negligible for hadron fake contributions in the four regions, and the
number of h-fake events in region D being Nh-fake

MC in MC and Nh-fake
data in data, their

scale factors, SFh-fake can be written as:

SFh-fake =
Nh-fake

data,D

Nh-fake
MC,D

=
SFA

h-fake × SFC
h-fake

SFB
h-fake

(9.1)

70



9.1 Hadron fake photon background

where the hadron fake estimations from data, Nh-fake
data in A, B and C regions are

calculated by subtracting the signal and other backgrounds. The scale factors are
derived for different bins of pT, |η| and the conversion type of the photon.

Several uncertainties are considered for the scale factors. Since the hadron fake
contributions are mainly due to fake photons from tt̄ events, the modelling system-
atic uncertainties of tt̄ process (as mentioned in Chapter 7) are the major sources of
uncertainties. The normalisation uncertainty of other background processes is also
considered. Effects of the experimental systematic uncertainties are negligible as
they cancel out for this ratio measurement.

The resulting scale factors in the bins of photon kinematics are shown in Figure 9.2
where the total uncertainties are calculated as the quadratic sum of all the systematic
and statistical uncertainties.
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Figure 9.2: Scale factors for (a) converted and (b) unconverted photons as a function of their
(pT, |η|). The uncertainty corresponds to the total uncertainty [92].
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9.2 Electron fake photon background

9.2 Electron fake photon background

These fake photon background events as defined in Section 4.4 are denoted as e-fake

γ in the following. The main contributions of such fake photon events are expected
in the associated production of the processes: tt̄ (∼84%) and Z+jets (∼9%).

A tag-and-probe [72] method is used to estimate such fake photon events both
in data and MC, considering the events in Z → ee process where an electron is
misidentified as a photon. Two control regions, referred to as ee and eγ in the
following, are used that are orthogonal to the signal region.

• eγ region: The selection criteria for this region is one photon with pT > 20
GeV (that can be either a fake photon or prompt photon from Z → eeγ decay)
considered as the probe particle and one trigger matched electron1 with pT > 25
GeV considered as the tag particle. Further, both the electron and photon should
pass tight identification and isolation requirements, they should be back-to-
back with an opening angle between them ∆φ(e, γ) > 150°, and their invariant
mass should be within 50 GeV around the Z-boson mass of 91.19 GeV.

• ee region: The selection criteria for the tagged electron is very same, and a
probe electron is considered with similar conditions for the probe photon in eγ

region. In case both the electrons are triggered in an event, the tag and probe
electrons are chosen randomly.

The probability of an electron being misidentified as a photon is calculated by
comparing the events in the two regions. The rate of an electron being misidentified
as a fake photon, i.e., the fake rate is calculated from the MC in the two regions in
terms of the probe objects. The probe photon and probe electron in the eγ and ee

regions, respectively, are compared for the same values of their pT and |η|. They are
also separately calculated for converted and unconverted probe photons. However,
since there are also events from the prompt photon background processes in these
regions, this contribution is subtracted before calculating the fake rate. The fake rate
for a single bin i can be expressed as:

FR(MC)bin i =
Number of fake photon originated events in eγ region, bin i

Number of events in ee region, bin i
(9.2)

The fake rates are also evaluated using data. For this, the Z → ee process is
modelled using a double-sided crystal ball function. The contribution of events
from background processes that do not originate from a Z boson is modelled using
a Bernstein 4th-order polynomial function. The prompt photon backgrounds are

1 reconstructed electron matched with a trigger electron
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modelled using MC. In both regions, the signal and background predictions are
fitted with the data using the invariant mass of the tag and probe objects in the
range of 60-120 GeV. Afterwards, the fake rate is calculated by subtracting the
backgrounds from the data and comparing them for any bin i as:

FR(data)i =
[N(data)− Nfitted(non-Z)− NMC(prompt γ)]eγ,i

[N(data)− Nfitted(non-Z)− NMC(prompt γ)]ee,i
, (9.3)

where N corresponds to the number of events in the corresponding region and bin.
The scale factor of the fake rate in bin i is calculated as the ratio between the fake
rates in data and MC:

SFi =
FR(data)i

FR(MC)i
(9.4)

The scale factors are parameterised in 3 bins of pT and 4 bins of |η| of the photon
and also separately for converted and unconverted photons. Several uncertainties
are considered for the scale factor calculation, related to the fake rate estimation
from data. The difference in results with different fit setups is considered as separate
uncertainties by:

• using a MC generated distribution for the Z → ee process instead of using the
crystal ball function

• using a Gaussian function instead of a Bernstein function for the non-Z back-
grounds

• Changing the fit mass range to 65-115 GeV

The quadratic sum of all the uncertainties including the statistical uncertainty on
the scale factor is considered the total uncertainty.

9.3 Fake lepton background

There are non-prompt or misidentified leptons (electron or muon) that can come
from the decay of a heavy flavour hadron (b- or c-hadron), light flavour hadron
decays faking the electron shower, decays of pions/kaons to muons etc. They are
known as fake leptons. Such leptons are expected mainly from multi-jet processes.
The prompt and isolated leptons are considered as real leptons. Since it is difficult
to model multi-jet processes, a control region enriched with fake lepton is used to
extrapolate the fake lepton contribution in a region with tighter lepton selection (as
in the signal region) using the Matrix Method. For electrons, a looser definition of
identification and isolation is used, while for muons same identification criteria are
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9.3 Fake lepton background

used with no isolation to define the loose control region. The tight control region
with the same selection except with tight leptons is also used. The control regions2

contain events with:

• lepton triggers and object pre-selection same as the signal region

• 1 loose/tight lepton

• at least 4 jets, with 1 jet b-tagged with 77% working point

• Emiss
T < 30 GeV

In MC samples the real lepton can be identified from the truth information. The
number of events in the two regions with real leptons gives the efficiency of a real
lepton in a loose lepton region passing the tight lepton selection (real efficiency):

ǫreal =
N

tight
real

Nloose
real

(9.5)

To calculate the efficiency of a fake lepton in a loose region passing the tight lepton
selection (fake efficiency), all MC events with real leptons in the corresponding region
(same as before) are subtracted from data:

ǫfake =
N

tight
fake

Nloose
fake

=
N

tight
data − N

tight
real

Nloose
data − Nloose

real

(9.6)

The efficiencies are calculated from these control regions by parameterising in
terms of the bins of pT(ℓ) : mT(ℓν).

To estimate the fake lepton events in the data of the signal region, another control
region (SRloose) is defined with the same selection as the signal region except with
a loose definition of the leptons as above. The efficiencies values are assumed to be
valid in these regions:

NSR
real = ǫreal × NSRloose

real

NSR
fake = ǫfake × NSRloose

fake

(9.7)

The events in the SRloose and SR region can be divided into real and fake contri-

2 Needless to say that the tight control region is a subset of the loose control region
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butions:

NSRloose = NSRloose
real + NSRloose

fake

NSR = NSR
real + NSR

fake

= ǫrealN
SRloose
real + ǫfakeNSRloose

fake ,

(9.8)

they can be written in a matrix format as:
(

NSRloose

NSR

)

=

(

1 1
ǫreal ǫfake

)

(

NSRloose
real

NSRloose
fake

)

(9.9)

By inverting the matrix the fake and real lepton events in the SRloose region can
be solved:

(

NSRloose
real

NSRloose
fake

)

=

(

1 1
ǫreal ǫfake

)−1
(

NSRloose

NSR

)

(9.10)

By simplifying Eq. 9.10, the estimation of fake lepton events in the signal region
can be estimated in terms of the efficiencies (ǫreal and ǫfake) and the total data in the
two regions (NSRloose and NSR) as:

NSR
fake = ǫfakeNSRloose

fake =
ǫfake

ǫreal − ǫfake
×

(

ǫrealN
SRloose − NSR

)

(9.11)

Since the efficiencies are parameterised as a function of the kinematic variables,
instead of using the total estimated value of NSR

fake, each event in the SRloose is
assigned an event weight wSR

fake such that NSRloose = 1 and NSR = 1 if the tight
selection is passed for the lepton or 0 otherwise, denoted by δ being 1 or 0 respectively.
That is,

wSR
fake =

ǫfake
ǫreal − ǫfake

× (ǫreal − δ) (9.12)

Several uncertainties are considered for the calculation of the efficiencies where
due to each variation the resulting difference in yields is considered as a separate
uncertainty:

• Different parameterisations are chosen [pT(ℓ) : |η(ℓ)|, pT(ℓ) : ∆φ(ℓ, ν)]

• For the fake efficiency calculation the tt̄ MC normalisation is changed 5%

• The control region selections are changed for Emiss
T to 30 < Emiss

T < 50 GeV

The quadratic sum of the latter two variations is considered as one uncertainty in
the analysis.
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9.4 Prompt photon background

9.4 Prompt photon background

All processes excluding tt̄γ production and tt̄γ decay, with a prompt photon, are
grouped together as the Prompt photon background (as explained in Table 4.1).
These processes are not expected to have charge asymmetry (AC), and therefore
their |y(t)| − |y(t̄)| distribution should not impact the fit significantly. However,
the prediction of their shape and normalisation are necessary to be checked with
data. For this purpose, two validation regions (VR) are defined where two of the
significant processes Zγ and Wγ are well enriched: Zγ VR and Wγ VR.

The validation regions are orthogonal to the signal region and also among them-
selves. They correspond to lower jet activity and different regions with less heavy
flavour jets. This is done by using both 77% and 85% working points (WP) of the
DL1r b-tagging algorithm. The definitions of these two regions are given in Table 9.1

Table 9.1: Definition of the prompt photon validation regions.

Zγ VR Wγ VR
Basic cuts of objects

1 Photon
≤ 3 jets

2 Leptons 1 lepton
(e+e−, µ+µ−)

≥ 1 b-tagged jet with 85% WP 0 b-tagged jet with 85% WP
0 b-tagged jet with 77% WP

In the Zγ validation region, the Zγ process constitutes around 95% of the total
events. There is a good agreement between data and MC in this region and thus
validates well the Zγ process.

In the Wγ validation region, the Wγ process constitutes around 44% of the total
events. The MC prediction of Wγ is expected to underestimate the number of events
in data. The comparison of the yields of all the processes from MC and the data is
shown in Figure 9.3. A difference in the normalisation of the Wγ process (shown
separately from the Prompt γ group in the figure) can be seen, although within the
uncertainties. A large normalisation uncertainty is considered in the fit (described in
Chapter 11).
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(a)

Figure 9.3: Event yields in the Wγ validation region; The Wγ process is shown separately
from the Prompt γ group

9.5 tt̄γ decay background

The tt̄γ decay background is modelled with MC at LO QCD accuracy as described
in detail in Chapter 4.1.3. This does not include the asymmetric effects that should
be present at its production considering NLO QCD accuracy. Therefore, a linear
re-weighting method is being used to account for this effect by modifying the
reconstruction level |y(t)| − |y(t̄)| distribution by re-weighting the corresponding
truth level distribution for tt̄γ decay with the theoretical best known tt̄ asymmetry
(nominal) value3. The theoretical value of tt̄ ANLO

C is considered to be 0.0064+0.0005
−0.0006,

calculated at NNLO accuracy in QCD with EW corrections at NLO [2, 20].
The method is done in the following steps:

• The distribution of |y(t)| − |y(t̄)| for tt̄γ decay at truth level (from the LO MC)
has two bins with yields T1 and T2 and having the corresponding asymmetry

3 This step is done in addition to the NLO/LO k-factor applied to correct the normalisation of the
tt̄γ decay process
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9.5 tt̄γ decay background

ALO
C :

ALO
C = (T2 − T1)/(T2 + T1) (9.13)

• The yields of the two bins are re-weighted with the asymmetry ANLO
C resulting

in yields T′
1 and T′

2, full fill the condition that the total number of events should
not change with this step:

T′
1 + T′

2 = T1 + T2

T′
1 − T′

2 = ANLO
C × (T′

1 + T′
2)

(9.14)

• The modified bin yields are found from the yields T1 and T2 by multiplying
them with the factors x1 and x2 such that:

T′
1 = (1 + x1)× T1 (9.15)

T′
2 = (1 + x2)× T2 (9.16)

These factors are calculated using the above equations:

x1 =
1
2
× (T1 + T2)×

(ANLO
C − ALO

C )

T1
(9.17)

x2 = −1
2
× (T1 + T2)×

(ANLO
C − ALO

C )

T2
(9.18)

• To propagate the modified asymmetry to the reconstructed level distribution
(with yields R1 and R2), the factors x1 and x2 are used with the migration
matrix, M4 of the MC sample as:

R1 = (1 + x1)× M11 + (1 + x2)× M12 (9.19)

R2 = (1 + x1)× M21 + (1 + x2)× M22 (9.20)

• The new reconstruction level distribution with yields R1 and R2 are used finally
for the tt̄γ decay background. For consistency, the contribution obtained with
the NLO QCD tt̄ samples are also reweighted similarly to match the asymmetry
value, ANLO

C . As a result of this reweighting procedure, the asymmetry value
of the |y(t)| − |y(t̄)| distribution for tt̄γ decay increases slightly as can be seen
in Figure 9.4.

4 The migration matrices are similar to the ones described in Chapter 11.1.1, for the tt̄γ decay sample
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Figure 9.4: The |y(t)| − |y(t̄)| distribution for tt̄γ decay shown for the two signal regions
ONN < 0.6(a) and ONN ≥ 0.6(b) (described in Chapter 10)

The re-weighted tt̄γ decay distributions with the modified asymmetry are used
finally in the analysis. As it can be seen in Figure 9.4, the re-weighted distributions
are barely modified (<0.5%) and hence do not significantly impact the analysis.
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CHAPTER 10

Discrimination of signal from

background processes

In this chapter, the comparison of the data and prediction are discussed in Sec-
tion 10.1 for various physics observables, after following the event selection (de-
scribed in Chapter 6.2). The expected number of events for the background processes
are determined after applying the corrections described in Chapter 9. The proportion
of signal compared to the total selected events is found to be around 27% only. To
enhance the sensitivity of the measurement, the separation between the events of
the signal and background processes is required. A neural network (NN) [93] based
discriminator variable is constructed for this purpose. The network training is based
on 21 input variables (as described in Section 10.2) with MC-generated events of
both the signal and background processes. The construction of the neural network is
based on a simple network architecture described in Section 10.3. The performance
of the network is described in Section 10.4. Afterwards, the output discriminating
variable of the network is used for the analysis (Section 10.5) to determine a region
boundary to define two regions. Finally, the event yields of the two regions are
discussed in Section 10.6.

10.1 Comparison of data and predictions

The comparison of data and prediction for several physical observables are discussed
in this section. They are defined in Table 10.1 and their distributions are shown in
the respective Figures 10.1-10.6, where their sum is compared with data and the
ratio of data and prediction is shown separately. Their uncertainty band includes
the total of statistical and systematic uncertainties, as described in Chapter 7.
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Figure 10.1: (a) pT(γ) (b) pT(ℓ) (c) HT(all) for all the processes are shown, and their total is
compared with data. The uncertainties include statistical and all experimental and theoretical
systematic uncertainties added in quadrature. The lower part of the plot shows the ratio of
the data to the prediction. The last bin of each distribution contains the overflow events, if
applicable.
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Figure 10.2: (a) mT(W) (b) Emiss
T (c) mT(ℓ, ν, γ) for all the processes are shown, and their

total is compared with data. The uncertainties include statistical and all experimental and
theoretical systematic uncertainties added in quadrature. The lower part of the plot shows
the ratio of the data to the prediction. The last bin of each distribution contains the overflow
events, if applicable.
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Figure 10.3: (a) η(γ) (b) γ conversion type (c) ∆R(ℓ, γ) (d) KLFitter Log-likelihood for all
the processes are shown, and their total is compared with data. The uncertainties include
statistical and all experimental and theoretical systematic uncertainties added in quadrature.
The lower part of the plot shows the ratio of the data to the prediction. The last bin of each
distribution contains the overflow events, if applicable.
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Figure 10.4: (a) N(b-jet77) (b) Highest jet DL1r binned score (c) 2nd highest jet DL1r binned
score (d) pT(jet [highest DL1r score]) for all the processes are shown, and their total is
compared with data. The uncertainties include statistical and all experimental and theoretical
systematic uncertainties added in quadrature. The lower part of the plot shows the ratio of
the data to the prediction. The last bin of each distribution contains the overflow events, if
applicable.
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Figure 10.5: (a) minimum ∆R(ℓ, b-jet77) (b) minimum ∆R(γ, b-jet77) (c) closest m(ℓ, b-jet77)
(d) closest m(γ, b-jet77) for all the processes are shown, and their total is compared with
data. The uncertainties include statistical and all experimental and theoretical systematic
uncertainties added in quadrature. The lower part of the plot shows the ratio of the data to
the prediction. The last bin of each distribution contains the overflow events, if applicable.
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Figure 10.6: (a) m(ℓ, γ, jet [highest DL1r score]) (b) m(ℓ, γ, jet [2nd highest DL1r score]) (c)
maximum ∆R(γ, jet) (d) minimum ∆R(γ, jet) for all the processes are shown, and their
total is compared with data. The uncertainties include statistical and all experimental and
theoretical systematic uncertainties added in quadrature. The lower part of the plot shows
the ratio of the data to the prediction. The last bin of each distribution contains the overflow
events, if applicable.
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10.2 Selection of variables for neural network

A fully connected neural network is used for the discrimination of signal events from
backgrounds. The choice of input variables is very crucial for this network for such
network architecture. A total of 85 relevant variables are explored for this purpose.
The variables are essentially based on the kinematic properties of the selected objects.
Some of these are compound functions or high-level variables made from the object
kinematics. Out of the 85, only 21 input variables are chosen finally, and they are
described in Table 10.1. The DL1r b-jet discriminant output score for the selected
jets in the analysis is used in the specific bins (-10, 0.665, 2.195, 3.245, 4.565, 20.)
corresponding to few specific WPs that are calibrated with data, referred to as jet

DL1r binned score in the table.
To judge whether a variable should be considered as input for the network,

individually their normalised distributions for the signal and backgrounds are used.
The difference in the shape of their distributions gives a hint of their importance.
For this purpose, a merit value called Separation is defined in Equation 10.1, where
a sum is done over the bins (Nbins) of the distribution of the considered variable
using the squared shape differences of the signal (Si) and each of the background
(Bi) groups in each bin i.

Separation =
1
2

Nbins

∑
i

(Si − Bi)
2

Si + Bi
× 100% (10.1)

The Separation is calculated for all explored input variables. Except for the
integer variables, all of their normalised distributions are given the same number of
bins: Nbins = 20. The considered integer variables have fewer bins. The variables
are selected based on the calculated Separation values separately for each of the
backgrounds (as defined in Chapter 4.4.1).

As an example, in Figure 10.7 the comparisons are shown for the signal and the
background groups for the variable, ∆R(ℓ, γ) where all the distributions are given 20
bins and normalised to one. The Separation is calculated following Equation 10.1 for
each of the backgrounds and are shown in the legend. For this particular variable,
the tt̄ +prompt γ (or tt̄γ decay) has the highest Separation and good separation is
also shown for the other prompt γ background1. Similar plots for the rest of the
selected input variables are shown in Appendix B.1.

As the final selection of the variables, they are chosen only if their calculated
Separation is more than 1% for at least one of the backgrounds. The Separation
values for the finally selected 21 variables are shown in Figure 10.8, where higher

1 In this chapter the other prompt γ implies the Prompt γ as defined in Chapter 4.4.1
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Table 10.1: The final list of input variables used in the neural network training and their
description

Name of Variable Description

pT(γ) pT of the photon
pT(ℓ) The pT of the lepton
HT(all) The sum of transverse momentum of

all charged and neutral particles
Emiss

T The missing transverse energy
mT(ℓ, Emiss

T ) or mT(W) Transverse mass of lepton-
transverse missing energy system

mT(ℓ, Emiss
T , γ) Transverse mass of lepton-photon-

transverse missing energy system
η(γ) η of the photon
γ conversion type Unconverted (0) or Converted(0) photon
∆R(ℓ, γ) Distance between lepton and photon
N(b-jet77) Number of b-tagged jets with

77% efficiency working point (WP)
Highest jet DL1r binned score The bin value of the DL1r score

of the b-tagged jet with the highest score
2nd highest jet DL1r binned score The bin value of the DL1r score

of the b-tagged jet with the 2nd highest score
pT(jet [highest DL1r score]) pT of the b-tagged jet with the

highest DL1r b-tagging score
minimum ∆R(ℓ, b-jet77) The minimum of the distances between the

lepton and any b-tagged jet (77% WP)
minimum ∆R(γ, b-jet77) The minimum of the distances between the

photon and any b-tagged jet (77% WP)
closest m(ℓ, b-jet77) Invariant mass of the system

with the minimum ∆R(ℓ, b-jet77)
closest m(γ, b-jet77) Invariant mass of the system

with the minimum ∆R(γ, b-jet77)
Invariant mass of the lepton-photon system

m(ℓ, γ, jet [highest DL1r score]) and the jet with the highest DL1r b-tagging score
Invariant mass of the lepton-photon system and

m(ℓ, γ, jet [2nd highest DL1r score]) the jet with the 2nd highest DL1r b-tagging score
maximum ∆R(γ, jet) The maximum of the distances between the

photon and the jets
minimum ∆R(γ, jet) The minimum of the distances between the

photon and the jets
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Figure 10.7: The comparison of the normalised (to 1) distributions for the variable ∆R(ℓ, γ)
of the signal with respect to the different background categories; the calculated Separation
values are shown in the legend

values of Separation are highlighted with a more red-coloured text background. The
integer variables are also marked.
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Chapter 10 Discrimination of signal from background processes

10.3 Description and training of neural network

A simple, fully connected neural network architecture is chosen for this analysis.
However, a detailed study on different hyperparameters of the network has been
done to determine the optimal version of the network, as summarised in Sec-
tion 10.3.3. The description and training of the finally chosen optimized network are
in the following.

Figure 10.9: The architecture of the neural network using 21 input variables. It has three
hidden layers with 96, 96 and 16 nodes in each, with PReLU activation layers and/or batch-
normalisation following them. The output node of the network is used following a sigmoid
activation function.

10.3.1 Network architecture

The network is mainly made of three hidden layers as it is shown in Figure 10.9 along
with the input layer consisting of 21 variables (explained above) transformed by
scaling to be within (0,1) using Scikit-learn’s [94] MinMax scaler. Layer-1 and Layer-2
are both 96 nodes. Layer-3 has 16 nodes. All the hidden layers are followed by a
Parametric Rectified Linear Unit or PReLU [95] activation function to keep parametrised
non-linearity in the output of the different hidden layers, with a as an additional
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10.3 Description and training of neural network

parameter, described as a function of a variable x as:

f (a, x) = x, x ≥ 0

f (a, x) = ax, x < 0

Layer-1 and Layer-2 are also followed by a Batch Normalisation [96] Layer. This helps
to avoid very high or very low activation values in the layer before. These two
steps add additional trainable parameters. Layer-2 and Layer-3 also have a L2 [97]
regularisation term (with kernel_regularizer value 0.15) added for them in the Loss
function to avoid over-training the network. The output node is used, following a
Sigmoid activation function f (x) = 1

1+e−x , to get the probability of any event being 1
for signal or 0 for background. By this construction, a total of 13969 parameters are
used in the network, out of which 13585 are used during the training.

10.3.2 Training of the network

Before training, all the events in the MC samples are weighted properly. The in-
dividual event weights (Chapter 6.3) are used since the sum of the event weights
determine the proportion of events belonging to a process rather than the total
number of entries in the corresponding MC samples. There are some MC samples
that contain negative weighted events. These events are removed for the training
as they can be treated wrongly by the network. It is shown in Appendix B.2 that it
is safe to use only the positive weighted events for the training, and the difference
in the shape of the network output is negligible. The normalisation of each sample
is corrected after the removal of the negative weighted events so that the overall
proportion of each process remains the same. However, the total events available for
the signal MC and all background MC samples together are not the same. Hence, the
weights of the background events are additionally reweighted to keep the balance
with the signal. This weighting procedure is done for both training and test datasets.

Next, the datasets are divided between the training+validation and test sets in
85% and 15% respectively. The training and validation sets are used in a 5-fold
cross-validation setup by splitting them further, with each split made of 17% of
total events. The validation set is switched with each of the five splits while using
the rest of the splits for training five different models. The test dataset is not used
anyhow during the training and is only used to assess the performance of the models
afterwards.

The training of the network is performed using Keras [98] with the TensorFlow [99]
backend. For training and optimization of the network, a Binary-Cross-entropy

function is used as the Loss function with Adam [100] optimizer with AMSGrad [101]
variant. A learning rate of 1 · 10−3 with decay rate of 15 · 10−5 is used in the optimizer.
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Chapter 10 Discrimination of signal from background processes

(a)

(b)

(c)

Figure 10.10: (a) Accuracy, (b) AUC and (c) loss function of the network during the training
progression shown for each epoch.
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10.4 Performance of the neural network

A batch size of 512 is used for the training.
The progression of the network during the training of the Accuracy (probabil-

ity of making a correct prediction) and the Area Under the Receiver-Operating-
Characteristic (ROC [102]) curve or AUC on the signal and background discrimina-
tion for the training and validation datasets for each epoch are shown in Figure 10.10
(a) and Figure 10.10 (b) respectively.

The training is run with a maximum epoch of 1500 and stopped with a EarlyStop-

ping [103] function (patience=50, min_delta=1 · 10−6) on the validation loss when its
slope gets close to zero to avoid any over-fitting as shown in Figure 10.10 (c).

10.3.3 Hyperparameters

Several hyperparameters are considered for network training, with different com-
binations of their multiple values. The final chosen network has the optimal values
of them, corresponding to the best performance (AUC) of the network output. The
hyperparameters and their searched values are listed in the following with the
chosen values underlined:

• Number of Layer-1 and Layer-2 nodes: 32, 64, 96, 128, 160

• Number of Layer-3 nodes: 8, 16, 32

• Learning rate: 0.0005, 0.001, 0.0015, 0.002

• Batch size: 128, 256, 512, 1024, 2048

• Adam’s AMSGrad variant: on, off

• Regularizer: Dropout layers, L2

10.4 Performance of the neural network

The output of the neural network, ONN, is then used as a new variable in the analysis.
The ONN is evaluated for all the MC samples and data as shown in Figure 10.11. Since
the same MC samples are being used partially in training and also in the analysis,
the five trained models (in the cross-validation approach) are used (inferred) in the
analysis in a way so that they were not trained with the same events. The ROC
curves of the five trained networks for the test dataset are shown in Figure 10.12.
The five cross-validated training models have a negligible ensemble uncertainty of
0.003 on the AUC, implying an unbiased training.
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Figure 10.11: Neural network output for all the processes are shown, and their total is
compared with the data. The uncertainties include statistical and all experimental and
theoretical systematic uncertainties added in quadrature [3]. The lower part of the plot
shows the ratio of the data to the prediction.

To understand the discrimination power of ONN between the signal and the back-
grounds, the corresponding normalised distributions are compared in Figure 10.13
with the Separation values calculated for each of the backgrounds similar to the
input variables as in Figure 10.7. From the values in the plot, the backgrounds
can be ranked accordingly from the best to worst separable as: the tt̄γ decay (tt̄
+ prompt γ), other prompt γ, e-fake γ and h-fake γ. The reason behind the fake
photon backgrounds being less separable from the signal can be because of the avail-
ability of fewer input variables with good Separation values, as shown previously in
Figure 10.8.
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10.4 Performance of the neural network

(a)

Figure 10.12: The ROC curve of the network outputs for the five trained models for signal
and all backgrounds with the area under the curve (AUC) for the test (unused in training)
dataset shown in the legend, with a negligible ensemble uncertainty implying an unbiased
training.
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Figure 10.13: Comparison of network output for signal and the different backgrounds. In
the legend, the Separation values of different backgrounds are also shown for the output
variable.
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10.5 Application of the neural network in the analysis

The ONN variable is not directly used in the likelihood fit as described in Chapter 11,
but only for further defining the signal and background enriched regions after ap-
plying the primary event selection described in Chapter 6.2. In particular, events are
divided into two regions based on ONN being below or above a threshold/cut value.
To determine the optimal cut value, the measurement with pseudo data (explained
later in Chapter 11) and without the systematic uncertainties is repeated for several
cut values (11 values around 0.5, between 0.3 and 0.7). Since the uncertainties of the
measurement from systematic sources are expected to be smaller than the dominant
statistical and MC statistical uncertainties, they are ignored for this optimisation. The
cut value with the least total uncertainty (i.e. statistical + MC statistical uncertainty)
on the asymmetry AC is chosen finally. The optimised cut value is 0.6, as can be
found from Figure 10.14 that the nearest cut value indicates a minimum of the total
uncertainty.
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Figure 10.14: The optimisation of the cut value on ONN for defining the two regions
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10.6 Event yields

10.6 Event yields

Event yields refer to the events that pass the event selection criteria as defined in
Chapter 6. They are further divided into two regions using the neural network
output value (ONN) at 0.6 as a boundary. The event yields in the two regions are
shown in Table 10.2. The uncertainty indicates the total of statistical and systematic
uncertainties. The comparison is also shown in a logarithmic scale in Figure 10.15.

Table 10.2: Event yields in the two regions ONN < 0.6 and ONN ≥ 0.6

Processes ONN < 0.6 ONN ≥ 0.6
tt̄γ production 6 660 ± 350 6 910 ± 340
tt̄γ decay 14 100 ± 3 100 1 900 ± 560
Prompt γ 6 400 ± 2 000 1 300 ± 400
H-fake γ 3 400 ± 1 400 790 ± 360
E-fake γ 6 420 ± 860 1 480 ± 260
Lepton fake 410 ± 110 57 ± 35
Total 37 400 ± 4 500 12 400 ± 1 100
Data 38527 13763
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Figure 10.15: The event yields of the prediction of all the processes and their total is compared
with the data divided into the two regions based on the neural network output value being
less or greater than 0.6. The uncertainties include all statistical and systematic uncertainties
added in quadrature. The lower part of the plot shows the ratio of the data to the prediction.
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Figure 11.1: The distribution of |y(t)| − |y(t̄)| for all the processes in the two regions ONN <

0.6 and ONN ≥ 0.6 are shown and their total is compared with the data. The uncertainties
include statistical and all systematic uncertainties added in quadrature. The lower part of
the plot shows the ratio of the data to the prediction.

Once the MC predicted |y(t)| − |y(t̄)| distributions (difference of the absolute
rapidity of the two top quarks) at the reconstruction level are obtained for the two
regions ONN < 0.6 and ONN ≥ 0.6, they are fitted with the corresponding data.
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Chapter 11 The analysis and measurement procedure

The fit is performed along with unfolding the measurement by using the profile
likelihood unfolding method that extracts the asymmetry AC at the particle level
fiducial region as a parameter of interest in the fit. The parameters associated with
the signal and background processes and many nuisance parameters associated with
the uncertainties are considered in the fit.

The reconstructed distribution of |y(t)| − |y(t̄)| for the two signal regions are
shown in Figure 11.1. The uncertainties include all statistical and systematic un-
certainties as discussed in Chapter 7. The strategy and method of using the profile
likelihood unfolding is described in Section 11.1. The treatment for all uncertainties
to make them usable in the fit is explained in Section 11.2. A test fit with pseudo
data is described in Section 11.3. A test to check the bias in the fit, called linearity

test is described in Section 11.4. Finally, the measurement of AC is described in
Section 11.5.

11.1 Profile likelihood unfolding method

The MC predicted distributions of |y(t)| − |y(t̄)| at the reconstruction level in the
two signal regions of ONN < 0.6 and ONN ≥ 0.6 for the signal and background
processes are used to fit the data. A likelihood function is defined for this based on
the Poisson probability built from this prediction and data.

The prediction for the signal process is slightly complicated. Although a recon-
struction level distribution of the signal process is available, the same can also be
expressed in terms of a particle/truth level distribution folded with its response
matrices. This approach gives the advantage (over using the traditional method of
using the reconstruction level distribution) of directly inferring the particle level
distribution from the fit. A profile likelihood fit method [104] is used as described in
the following.

11.1.1 Folding of the particle level distribution

The particle level distribution of |y(t)| − |y(t̄)| is obtained after applying the event
selection on the particle level objects (as described in Chapter 4.5) for the signal
process and shown in Figure 11.2. The event yields of the two bins of this distribution
are denoted as T− and T+ corresponding to |y(t)| < |y(t̄)| and |y(t)| > |y(t̄)|
respectively.

First, to fold the particle level distribution migration matrices (M) are required.
The migration (2 × 2) matrices contain the yields of the two bins of reconstructed
events corresponding to each of the two bins of the particle level distribution. The
elements of these matrices can be denoted as the intersection or correspondence of
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Figure 11.2: The particle/truth level distribution of |y(t)| − |y(t̄)|
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Figure 11.3: The migration matrices, Nr∩t of the signal of |y(t)| − |y(t̄)| in the two regions (a)
ONN < 0.6 and (b) ONN ≥ 0.6 created from the particle level and reconstruction level events
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the reconstructed and truth (particle level) events: Mr,t = Nr∩t, for reconstructed
bin r and truth bin t. They are shown in Figure 11.3.

The migration matrices are not directly used for folding, but via the response
matrices. The response matrices (P) are defined such that by folding (multiplying)
them with the truth T gives the reconstructed distribution R = PT. This is not only
performed for the nominal signal, but also for all systematic variations of the signal
(not shown here). Therefore, the uncertainties of the signal comes with the response
matrices instead of the reconstructed distributions as in the case of the backgrounds.

P is defined in terms of the truth normalised migration matrices: Mnorm (shown
in Figure 11.4), the efficiency of selecting truth events of a particular bin(t), ǫt, and
the acceptance of selecting reconstructed events of a particular bin(r), fr:
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Figure 11.4: Normalised migration matrices, M of the signal of |y(t)| − |y(t̄)| in the two
regions (a) ONN < 0.6 and (b) ONN ≥ 0.6 created from the truth and reconstructed events

Mnorm
r,t =

Nr∩t

∑r Nr∩t

ǫt =
∑r Nr∩t

Nt

fr =
∑t Nr∩t

Nr

(11.1)
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Figure 11.5: Response matrices, P of the signal of |y(t)| − |y(t̄)| in the two regions (a)
ONN < 0.6 and (b) ONN ≥ 0.6 created from the truth and reconstructed events

giving the

Response, Pr,t =
Mr,tnorm × ǫt

fr

=

Nr∩t
∑r Nr∩t

× ∑r Nr∩t
Nt

∑t Nr∩t
Nr

= Nr∩t ×
Nr

Nt × ∑t Nr∩t

(11.2)

The resulting response matrices are shown in Figure 11.5.

11.1.2 Description of the likelihood function

A likelihood function is defined taking into account the signal and background
distributions of |y(t)| − |y(t̄)| in different regions as well as all the systematic un-
certainties. The likelihood considers a Poisson probability based on the prediction
and data and profiled for all systematic uncertainties with Gaussian constraints. A
profile likelihood fit [104] method is used with this likelihood. The likelihood can be
expressed as:

L = ∏
c

∏
b

Pois(Ndata
b,c |νb,c(~θ)) · ∏

p

Gauss(0|θp, 1), (11.3)
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where
– c refers to the regions/channels: ONN ≥ 0.6 and ONN < 0.6,
– b refers to the two reconstruction level bins: |y(t)| < |y(t̄)| and |y(t)| > |y(t̄)|,
– Ndata

b,c is the data in bin b and channel c,
– ~θ are the nuisance parameters (NP) corresponding to the systematic uncertainties
after following the procedures described in Section 11.2 and Gauss(0|θp, 1) is a

Gaussian constraint of the NP θp ǫ ~θ with a mean of 0 and a standard deviation of 1.
– νb,c is the expected total events in bin b and channel c, can be expressed as follows:

νb,c =
[

γb,c,− × µ− × Rb,c,− × T− + γb,c,+ × µ+ × Rb,c,+ × T+

]

+ ∑
B

γB
b,c × NB

b,c,

(11.4)

where
– γ: represents the scale factors (by default 1) for each bin to take into account the
MC statistical uncertainties. The background samples each have the factors γB

b,c and
for the signal, each truth bin has a unique γb,c,t. A total of 8 γ factors for the signal
and 20 (4 for each background process) for the backgrounds exist.
– Rb,c,t are the response matrices of the signal, calculated from the truth and recon-
structed events.
– µ− and µ+ are the signal strength corresponding to the truth bins T− and T+

having the value of 1 as input before performing the fit.

After the profile likelihood fit is performed, the parameters of interests (POI) (µ−
and µ+) in the fit get a value as well as all the individual NP θp gets their Gaussian
distributions updated with a new mean (θ̂) and error (∆θ̂), from of the prior mean
and error values of 0 (θ0) and 1 (∆θ) respectively.

11.1.3 The strategy for the measurement

By performing a profile likelihood fit with data with the above described likelihood,
an inference can be drawn directly for the particle level distribution of |y(t)| − |y(t̄)|
of the signal process, i.e. the cross-section for the two bins of this distribution can
be extracted via the parameters of interest (POI), µ− and µ+. The asymmetry, AC is
defined at the particle level in terms of the distribution’s yields T− and T+ and the
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11.2 Treatment of the uncertainties

signal strengths µ− and µ+ as

AC =
µ+T+ − µ−T−
µ+T+ + µ−T−

. (11.5)

Thus, µ− can be expressed in terms of AC as

µ− = µ+ × T+

T−
× 1 − AC

1 + AC
(11.6)

and can be propagated to the likelihood via νb,c as

νb,c =

[

γb,c,− × Rb,c,−

(

1 − AC

1 + AC

)

+ γb,c,+ × Rb,c,+

]

µ+T+ + ∑
B

γB
b,c × NB

b,c. (11.7)

Hence, a profile likelihood fit is performed with this new likelihood definition to
obtain the asymmetry AC directly from the fit, i.e. AC and µ+ become the POI of the
fit.

11.2 Treatment of the uncertainties

The individual sources of systematic uncertainties are considered to be uncorrelated.
The systematic variations are considered as correlated between the regions (ONN <

0.6 and ONN ≥ 0.6). A NP with a Gaussian prior is assigned to each systematic
uncertainty. The up-and-down variations of the same systematic uncertainty are
considered with a single NP. The impact of the systematic uncertainties on the
considered distribution is symmetrised in different approaches as described in
Section 11.2.1. The sources of systematic uncertainties with negligible impacts
are pruned and are not considered for the fit as explained in Section 11.2.3. No
Smoothing technique is used since there are only two bins present in the |y(t)| − |y(t̄)|
histograms.

11.2.1 Symmetrisation

Since the NP in likelihood is defined with Gaussian constraint, the up and down
variations of the corresponding uncertainty are required to be symmetric around
the nominal value of a histogram bin, and hence they are symmetrised. If both the
up and down variations are provided, i.e. three point uncertainties, two different
symmetrisation options are available referred to as the so-called Two-Sided and Abs-

Mean. In the case of single variation uncertainties, i.e. two-point uncertainties, a
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One-Sided symmetrisation option is used.

Two-Sided

In this approach, the difference between the up and down variations is shifted such
that they become symmetric around the nominal value with their original signs
intact. The ’+’ and ’-’ of the following expression are then taken as symmetrised up
and down variations, respectively:

symmetrised up/down = nominal ± (up − down)
2

(11.8)

Abs-Mean

In this alternate approach, the average of the differences of the up/down with
respect to the nominal are calculated and that average difference is mirrored around
the nominal value:

symmetrised up/down = nominal ±
( |up − nominal|+ |down − nominal|

2

)

(11.9)

This symmetrisation technique provides a fixated direction of the up and down
variations being always larger and smaller than the nominal value respectively. Even
in those cases, where both variations would go in the same direction in a bin, e.g. due
to large statistical fluctuations, AbsMean symmetrisation provides a symmetrised
uncertainty. In those cases, it is superior to the Two-sided symmetrisation, as that
would potentially underestimate the variation in those bins. Thus, in the case of
two opposite side up and down variations with the up value being larger than the
nominal, AbsMean symmetrisation would act exactly as Two-sided symmetrisation.
The AbsMean symmetrisation is used for those variations with large statistical fluctu-
ations, in particular in the following analysis it has been used only for the modelling
uncertainties on the radiation of the signal process as described later.

One-Sided

In the case of a single variation uncertainty, the variation is mirrored around the
nominal to obtain the symmetrised variation.

A summarised list of all the systematic uncertainties with their NPs and the
corresponding symmetrisation options used are shown in Table 11.1 and Table 11.2.
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A detailed explanation of the individual uncertainties is given in Chapter 7.

Table 11.1: The summary list of all theoretical systematic uncertainties with their number of
individual NPs corresponding to the group origin and the symmetrisation option used for
them

Systematic Uncertainty Symmetrisation Number of NPs

tt̄γ production µR Two-sided 1
tt̄γ production µF Two-sided 1
tt̄γ production PDFs One-sided 30
tt̄γ production PS model One-sided 1
tt̄γ production PS radiation AbsMean 1

tt̄γ decay µR Two-sided 1
tt̄γ decay µF Two-sided 1
tt̄γ decay PDFs One-sided 30
tt̄γ decay PS model One-sided 1
tt̄γ decay PS radiation Two-sided 1
tt̄ µR Two-sided 1
tt̄ µF Two-sided 1
tt̄ PS model One-sided 1
tt̄ Generator model One-sided 1
tt̄ Simulation One-sided 1
tt̄ PS radiation Two-sided 1
tt̄ hdamp One-sided 1

tWγ µR Two-sided 1
tWγ µF Two-sided 1
tWγ PS model One-sided 1

Background Normalisation Uncertainties
tt̄γ decay One-sided 1
Wγ One-sided 1
Zγ One-sided 1
tWγ One-sided 1
other smaller processes One-sided 1
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Table 11.2: The summary list of all experimental systematic uncertainties with their number
of individual NPs corresponding to the group origin and the symmetrisation option used
for them

Systematic Uncertainty Symmetrisation Number of NPs

Electron efficiency Two-sided 4
Photon efficiency Two-sided 2
e-γ energy scale Two-sided 2
e-γ energy resolution Two-sided 1

Muon efficiency Two-sided 10
Muon track resolution Two-sided 2
Muon energy scale Two-sided 1
Muon energy resolution Two-sided 2

Jet Energy Scale
– pileup Two-sided 4
– η-intercalibration Two-sided 6
– flavour related Two-sided 3
– high-pT Two-sided 1
– Punch Through Two-sided 1
– simulation non-closure Two-sided 1
– calibration eigenvectors Two-sided 15

Jet Energy Resolution
– calibration eigenvectors Two-sided 7
– data/MC offset Two-sided 1

B-tagging
– b-jets related eigenvectors Two-sided 9
– c-jets related eigenvectors Two-sided 4
– light-jets related eigenvectors Two-sided 4

Jet vertex tagger Two-sided 1

MET (soft) scale Two-sided 1
MET (soft) resolution One-sided 2

Pileup Two-sided 1
Integrated Luminosity Two-sided 1

Electron fake γ Two-sided 1
Hadron fake γ Two-sided 1
Fake lepton Two-sided 2
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11.2 Treatment of the uncertainties

11.2.2 Effect of symmetrisation

A set of example plots are shown in Figure 11.6 for one source of systematic un-
certainty (b-jet flavour uncertainty for jet energy scale) for the signal region with
ONN ≥ 0.6 for the signal and all the background processes, where a comparison
of the up and down variations with the nominal distribution and the effect of the
Two-sided symmetrisation are shown. The signal distributions are found by folding
the particle/truth level distribution and results in two separate plots because of the
two truth bins T− and T+. This is explained in Section 11.1.

11.2.3 Pruning

Since there are many uncertainties present that have a negligible impact on this ana-
lysis, a pruning procedure is followed to prune them making the fit computationally
faster. The pruning is applied separately for the shape and normalisation difference
between a variation and its corresponding nominal histograms. For pruning based
on normalisation, the relative difference of the integral of the distributions is checked
to be above the specified threshold value to keep the variation. For pruning based
on shape, the relative difference for any bin of the distribution is checked to be above
the specified threshold value to keep the variation. The threshold values of 0.1%
are used for both the shape and normalisation based pruning. The list of pruned
and kept uncertainties are listed in Figures 11.7-11.10. For a better visibility, they
are divided into four parts and explained with labels in Figure 11.7. The different
colours indicate which aspects of the systematic variation are kept or pruned:

• green for both normalisation and shape kept

• yellow for normalisation only (shape pruned)

• orange for shape only (normalisation pruned)

• red when pruned entirely
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Figure 11.6: The variations (up and down) on |y(t)| − |y(t̄)| for systematic uncertainty of
b-jet flavour for jet energy scale are shown and compared to the nominal distribution for
all the processes in the signal region with ONN ≥ 0.6. The original variations are shown
with dotted lines and the symmetrised variations are shown with solid lines. The plot
corresponds to the processes (a) and (b) folded signal distributions corresponding to T−
(truth bin 1) and T+ (truth bin 2) respectively, (c) tt̄γ decay, (d) prompt γ, (e) e-fake γ and (f)
h-fake γ.
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Figure 11.7: The nuisance parameters (1) considered for normalisation and shape uncertain-
ties and whether they are kept or pruned in the fit. The left set of columns belongs to the
ONN < 0.6 region and the right set of columns belongs to the ONN ≥ 0.6 region. For the
signal, the individual truth bin folded contributions are shown for both regions, where two
columns correspond to the same region and redundantly the other two columns correspond
to the other region - being empty
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columns belong to the ONN ≥ 0.6 region.
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11.3 Fit with Asimov data

Before the actual fit is performed on data, the stability of the fit procedure, the
behaviour of the systematic uncertainties and the expected sensitivity of the meas-
urement are evaluated using a test fit by creating a pseudo data template called
Asimov. The pseudo data corresponds to the sum of the predicted events of the
signal and all the background processes. Hence, the (pseudo) data is exactly the
same as the prediction, i.e. a perfect fit.

The fit with Asimov data results with the NPs fitted to the same mean value of
0, i.e. does not get pulled away, however, can get constrained, i.e. ∆θ̂ < 1 standard
deviation. The fitted γ-factors’ uncertainty reflects the MC statistical uncertainty.
The pull (shift of θ̂ from 0) and the constraints of all the NPs and the fitted γ-factors
are shown in the Figure 11.11 and 11.12, where it can be noted that the green region
corresponds to ∆θ̂ < 1 standard deviation and the yellow region corresponds to
∆θ̂ < 2 standard deviation with zero mean value.

Only a few NPs show constraints larger than 5%. The NP corresponding to
the normalisation uncertainty of tt̄γ decay is constrained to 71% and of Wγ is
constrained to 87%. Among the NPs corresponding to the experimental systematic
uncertainties, JES Pileup ρ-Topology and h-fake γ SF error gets constrained to
around 94%. The rest of the NPs get very minimal constraints. This means that for
the number of expected events in each bin in the fitted distribution – their a-priori

systematic uncertainties (like the background normalisation uncertainties) were
estimated to be larger, or they could be constrained through the (anti-)correlation
with other systematic uncertainties.

The γ factors are fitted to be near the value of 1 and their uncertainties are
mostly infinitesimally small except for the lepton fake background since it has
small statistics.

A fit with Asimov data results in NPs getting correlated between themselves
also. The correlation between the NPs among themselves and also with the POIs:
charge asymmetry and µ+ (named in the plot as Unfolding Unfolded Truth Bin 2)
are determined during the fit and shown in the Figure 11.13. The figure shows
only those NPs for which the correlation with at least another NP or POI is more
than 10%. The significant correlations are mainly present for the constrained NP of
tt̄γ decay normalisation uncertainty with various jet-related uncertainties and Wγ

normalisation uncertainty. Although µ+ have large correlations, AC does not have
such correlations.
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11.3.1 Results with Asimov fit

The fit with the pseudo data gives the asymmetry to be

AC = −0.014 ± 0.033

= −0.014 ± 0.027(stat)± 0.018(syst)

which is expected. The central value is the same as the expected asymmetry from the
signal MC at the particle level in the fiducial phase space as described in Chapter 4.5.

To estimate the impact of individual uncertainties on the measurement of the
AC, a series of repeated fits are done individually by keeping the value of the
corresponding NP (θ) fixed within the upper and lower range, i.e. ± 1 at pre-fit and
the pulled/constrained values following the fit (post-fit) i.e. θ̂ ± ∆θ̂. The resulting
ranking plot is shown in Figure 11.14. In this way, the difference between these
newly fitted AC values and the nominal fit value is considered as the impact of the
corresponding NP on the measurement. However, these are only estimates to assess
the impact of each NP, but not their contribution to the final error.

The two most important systematic uncertainties are, one component of MET (soft)
resolution uncertainty and the JES flavour response uncertainty. The comparison of
these uncertainties with their nominal distributions is shown in Appendix A. The
MC statistical uncertainties for the prompt γ and fake lepton backgrounds are also
important.

Along with the fit on AC, the inference on µ+ (hence also µ−) can also be achieved
that gives the resulting absolute cross-sections of the signal extracted at the particle
level fiducial region in the two bins of |y(t)| − |y(t̄)| as shown in the Figure 11.15.
The unfolded differential cross-sections have around 10% uncertainty on each bin.
The unfolded Asimov data is compared with the MC predictions using two different
parton shower and hadronisation algorithms: Pythia and Herwig, and they agree
well within the uncertainty as per expectation.

118



11.3 Fit with Asimov data

2− 1− 0 1 2

θ∆)/
0

θ-θ(

Signal PS(Herwig7)
Signal PDF4LHC 1
Signal PDF4LHC 12
Signal PDF4LHC 17
Signal PDF4LHC 19
Signal PDF4LHC 20
Signal PDF4LHC 22
Signal PDF4LHC 26
Signal PDF4LHC 28
Signal PDF4LHC 4
Signal PDF4LHC 5
Signal PDF4LHC 9

F
µSignal 

R
µSignal 

Signal PS radiation

Signal-modelling

(a)

2− 1− 0 1 2

θ∆)/
0

θ-θ(

tWy PS(Herwig7)
F

µ γtW
 decay PS(Herwig7)γtt
 decay PDF4LHC 1γtt
 decay PDF4LHC 17γtt
 decay PDF4LHC 20γtt
 decay PDF4LHC 22γtt
 decay PDF4LHC 26γtt
 decay PDF4LHC 28γtt
 decay PDF4LHC 4γtt
 decay PDF4LHC 5γtt
 decay PDF4LHC 6γtt
 decay PDF4LHC 8γtt

F
µ decay γtt

R
µ decay γtt

 decay PS radiationγtt
 PS(Herwig7)tt
 Generatortt

damp htt

Background-modelling

(b)

2− 1− 0 1 2
θ∆)/

0
θ-θ(

 NormalisationγW
 NormalisationγZ

Other Prompt Normalisation
 NormalisationγtW

 decay Normalisationγtt

Background-Normalisation

(c)

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

 0.6, bin 1)≥ 
NN

 (Fake lepton, Oγ
 0.6, bin 2)≥ 

NN
 (Fake lepton, Oγ

 < 0.6, bin 1)
NN

 (Fake lepton, Oγ
 < 0.6, bin 2)

NN
 (Fake lepton, Oγ

 0.6, bin 1)≥ 
NN

, Oγ (Prompt γ
 0.6, bin 2)≥ 

NN
, Oγ (Prompt γ

 < 0.6, bin 1)
NN

, Oγ (Prompt γ
 < 0.6, bin 2)

NN
, Oγ (Prompt γ

 (Signal Response (R1,T1))γ
 (Signal Response (R1,T1))γ
 (Signal Response (R1,T2))γ
 (Signal Response (R1,T2))γ
 (Signal Response (R2,T1))γ
 (Signal Response (R2,T1))γ
 (Signal Response (R2,T2))γ
 (Signal Response (R2,T2))γ

 0.6, bin 1)≥ 
NN

, Oγ (e-fake γ
 0.6, bin 2)≥ 

NN
, Oγ (e-fake γ

 < 0.6, bin 1)
NN

, Oγ (e-fake γ
 < 0.6, bin 2)

NN
, Oγ (e-fake γ

 0.6, bin 1)≥ 
NN

, Oγ (h-fake γ
 0.6, bin 2)≥ 

NN
, Oγ (h-fake γ

 < 0.6, bin 1)
NN

, Oγ (h-fake γ
 < 0.6, bin 2)

NN
, Oγ (h-fake γ

 0.6, bin 1)≥ 
NN

 decay, Oγt (tγ
 0.6, bin 2)≥ 

NN
 decay, Oγt (tγ

 < 0.6, bin 1)
NN

 decay, Oγt (tγ
 < 0.6, bin 2)

NN
 decay, Oγt (tγ

(d)

Figure 11.11: (a,b,c) The fitted NPs (θ̂) (1) with their pulls and constraints with respect to
their pre-fit values and (d) Gamma Parameters after the fit with Asimov data.
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Figure 11.12: The fitted NPs (θ̂) (2) with their pulls and constraints with respect to their
pre-fit values after the fit with Asimov data.
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Figure 11.13: Correlations between different fitted NPs and the parameters of interest for the
Asimov fit. The plot shows only those NPs for which the correlation with at least another
NP or POI is more than 10%. The POIs AC and µ+ are named here as Charge Asymmetry and
Unfolding Unfolded Truth Bin 2 respectively.
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Figure 11.14: The ranking of the different NPs according to their impact on the measurement
of the charge asymmetry, AC for the fit with Asimov data. The top scale corresponds to the
impact of the NPs on the measurement of AC, whereas the bottom scale corresponds to the
fitted NPs with their pulls and constraints same as in the Figures 11.11 and 11.12.
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Figure 11.15: The unfolded distribution of |y(t)| − |y(t̄)| at the particle level with its uncer-
tainty corresponding to the Asimov data and comparison to the MC predicted distributions
with different parton showers

11.4 Linearity test

A linearity test is performed to probe the robustness of the unfolding method such
that the setup does not bias the result towards the asymmetry of the signal MC and
for the fit performed with data the unfolded asymmetry is the same as its true value.
For the test, the unfolding procedure is repeated by using a varied signal distribution
to form a pseudo-data. The unfolded asymmetry obtained with a perfectly unbiased
and uncorrelated setup should be exactly the same as its true value. The test is
performed with multiple different asymmetry values. A linear relation is expected
between the true asymmetry and the unfolded asymmetry values (with slope m,
offset c) such that

unfolded asymmetry = m × true asymmetry + c (11.10)

To mimic different true asymmetry values, the |y(t)| − |y(t̄)| distributions from
nominal signal MC are varied using linear reweighting method, similar to the
method used for tt̄γ decay background reweighting as discussed in Chapter 9.5.
The equations 9.13-9.20 are used again in this case replacing ALO

C by the nominal
tt̄γ production truth (particle level) asymmetry and ANLO

C by the modified truth
asymmetry. Here the migration matrices M correspond to the same matrices shown
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in Figure 11.3. As a result the newly reconstructed distributions, with yields R1 and
R2, of the corresponding modified truth asymmetry are used for creating the pseudo
data for the test fits.

11.4.1 Test results

Three different linearity tests are performed using the linear reweighting method.

Test 1: closure test

This test is done using the full statistics of the signal MC sample as pseudo data.
The test values for the varied truth asymmetry are chosen uniformly in the range
of [-0.060,+0.030] with 19 values around the expected AC covering approximately
a range of ±1.3σ around it, where σ corresponds to the expected uncertainty. The
test values are fitted well linearly with the unfolded values and they are shown in
Figure 11.16 (a). From the linear fit, the slope m = 0.9824 and offset c = −0.0002.

Test 2: closure test with partial dataset

The closure test is repeated using a partially available dataset for creating the pseudo
data. The 6 test values cover approximately the range of ±3σ around the expected
AC value: -0.1128, -0.0728, -0.0328, 0.0072, 0.0472, 0.0872. The test values are fitted
well linearly with the unfolded values and they are shown in Figure 11.16 (c). From
the linear fit, the slope m = 1.0168 ± 0.1498 and offset c = 0.0007 ± 0.0103.

Test 3: independent datasets

A third test is done by creating 9 independent MC samples and using them inde-
pendently for corresponding 9 test values of asymmetry. The 9 test values cover
approximately the range of ±3σ around the expected AC value: -0.1125, -0.0875,
-0.0625, -0.0375, -0.0125, 0.0125, 0.0375, 0.0625, 0.0875. The unfolded asymmetry
agrees well with their corresponding test values and they fit well linearly as shown
in Figure 11.16 (b) with the slope m = 0.9918 ± 0.0765 and offset c = 0.0031 ± 0.0051.

All three tests show a strong linear relation between the truth asymmetry value of
the pseudo data and the corresponding unfolded asymmetry value. The slope and
offset values show a negligible bias within their uncertainties.
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Figure 11.16: Linearity test of the unfolding setup using (a) full dataset of signal MC (b)
partial dataset and (c) independent individual datasets
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11.5 Measurement of the charge asymmetry

After the test fit with Asimov data, the experimental data is used instead, keeping
everything else of the fit setup the same for the final measurement of AC. The fitted
NPs for this fit are shown in Figures 11.18 and 11.19 with their pulls and constraints
along with the γ parameters. From the fit the signal strength µ+ is also measured
along with AC and found to be 1.20 +10%

−9% .
Few NPs, e.g. the normalisation uncertainties of Wγ and tt̄γ decay are slightly

pulled away from 0 and also get constrained as expected from the fit with the Asimov
data. All NPs are within one standard deviation of their pre-fit values.

The correlation matrix for the fit is shown in Figure 11.20. The correlations are
quite similar to the same for the fit with Asimov data (Figure 11.13).

11.5.1 Results

The asymmetry AC is measured to be [3]

AC = −0.003 ± 0.029

= −0.003 ± 0.024(stat)± 0.017(syst)

in agreement with the SM prediction at the NLO QCD (from Chapter 4.5): −0.014 ±
0.001 (scale uncertainty).

Along with the asymmetry AC, the differential cross-section measurement as
a function of |y(t)| − |y(t̄)| at the particle level fiducial region is also performed
by inferring on µ+ and µ−. By using the Equation 11.4, for nb,c in the likelihood
definition, the normalised differential cross-section measurement as a function of
|y(t)| − |y(t̄)| is also performed. They are shown in Figure 11.17 and compared with
the MC predictions.

The ranking of the individual NPs in terms of their impact on the final measure-
ment (AC) is shown in Figure 11.21. As expected, the important uncertainties are
very similar to the fit with the Asimov data.

The systematic uncertainties can also be grouped into several categories to better
illustrate their impact on the AC measurement. To assess the impact, the set of
NPs corresponding to an individual group is fixed to the fitted values and the fit
is repeated. The resulting (quadratic) difference in total uncertainty is taken as the
impact. The total uncertainty is not the quadratic sum of the grouped impacts and
they are described in Table 11.3.

The measurement is dominated by statistical uncertainty. Also, the MC statist-
ical uncertainties are significant. Among the other uncertainties, the experimental
uncertainties in the jets and Emiss

T are found to be important.
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Figure 11.17: The unfolded distribution as (a) absolute cross-section and (b) normalised
cross-section of |y(t)| − |y(t̄)| at the particle level fiducial region, with their uncertainty and
comparison to the MC predicted distributions with different parton showers
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Figure 11.18: (a,b,c) The fitted NPs (θ̂) (1) with their pulls and constraints with respect to
their pre-fit values and (d) Gamma Parameters after the fit.
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Figure 11.19: The fitted NPs (θ̂) (2) with their pulls and constraints with respect to their
pre-fit values after the fit.
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Figure 11.20: The correlations between different NPs and the parameters of interests (POI).
The plot shows only those NPs for which the correlation with at least another NP or POI is
more than 10%. The POIs AC and µ+ are named here as Charge Asymmetry and Unfolding
Unfolded Truth Bin 2 respectively.
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Figure 11.21: The ranking of the different NPs according to their impact on the measurement
of the charge asymmetry, AC. The top scale corresponds to the impact of the NPs on the
measurement of AC, whereas the bottom scale corresponds to the fitted NPs with their pulls
and constraints same as in the Figures 11.18 and 11.19.
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Table 11.3: Summary of the impact of the systematic uncertainties on AC grouped into
different categories. The quoted uncertainties are obtained by repeating the fit with a group
of nuisance parameters fixed to their fitted values and subtracting in quadrature the resulting
total uncertainty from the uncertainty of the complete fit. However, the total uncertainty
is not the quadratic sum of the grouped impacts, as this approach neglects the correlation
among the different groups. The category Other experimental includes uncertainties associated
with leptons, pile-up and luminosity

Grouped Impact
Total uncertainty 0.029
Statistical uncertainty 0.024
MC statistical uncertainties

Background processes 0.008
Signal 0.004

Modelling uncertainties

Signal modelling 0.003
Background modelling 0.002
All prompt γ bkg. normalisation 0.002

Experimental uncertainties

Jet 0.009
Emiss

T 0.005
Fake lepton background 0.005
Fake photon background 0.003
Photon 0.001
b-tagging 0.001
Other experimental 0.004
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CHAPTER 12

Conclusion and outlook

This is the first measurement of the top quark pair charge asymmetry in tt̄γ produc-
tion in agreement with the SM expectation [3].

A set of novel and crucial methods are considered for the analysis. For the first
time, the reconstructed top quark kinematic observables are studied for the tt̄γ pro-
duction process. A folding approach in the likelihood fit enables direct inference on
the unfolded distribution and hence reduces the uncertainty compared to unfolding
an already fitted distribution. This is also the first tt̄γ production related measure-
ment where the radiative top decays are not considered as signal to enhance the
sensitivity of the underlying physics. Using a neural network discriminator a good
separation is achieved between the tt̄γ production and the tt̄γ decay background.

The measurement is expected to be sensitive to potential BSM physics as the
process is more exposed to the quark-initiated production than in tt̄ production.
This is still to be tested either via the relevant operators in the Effective Field Theory
approach or by constraining the parameters of axigluon models.

With the tiny cross-section of the tt̄γ production process compared to the tt̄ pro-
duction and the limited ATLAS Run 2 dataset, it was expected that the measurement
would be limited by the statistics. The precision of this measurement is therefore
expected to improve significantly with the HL-LHC data to be collected in the fu-
ture with 20 times more integrated luminosity, reducing the statistical uncertainty.
Theoretical predictions with higher-order QCD and EW corrections would make in-
teresting comparisons with such future measurements. Given this large uncertainty
on the measurement, the hypothesis of zero asymmetry in tt̄γ production cannot be
excluded. However, since the nullification of oppositely signed multiple asymmetric
effects are present in this process, the measured asymmetry being zero would still
be physics relevant.

As an alternative measurement, can be performed especially with a much larger
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dataset, a different observable of the same kind, the leptonic charge asymmetry (Aℓℓ

C )
can be defined on the charged leptons from the top quark pair decays in the dilepton
channels:

Aℓℓ

C =
N(∆|η| > 0)− N(∆|η| < 0)
N(∆|η| > 0) + N(∆|η| < 0)

(12.1)

where ∆|η| = |ηℓ+| − |ηℓ−|. The charge asymmetry between the top quarks would
be propagated to the corresponding charged leptons. This approach could avoid the
kinematic reconstruction of top quarks and one would only need the reconstructed
leptons. This could potentially reduce the systematic uncertainties that originate
from the jets.

Other approaches for improving the experimental systematic uncertainties could
be done mainly by improving the method of reconstruction of the top quarks. Ad-
vanced machine learning based methods like SPA-NET [105] and a better b-tagging
algorithm (already a reality in Run 3) could improve the top quark reconstruction
efficiency and hence the related uncertainties.

It is also vital to look for a more asymmetric phase space of the tt̄γ production
process. From theoretical studies [23], it is known that the asymmetry will get
enhanced with photon radiation towards the forward region (higher |η(γ)|) in the
tt̄γ production, similar to the boosted tt̄ system in tt̄ production. A differential charge
asymmetry measurement as a function of the |η(γ)| would give a more in-depth
knowledge of the underlying physics. This could also be explored in the future with
more data.

This new measurement discussed in this thesis has its limitations at the current
stage. However, with its novel approaches, it has the potential to serve as a stepping
stone for related theoretical and experimental physics research in the future.

134



APPENDIX A

Comparisons of distributions for

important uncertainties

135



Appendix A Comparisons of distributions for important uncertainties
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Figure A.1: The variations (up and down) on |y(t)| − |y(t̄)| for systematic uncertainty of
MET (soft) resolution component are shown and compared to the nominal distribution for
all the processes in the signal region with ONN < 0.6. The original variations are shown
with dotted lines and the symmetrised variations are shown with solid lines. The plot
corresponds to the processes (a) and (b) signal, (c) tt̄γ decay, (d) prompt γ, (e) e-fake γ and
(f) h-fake γ.
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Figure A.2: The variations (up and down) on |y(t)| − |y(t̄)| for systematic uncertainty of
MET (soft) resolution component are shown and compared to the nominal distribution for
all the processes in the signal region with ONN ≥ 0.6. The original variations are shown
with dotted lines and the symmetrised variations are shown with solid lines. The plot
corresponds to the processes (a) and (b) signal, (c) tt̄γ decay, (d) prompt γ, (e) e-fake γ and
(f) h-fake γ.

137



Appendix A Comparisons of distributions for important uncertainties

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

0

1000

2000

3000

4000

5000

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

 productionγtJES Flavor Response, t

 < 0.6
NN

O

Folded truth bin: 1

 (-1.2 %)σ+ 1 

 (+1.2 %)σ - 1 

Original Modified

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

3−
2−
1−
0

1

2

3

 [
%

]
N

o
m

.

S
y
s
t.
-N

o
m

.

(a)

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

0

500

1000

1500

2000

2500

3000

3500

4000

4500

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

 productionγtJES Flavor Response, t

 < 0.6
NN

O

Folded truth bin: 2

 (-1.3 %)σ+ 1 

 (+1.3 %)σ - 1 

Original Modified

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

3−
2−
1−
0
1
2
3

 [
%

]
N

o
m

.

S
y
s
t.
-N

o
m

.

(b)

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

0

2000

4000

6000

8000

10000

12000

14000

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

 decayγtJES Flavor Response, t

 < 0.6
NN

O

 (-1.7 %)σ+ 1 

 (+1.7 %)σ - 1 

Original Modified

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

2−
1−

0

1

2 [
%

]
N

o
m

.

S
y
s
t.
-N

o
m

.

(c)

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

0

1000

2000

3000

4000

5000

6000

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

γJES Flavor Response, Prompt 

 < 0.6
NN

O

 (-4.2 %)σ+ 1 

 (+4.2 %)σ - 1 

Original Modified

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

8−
6−
4−
2−
0
2
4
6
8

 [
%

]
N

o
m

.

S
y
s
t.
-N

o
m

.

(d)

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

0

1000

2000

3000

4000

5000

6000

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

γJES Flavor Response, e-fake 

 < 0.6
NN

O

 (-3.0 %)σ+ 1 

 (+3.0 %)σ - 1 

Original Modified

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

4−

2−

0

2

4 [
%

]
N

o
m

.

S
y
s
t.
-N

o
m

.

(e)

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

0

500

1000

1500

2000

2500

3000

3500

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

γJES Flavor Response, h-fake 

 < 0.6
NN

O

 (-1.9 %)σ+ 1 

 (+1.9 %)σ - 1 

Original Modified

4− 3− 2− 1− 0 1 2 3 4
)|t|y(t)| - |y(

3−
2−
1−
0
1
2
3

 [
%

]
N

o
m

.

S
y
s
t.
-N

o
m

.

(f)

Figure A.3: The variations (up and down) on |y(t)| − |y(t̄)| for systematic uncertainty of
flavour response for jet energy scale are shown and compared to the nominal distribution
for all the processes in the signal region with ONN < 0.6. The original variations are shown
with dotted lines and the symmetrised variations are shown with solid lines. The plot
corresponds to the processes (a) and (b) signal, (c) tt̄γ decay, (d) prompt γ, (e) e-fake γ and
(f) h-fake γ.
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Figure A.4: The variations (up and down) on |y(t)| − |y(t̄)| for systematic uncertainty of
flavour response for jet energy scale are shown and compared to the nominal distribution
for all the processes in the signal region with ONN ≥ 0.6. The original variations are shown
with dotted lines and the symmetrised variations are shown with solid lines. The plot
corresponds to the processes (a) and (b) signal, (c) tt̄γ decay, (d) prompt γ, (e) e-fake γ and
(f) h-fake γ.
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Figure B.1: The normalised comparison of the different background categories with respect
to signal to calculate the separation power for the input variables
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Figure B.2: The normalised comparison of the different background categories with respect
to signal to calculate the separation power for the input variables
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Figure B.3: The normalised comparison of the different background categories with respect
to signal to calculate the separation power for the input variables
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Figure B.4: The normalised comparison of the different background categories with respect
to signal to calculate the separation power for the input variables
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Figure B.5: The normalised comparison of the different background categories with respect
to signal to calculate the separation power for the input variables
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B.2 Check of negative weights for NN training

B.2 Check of negative weights for NN training

To check if the negative weighted events of signal and background are significantly
different from the positive weighted events, a comparison is done with all events
and positive weighted events for the neural network output variable for both signal
and backgrounds with their normalised distributions. The result shows that there is
no significant difference. Hence, it is safe to use the positive weighted events only
for the training.

(a)

Figure B.6: The comparison of signal and background normalised distribution of NN output
with all events and only positive weighted events
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