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Abstract

When investigating semimartingales, both the characteristics and the probabilistic symbol
play important roles. They allow for the analysis of various significant properties and,
in some cases, the characterization of the underlying process. For instance, the symbol,
which is related to the right derivative of the characteristic function of the one-dimensional
marginals, of a Lévy process, coincides with the characteristic exponent, and for Feller
processes with the symbol of the operator. The most general class for which the symbol
exists is ItO processes.

In this thesis, we show that within the class of Hunt semimartingales, It0 processes are
precisely those for which the probabilistic symbol exists. Furthermore, we point out that
the applicability of the symbol can be lost for processes that are not Hunt semimartingales,
even if the symbol exists.

Investigating beyond time-homogeneity, we add a time component to the symbol to analyze
non-homogeneous processes. We show the existence of such a time-dependent symbol
for non-homogeneous Itd processes. Additionally, for this class of processes, we derive
maximal inequalities, which we apply to extend the Blumenthal-Getoor indices to the
non-homogeneous case. These allow for the derivation of various properties concerning
the paths of the process.

Lastly, we generalize semimartingales by introducing a ‘point of no return’ or ‘killing point’,
as known in the Markovian context, within this framework. To this end, the development
of a new characteristic to describe this phenomenon is required. We present a theory
concerning these generalized semimartingales by extending some of the most important
classical results with the help of the new characteristic, and integrate the probabilistic
symbol into this context. Additionally, we present a natural way in which a killing can
occur in the semimartingale framework.
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Zusammenfassung

Bei der Untersuchung von Semimartingalen spielen sowohl deren Charakteristiken als
auch das probabilistische Symbol eine wichtige Rolle, denn sie ermdglichen nicht nur
die Analyse verschiedener wichtiger Eigenschaften, sondern in einigen Féllen auch die
Charakterisierung des zugrunde liegenden Prozesses. Beispielsweise stimmt das Symbol
bei Lévyprozessen mit dem jeweiligen charakteristischen Exponenten iiberein und bei
Feller-Prozessen mit dem Symbol des Operators. Die allgemeinsten Prozesse, fiir die das
Symbol existiert, sind [t0-Prozesse.

In dieser Arbeit zeigen wir, dass das probabilistische Symbol eines Hunt-Semimartingals
genau dann existiert, wenn der betrachtete Prozess ein It6-Prozess ist. Dariiber hinaus
fithren wir aus, warum das Symbol fiir Prozesse, die keine Hunt-Semimartingale sind, seine
Anwendbarkeit verliert.

Lasst man die zeitliche Homogenitat der bis zu diesem Zeitpunkt betrachteten Prozesse
hinter sich, miissen wir dem Symbol, um auch zeitlich inhomogene Prozesse analysieren
zu konnen, eine Zeitkomponente hinzufiigen. Wir zeigen die Existenz eines solchen zeitab-
héngigen Symbols fiir inhomogene It6-Prozesse und leiten fiir diese Klasse von Prozessen
Maximal-Ungleichungen her, die wir anwenden, um die so genannten Blumenthal-Getoor-
Indizes auf den inhomogenen Fall zu erweitern. Diese wiederum ermoglichen die Ableitung
verschiedener Pfadeigenschaften des Prozesses.

SchlieRlich verallgemeinern wir Semimartingale durch die Einfiihrung eines sogenannten
,Killing Point“ , wie er im Markov-Kontext bereits bekannt ist. Dies erfordert die Einfiihrung
einer neuen Semimartingal-Charakteristik zur Beschreibung des genannten Phédnomens.
Wir stellen eine Theorie dieser verallgemeinerten Semimartingale vor, indem wir einige
der wichtigsten klassischen Ergebnisse mit Hilfe der neuen Charakteristik verallgemeinern.
Aullerdem stellen wir eine natiirliche Art und Weise vor, wie so ein ,Killing Point“ im
Kontext von Semimartingalen auftreten kann.
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Introduction

Doléans-Dade and Meyer introduced semimartingales, as they are known today, in 1970
(cf. [19]) to detach stochastic integration from the theory of Markov processes. Nowadays,
semimartingales are one of the most important classes of stochastic processes. Not only do
semimartingales contain processes like Lévy processes, Feller processes or martingales but
they are widely used in various fields of research such as stochastic analysis, mathematical
finance, or probability theory.

Since, historically, semimartingales emerged from the theory of Markov processes, it is
of no surprise that numerous researchers transferred Markovian concepts to the theory
of semimartingales. This includes the ‘infinitesimal’ behavior of Markov processes: In
[74], Kolmogorov showed that continuous Markov processes depend essentially on the
speed of the drift and on the size of the purely random part. Similarly, Lévy processes
can be characterized by their characteristic exponent (cf. [61] Thm. 8.1 and Cor. 11.6),
and, therefore, by the Lévy triplet (¢, Q, v), representing a linear drift, a Brownian motion
and a jump measure. Additionally, the infinitesimal generator A : D(A) — By(E) of the
associated semigroup (73):>o defined by

Tiu—u

Au = lim
t10 t

)

for u € D(A), where

Tiu—u

D(A) := {u € By(RY) : lim

exists w.r.t || - ||oo}
t10

plays an important role to describe and even characterize the Markov process.

To establish similar tools in the framework of semimartigales, the characteristics of a
semimartingale were introduced by Jacod and Mémin [35] in 1976. Generalizing the Lévy
triplet, these characteristics describe the predictable ‘drift’ of the process through time, the
‘volatility’ of the continuous martingale part, and the ‘rate’ of jumps.

In 1998 Jacob (cf. [33]) inserted an exponential function into the generator of a Markov
process in the sense of Blumenthal and Getoor and obtained

E® W(Xe—x)' ¢ _ 1
: z,€ €RY,

pla,€) = —lim =
This expression is called the probabilistic symbol and allows for an analysis of the infinitesi-
mal generator as well as various properties concerning the process. In [69], Schnurr was
able to leave Markovianity behind and prove the existence of a generalized version of the
probabilistic symbol for a subclass of semimartingales.

Keeping these considerations in mind, we begin this work by introducing Markov processes
and discussing some closely related concepts like transition semigroups and the infinites-
imal generator. Thereafter, two of the most fundamental classes of Markov processes,
Lévy and Feller processes, are introduced. We conclude the first chapter by discussing
non-homogeneous Markov processes and the associated space-time process.



In the second chapter, we take a short detour via the theory of local martingales, processes
of finite variation and random measures to establish semimartingales, their characteristics
and stochastic integration in Section 2.3 to 2.5. In addition to classical definitions and
results, in these sections, we state some historical facts about semimartingales and their
characteristics. Section 2.6 concludes this chapter, by introducing Markov semimartingales
together with some important results on this topic, including auxiliary results preparing
the theory developed in the following chapter.

In the third chapter, we formally introduce the probabilistic symbol of a Markov semi-
martingale as proposed by Schnurr in [67]. In contrast to the definition above, Schnurr
included an exit time 7' to the definition of the symbol, i.e. considering

E‘l’ei(X;T—.’E)/.E — ]_
= —1i
p(z,§) im "

in order to deal with Markov semimartingales that are not bounded. For It6 processes,
being Markov semimartingales with characteristics of the form

:/tﬁ(Xsw
/Q

v(w;ds,dw) = N(Xs(w),dw) ds

it is known that the probabilistic symbol is of the form
. ]- iy’ .
p(,€) = —il(w)'¢ + 5 Q)¢ — (e YE 1y x(y)> N(z, dy)
y70

under some mild conditions to the characteristics.

Taking these considerations as starting point, the main objective of this chapter is the
following: When considering Hunt semimartingales, we prove that the symbol exists if
and only if the process under consideration is an It6 processes. In addition, we observe
that when leaving Hunt semimartingales, in particular the quasi-left continuity, behind the
symbol loses its applicability. In the second part of this chapter, the symbol is utilized to
define the so-called Blumenthal-Getoor indices for It0 processes as was done by Schilling
in [66]. These indices enable us to derive maximal-inequalities for the mentioned class of
processes, which in turn provide a wide range of properties of the underlying stochastic
process.

The fourth chapter, consisting of two sections, generalizes the probabilistic symbol to the
non-homogeneous case by adding a time-component. One obtains

E™* i(XT—a)'s 1
p(1,2,€) = —lim €
tl0 t

To this end, in the first section we develop a theory of non-homogeneous Markov semi-
martingales: We consider the time-dependent symbol of additive processes and rich Feller
evolution processes, before we show the existence of the time-dependent symbol for non-
homogeneous Itd processes.



In the second section, we use the theory developed so far to prove maximal-inequalities,
i.e. inequalities for the probabilities

IW< sup HXS—J:HZR) andpm< sup ||Xs—x\<R>

T<s<T+t T<s<T+t

of a non-homogeneous It6 process X, = € R%, 7 > 0 and R > 0. With the help of these in-
equalities, we generalize the Blumenthal-Getoor indices introduced in the previous chapter.
These indices, as in the homogeneous case, enable us to prove a selection of properties of
such processes like the asymptotic behavior of the sample paths.

Finally, inspired again by the theory of Markov processes we introduce a ‘killing’ to the
semimartingale framework. For this class of processes this is technically more demanding
than in the Markovian context and needs a separation into an ‘explosion’ and a ‘sudden’
killing. Subsequently, we generalize the theory of semimartingales by adding a new char-
acteristic to the theory, which describes the sudden killing, and accordingly generalize
some, in our point of view, of the most import results concerning semimartingales and their
characteristics.

The second section treats the generalization of the probabilistic symbol in this context,
and aims only to give a short introduction into this topic. The last section of this chapter
provides a natural way in which the killing of semimartingales can occur. To this end,
path-dependent killing by multiplicative functionals, known from the theory of Markov
processes, is introduced into the semimartingale framework.

In the appendix, we state some basic notations and definitions from calculus and probability
theory. In addition, we give some auxiliary results from advanced analysis on the real line.






Markov Processes

1.1. Probability Theory and Stochastic Processes

This section serves as an introduction of the notations and definitions from probability
theory and the theory of stochastic processes essential for this thesis. We refer to [4] and
[40] for a fundamental overview of measure and probability theory in combination with an
introduction into the theory of general stochastic processes. For notations we refer to [36].
One can find basic notations from calculus and basic probability theory in Appendix A.1.
Let (2, F,P) be a probability space. We refer to the measurable space (£, £) as the state
space, and unless otherwise specified, it is assumed to be R¢ equipped with the Borel
o-algebra B(R?). Let us note that we write E instead of R? in contexts where the classical
literature does not require £ = R%. A mapping X : Q x R, — (F, &) is called a stochastic
process if X (-,t) is a random variable for every ¢ > 0. We denote it by (X}):>o or simply X.
For a stochastic process X, we define the mapping ¢ — X;(w) as the path or trajectory of
the process for fixed w € Q). We call a process X cadlag if its paths are right-continuous
and have left-limits. A process X is said to be left-continuous, increasing, etc. if all paths
of X possess the respective properties. For a cadlag process X, we define the process
X_= (X¢—)e>0 as follows: Xo_ := X and X;_ := lims¢ X, for ¢ > 0. This process is
called the left-continuous version of X. Additionally, we define AX := (AX})¢>o, where
AX;:= X, — X, fort > 0, to represent the so-called jump process of X. Furthermore, for
t > 0, we denote
X; ‘= sup ||XSH
0<s<t

and refer to X* as the maximum process of X.

Let (F:)¢>0 be a family of sub-o-fields of F that is increasing, i.e., for 0 < s < ¢, we have
Fs C Fi. Such a family (F;):>o is called a filtration, and a probability space (2, F,P)
equipped with a filtration is referred to as a stochastic basis. A filtration is said to be
right-continuous if
Fo=[)Fs
s>t

and complete with respect to PP if 7 contains all subsets of P-null sets. A stochastic process
X is called adapted to the filtration (F)¢>¢ if the random variable X, is F;-measurable for
all t > 0. Moreover, the natural filtration of the process X is denoted by (F;¥);>0, and the
natural o-algebra of the process X is denoted by 7%, and defined as

Fi=0(X,:5<t) and F¥:=o(X;:t>0).

A family of o-fields (G] )o<-<: is called a two-parameter or double filtration if G C GJ for
all0 <7 <s<tand G* C G/? for 0 <7 <7y < t. The natural double filtration of X is
denoted by ((F¥);) and is defined as

0<r<t

(FX)Z =o0(Xs:7<s<t).
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The o-field referred to as the optional o-algebra, and denoted by O, is the o-field on 2 x R
which is generated by all cadlag adapted processes. A stochastic process or a random set,
i.e., a subset of 2 x R, is optional if it is O-measurable. The predictable o-field P denotes
the o-field on 2 x R, generated by all left-continuous adapted processes. A stochastic
process or a random set is called predictable if it is P-measurable.

Let (Q, F, (F¢)i>0, P) be a stochastic basis. A mapping T : Q — R is called a stopping time
if {T' <t} € F; forall t > 0. For a stopping time T, the o-algebra Fr is defined by
Fr={Ae F:An{T <t} e Fforallt > 0}.

Let X be an adapted, right-continuous stochastic process. For an open set B C R¢, the
stopping times

T:=inf{t >0: X; € B} and S :=inf{t > 0: X; € B}

are called the hitting time of the set B and the first exit-time of X from B, respectively. For
two stopping times S, 7', the random sets

o [S.T]:= {(w.t) : t € Bi, S(w) < ¢ < T(w)),
o [S.T[:= {(w.t) : t € By, S(w) < t < T(w)),
* 19.7]:= {(w.t) : t € Bi, S(w) < ¢ < T(w)),
¢ 1S.T:= {(w.t) : t € By, S(w) < t < T(w)}

are called stochastic intervals, and instead of [T, T'], we write [T7].
We call the process X” defined by

X[ = Xinr = Xelyery + Xrlirsy

for all ¢ > 0 the process stopped at time T' or simply the stopped process. An adapted cadlag
process X is called quasi-left-continuous if for any increasing sequence of stopping times
(T},)nen with limit 7', we have

lim X7, = X7 a.s. on {T < co}.

n—oo

A random set A is called evanescent if
{we Q:3teRy with (w,t) € A}
is a P-null set. Two processes X and Y are called indistinguishable if the random set
(X £V} = {(@8): Xi(w) # i)}

is evanescent, i.e. if almost all paths of X and Y are the same. We call X and Y
modifications of each other, if for every ¢t > 0

X;=Y; P-as.

holds. Indeed, for cadlag processes if X and Y are modifications of each other the processes
are indistinguishable and vice versa. From now on, unless mentioned otherwise, we write
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X =Y for two process X and Y if X and Y are indistinguishable.

A stochastic process (X;):>o is called a martingale with respect to a stochastic basis
(Q, F, (Ft)e>0,P) if X, is integrable for all ¢ > 0, and

E[X: | Fs] = Xs as.

for all 0 < s < t. With > resp. < in the previous equality we call the process submartingale
resp. supermartingale. We denote by M the set of all uniformly integrable martingales.
Moreoever, if (F;):>0 is right-continuous, every martingale admits a cadlag modification
(see Corollary 5.1.9 [14]). For an introduction to the vast theory of martingales we refer to
Chapters 9-11 of [40].

Let C be a class of processes. We define the localized class Cj,. as the set of all processes
X for which there exists an increasing sequence (7),),cn of stopping times such that
lim,, 500 T, = 00 a.s. and X = € C for all n € N. We call such a sequence (T},),en localizing
sequence for X.

Example 1.1.1. We call a continuous adapted process B on (2, F, (F;)¢>0, P) Brownian
motion if the following properties hold:
(i) By =0.
(ii.) E(B?) < co and E(B;) = 0 for each ¢ > 0.
(iii.) By — Bs is independent of the o-field F, for all 0 < s <.
If B additionally fulfills E(X?) = ¢, we call the process B a standard Brownian motion.

Remark 1.1.2. In contrary to the classical literature, a Brownian motion, as defined in
the previous example, is not time-homogeneous.

Example 1.1.3. (a.) Let (o;)reny be a family of independent exponential distributed
random variables with parameter A > 0. We call the process (N;);>¢ defined by

Ny = Z 1[U,t] (Tk)v
k=1

where 7, = 01 + ... + o} a Poisson process in R with jump height 1 and intensity \.

(b.) Let (IV;)¢>0 be a Poisson process in R with jump height 1 and intensity A\, and (Hy)xen
be a family of independent random variables with distribution ; and independent
from (N¢)¢>0. We call the process (C;);>( defined by

Ny
Ct = Z Hk
k=1

a compound Poisson process with jump distribution u and intensity \.
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1.2. Markov Processes and Transition Functions

In this section, we introduce Markov processes and discuss related concepts. Although
the following results and definitions are crucial for this thesis, they only provide a brief
introduction to the extensive topic of Markov processes. Therefore, we recommend [8],[22]
and [73] for a more throughout overview.

The literature covers various different concepts of Markov processes. In this thesis we
mostly follow the approach presented in [8]:

Let us consider (£, £) with an additional element 0 not belonging to E. Let Ey:= E' U {9}
and & be the o-field generated by £ and {0}. We define a stochastic process X = (X¢):>0
on the family of stochastic bases (2, M, (M;)i>0, P*).cE, With state space (Ep, ), which
satisfies the following conditions: if X (w) = 9, then X;(w) = 0 for all ¢t > s, and
Xoo(w) = 0. Additionally, let 2 have a distinguished point wy such that X;(wy) = 0 for all
t > 0. For each ¢t € Ry, we have the mapping 0;: Q@ — (.

Definition 1.2.1. We call a family X := (Q, M, (My)¢>0, (Xt)1>0, (0t)1>0, P¥)zeE, a (uni-
versal time-homogeneous) Markov process if the following conditions hold:

(M) The mapping z — P*(X, € B) is £-measurable for all ¢t > 0 and B € €.
(M3) Forallt,h € Ry we have X; 00, = Xy 1p.

(M3)
P*[X;ys € B| My = PX{(X, € B) (MP)
forallz € Ey, B € £y, and s,t > 0.

We call (MP) the Markov property and the filtration (M;);>o the Markov filtration. In
addition, (0:)¢>¢ is referred to as (time-)shift-operator.

We assume each Markov process to be normal, i.e. P*(Xy = z) = 1 for all x € Ej. Unless
otherwise mentioned, we assume the o-algebra £ to be complete with respect to the family
of measures {y; i is a finite measure on (E, £)}. Furthermore, we can assume without loss
of generality (cf. Chapter L.5 of [8]) that M is complete with respect to the family of
measures {P*, x € Ey}, and M, is complete within M with respect to {P*, = € Ey}.
When we consider the natural filtration (F;);>( and the o-algebra F*, we assume them
to be complete with respect to the family of measures {P#; u is a finite measure on &},
where P#(-) := [ P*(-) du(z) for a finite measure x on &y.

Note that the Markov property (MP) holds true if and only if

E” [f(Xers) | My] = EX(f(Xs)) (MP1)

for all x € Ey,s,t > 0 and all bounded £3-measurable functions f. In addition, we can
state the Markov property using the time-shift operator as follows:

P*(X,00; € B| M) =PXt(X, € B).
Indeed, (MP) holds if and only if

E*[Y 06, | My] = EX(Y) (MP2)
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for all z € Ey,t > 0 and a bounded F-measurable random variable Y (cf. Theorem I1.3.6 of
[8] for both equivalences stated above).

Definition 1.2.2. We call a family (P;;)>s>0 of functions mapping Egy x & to [0, 1] Markov
transition function if the following conditions hold:

(a.) A Psy(x, A) is a probability measure on & for all s,£ > 0 and = € Ey.
(b.) z— Ps(z, A) is Ey-measurable for all s, > 0 and A € &;.

(c.) The Chapman-Kolmogorov equation holds true, i.e.,

Prula, A) = / Puu(y, A) Pro(e, dy)

forall0<t<s<wu,z € Fand A € &.

If for a Markov transition function the equation
Psi(, A) = Psipirn(z, A)
is fulfilled for all z, A and 0 < ¢t < s and h > 0, we call it homogeneous, and write
P(xz,A) := P o(x,A).

Additionally, we call a homogeneous Markov transition function P conservative, if P,(x, E) =
1 for all t > 0.

A Markov process X defines a homogeneous transition function N; on (Ey, ) by
Ni(z, A) :=P*(X; € A).

This leads to an interpretation of a transition function: It represents the probabilities of
a particle starting at x at any given moment in time. Conversely, when starting with a
homogeneous transition function (P;);>0, one can utilize Kolmogorov’s extension theorem
to construct a Markov process X on the path-space E®* that satisfies the property (cf.
Theorem 4.3 of [8])

P*(X; € A) = Pi(z, A).

Remark 1.2.3. By the definition of a Markov process, it is evident that V;(9, 9) = 1 for all
t > 0. Therefore, the Markov transition function is completely determined by its restriction
to (E, ). We refer to a transition function on (£, £) as sub-Markovian if N;(z, E) < 1 for
some ¢t > 0 and x € E. On the other hand, adding a point 0 ¢ E to E provides a simple
way to extend a sub-Markovian transition function P to a Markovian one, denoted as P,
on Ej. To this end, one defines P, on (Es, Ey) as follows:

Pz, A) ,ce€FE Acfyand ACFE
Py(z,A):={1—P/(x,E) ,xe€E A={d}
do(A) ,x=0.
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Remark 1.2.4. For most Markov processes its shift-operator is given implicit. However,
when considering a Markov process on the path-space E®+, for example when obtained by
a transition function, the meaning of the shift operator (6;);>o is much more transparent:
For the process X given by X;(w) = w(t) the time-shift operator is given by

Bu(w()) 1= wis +-).

Aside from transition functions there are several other ways in which Markov processes
occur naturally:

* Using stochastic differential equations: Under certain assumptions the solution of a
stochastic differential equation is Markovian. Indeed, the original motivation of It6
for the development of stochastic integration was to examine Markov processes. We
refer to Chapter V.6 of [54] for more insights.

* Via the martingale problem: Any solution (X;);>( to the martingale problem is a
Markov process (cf. [22] Lemma IV.4.2(i)).

* Using Dirichlet forms (cf. Chapter 3.3 of [11] or Chapter IV.2 of [47]).

Occasionally, it is necessary to impose a slightly stronger assumption on a Markov process.
In many settings, we consider the Markov property not only for fixed times ¢ but for
stopping times 7'. Let us mention, that £; denotes the o-algebra of universally measurable
sets over (Ey, &y).

Definition 1.2.5. Let X := (Q, M, (My)i>0, (Xt)e>0, (0¢)1>0,P¥)2cE, be a Markov process
with state space (E, ). We call X a strong Markov process if X7 is Mp-£5-measurable and

E” [f(Xesr) | Mr) = EXT(£(X4)) (SMP)

forallt > 0, x € E, each stopping time 7" and all bounded, measurable functions f.

For a strong Markov process the equation
E®[Y o 67 | My] = EXT(Y)

holds true for all bounded F¥X-measurable random variables Y (cf. Theorem 1.8.6 of

[8D.

Definition 1.2.6. We call a strong Markov process X Hunt process if X is cadlag and
quasi-left-continuous.

1.3. Lévy Processes and Feller Processes

The present section introduces two of the most fundamental classes of Markov processes:
Lévy and Feller processes. These classes play a crucial role for the understanding of many
concepts introduced in the following, and are often utilized as standard examples. Of
course the theorys of Lévy and Feller processes are vast fields of research in their own right.
This section provides only a short insight into the respective fields.



1.3 Lévy Processes and Feller Processes

1.3.1. Lévy Processes

So-called ‘Lévy processes’ are stochastic processes which increments are stationary and
independent and are cadlag. Lévy processes are one of the most fundamental class of
processes. Not only do they contain famous examples like the Brownian motion, Poisson
processes, and stable processes, but they represent a class of processes which exhibits
many of the interesting phenomena that appear in the theory of stochastic processes
like properties of their distributions or the behavior of the sample paths. Indeed, many
important classes of processes were developed as generalization of Lévy processes. These
include Markov processes and semimartingales.

The term ‘Lévy process’ honors the work of the french mathematician Lévy who played
an important role in characterizing this particular class of processes. Some extraordinary
works of the early time are Lévy [46], Kolmogorov [41], and Khintchine [39]. We note that
the early literature used various different names when addressing this class of processes.
Lévy himself referred to them as a sub-class of ‘processus additifs’ (cf. Definition 1.3.2).
In the 1960s and 1970s most researchers used the term ‘processes with stationary and
independent increments’ (cf. for example [36]). The term Lévy process became standard
in the 1980s (cf. page 2 of [44]).

The main aim of this section is to briefly introduce the class of Lévy process together
with some of the most import results regarding this topic. Since Lévy processes are well
understood there are many textbook dealing with them. This section mostly follows [61],
[5] and [42].

Definition 1.3.1. A stochastic process (L;);>o on (2, FX, (FF)i>0,P) with state space
(RY, B(RY)) is called Lévy processes if the following conditions hold true
(1) Lop=0a.s..

(2.) Forallme Nand 0 <ty <t < ... < t, the random variables
Ly, Ly, — Lyy, ..., Ly, — Ly, |

are independent. We say that L has independet increments.

(3.) L has stationary increments, i.e., the distribution of Ls,; — L does not depend on s,
for s,t > 0.

(4.) L is cadlag.

Definition 1.3.2. We call a process (Z;);>¢ additive or PII if the conditions (1.),(2.) and
(4.) of the previous definition hold.

Remark 1.3.3. Let us mention that (2.) is equivalent to the independence of L; — Ls and
FE for s,t > 0. In addition, the literature sometimes states the property

ImP(|L; — Lo| >¢) =0 Ve>0 4.)
t—0

instead of (4.) in Definition 1.3.1. We call (4’.) continuity in probability and observe
that (4.) =(4’.). On the other hand, one is able to prove that for every process satisfying
(1.),(2.),(3.) and (4'.) there exists a version which is a Lévy process (cf. Theorem 11.1 of
[61D).

1
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In order to explore the markovian nature of a Lévy process L, we extend the underlying
measurable space by setting

Q:=QxRYand A := FL' @ B(R?).

On this space we consider the family of probability measures (P*),.ra defined by P* :=
6 ® P. The stochastic process L;(w,z) := z + L;(w) possesses independent and stationary
increments and is cadlag. We refer to it as Lévy process starting in x. Moreover, one can
observe that

f/ = (Qv-’zlv (fit)tzov (f/t)tZ()aPz) (11)

xERd

is a Markov process with transition function P,(x, B) := P(z + L, € B) that is identical in
law to L. For more details see Lemma 4.4 and Theorem 4.6 of [42] or Chapter 2.10 of
[61].

The following theorem is one of the most important results concerning Lévy processes. It is
due to Lévy and Khinchine and, therefore, commonly known as Lévy-Khintchine formula.
The proof can be found in Chapter 2.8 of [61].

Theorem 1.3.4. Let (L;);>0 be a Lévy processes. There exists a unique triplet (¢,Q,v),
where ( € R%, Q € R¥*? q positive semi-definite and symmetric matrix, and v a measure on
(RN {0}, B(R?\ {0})) with

/ Iyl A1) w(dy) < oo
RA\{0}

such that
E (eiL2£> — (O (1.2)
forall € € R% t > 0and
1 ey
V(€)= —ilE + Qe+ / (1= e +iy'ex(y)) v(dy). (1.3)
R4\ {0}

In (1.3) y is a cut-off function, i.e., x : R — R measurable and 1,0 < X < 1, (0) for
some r > 0.

Conversely, we are able to define a Lévy process (L;):>o for any function v defined in (1.3) via
(1.2).

Definition 1.3.5. For a Lévy process (L;);>o we call the function ¢ as defined in (1.3) the
characteristic exponent of L and the triplet (¢, Q, v) the Lévy triplet.

Example 1.3.6. (a.) The deterministic drift X; = t/, for £ € R? is a Lévy process with
characteristic exponent ¢ (§) = —il'€.

(b.) The Brownian motion with covariance matrix Q € R%*? is a Lévy process with
characteristic exponent ¢ (&) = %5’ Q<.
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(c.) The compound Poisson process with jump distribution x and intensity A possess the
characteristic exponent

B(E) = A / 1~ W u(dy).
{y#0}

Remark 1.3.7. A Lévy process L as defined above is conservative. In terms of the charac-
teristic exponent that is equivalent to ¢/(0) = 0 because

P(X; € E) = E (¢H0) = ¢t0(0),

However, if a Lévy process L is not required to be conservative, as done for Markov
processes, the characteristic exponent in (1.3) is of the form

WE =a-ife s €Qes [ (Vs et vidy)

where (¢,Q,v) is a Lévy triplet as above and a > 0. On the other hand, every function ¥
defines a Lévy process L which is not conservative if a > 0. We see that

P(X; ¢ E) = E (¢H0) = 70 — ¢t

We derive that the time when L leaves the state space is exponentially distributed with
parameter a. Hence, we call L Lévy process with exponential killing.

The last result we want to mention concerns the paths of a Lévy process, and is known as
the Lévy-It6 decomposition.

Theorem 1.3.8. Let (L;);>0 be a Lévy process with Lévy triplet (¢,Q,v). Then there exists a
standard Brownian motion (B;)¢>o such that

Lt_et+th+//

{0<|y\<1}

N(dy,ds) — v(dy)ds) / / N(dy,ds) (1.4)
{\y|>1}

for all t > 0, where there measure N on R, x R? is defined by

N((0,t] x B) := N,((0,t] x B) = #{s € (0,t] : Ls(w) — Ls—(w) € B}.
Proof. See Theorem 9.9 of [42]. O

In decomposition (1.4), the term
V@B, + / / N (dy, ds) — v(dy)ds)
0<\y|<1}

is an L2-martingale, /¢ is the drift part and fg f{|y|>1} y N(dy,ds) is the pure-jump part.

13
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1.3.2. Operator Semigroups and Feller Processes

Let us consider a conservative Markov process X with transition function P. We are able
to define a family of operators (7;):>¢ on the Banach space of bounded, £-measurable
functions (By(E), || - ||«) by

Tyu(z) = /u(y) Py(z,dy) = E*(u(Xy)) (1.5)

for u € By(E). The Markov property provides that (7});>p induces a semigroup. In
literature, (7}):>0 is often used to derive properties of the corresponding process.

Definition 1.3.9. (a.) Afamily (P;):> of linear operators on the bounded Borel-measurabe
functions is called (one-parameter operator) semigroup if

PozidandPtoPS:Pt+s

forall s,t > 0.

(b.) We call a semigroup sub-Markov semigroup if it is positivity preserving, i.e., Pu > 0
for all 0 < u € By(F), and sub-markovian, i.e., P,u < 1 for all u € By(F) with u < 1.

(c.) We call a sub-Markov semigroup Markov semigroup if it is conservative, i.e., P,1 = 1.

(d.) We call a semigroup strongly continuous if

forall f € C(FE), i.e. for all bounded, continuous functions vanishing at infinity.

(e.) We call a strongly continuous Markov semigroup Feller semigroup if P, : Coo(E) —
Cw(FE), and strong Feller semigroup if P; : By(E) — Coo(E).

For the general theory of one parameter semigroups we refer to [16] or [34].
The semigroup (7}):>0 as defined in (1.5) is a Markov semigroup for which it holds true
that

[Tiulloo < flufloc-

We call such a semigroup a contraction Markov semigroup.
If the process X is a Lévy-process, (T}):>0 is a Feller semigroup, and (1.5) equals

Tyu(x) == / u(z +y) Px,(dy)

Moreover, if the transition probabilities P(X; € dy) are absolutely continuous with respect
to the Lebesgue measure, (73):>0 is a strong Feller semigroup (cf. Example 1.3 of [11]).
On the other hand, for each Feller semigroup (P;);>¢ the Riesz representation theorem
provides the existence of a Markov transition function N,(z, dy), such that

Pf(x) = / £(y) Ni(z, dy).

For proof see Lemma 5.2 of [42]. Now, it is natural to consider stochastic processes whose
semigroups are a Feller semigroups:
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Definition 1.3.10. We call a cadlag Markov process (X;);>( Feller process if the corre-
sponding semigroup (73):>¢ is a Feller semigroup. If additionally the semigroup is strong
Feller, we call the process strong Feller process.

The classical literature does not demand a Feller process to be cadlag. However, this is no
restriction because due to a fundamental theorem (cf. Theorem 1.19 of [11] or Chapter
I1.2 of [56]) every Feller process has a cadlag modification which is also a Feller process.

A central notion in the theory of one parameter semigroups of operators is that of the
so-called generator. That is because the generator poses a way to construct a strongly
continuous semigroup and vice verse. Hence, the analysis of the generators provides
insights into the behavior of semigroups, and, therefore, their associated Markov processes.
For a short introduction see Chapter 1.1 of [47].

Definition 1.3.11. Let X be a Markov process with semigroup (7});>o. The (infinitisimal)
generator A : D(A) — By(F) of the semigroup is the linear operator defined by

Au :=lim Tiu —u
t10 t
for u € D(A), where
o Tiw—u .
D(A) :=<qu € By(E): 11%1 exists W.L.t || - [|oo ¢ -
t

We call (A, D(A)) a Feller generator if X is a Feller process.

Definition 1.3.12. We call a Feller process X rich if the domain of its generator contains
the test functions C¢°(E), i.e., the infinitely-often differentiable functions with compact
support on E.

Example 1.3.13. (a.) The generator of the deterministic drift X; = t/ is given by Au(z) =
¢'Vu(x) where £ € R? and C% (R?) c D(A) for k = 1.

(b.) The Brownian motion with covariance matrix () € R9*d has the generator
1
Au(x) = itr(Q(a:)VQU(a:))
and C2,(R%) c D(A).

(c.) The generator of a Lévy process with characteristic exponent ¢ and triplet (¢, @, v) is

given by
1<K
Au(z) = — €'Vu(z) + 5 > ¢R o u()
k=1
+ / u(z + ) — u(z) — V(@) yx(ly]) v(dy) (1.6)
R4\{0}
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If the domain of the generator is sufficiently rich, i.e. C*(R?%) C D(A), a classical result
of Courrege and van Waldenfels (cf. Theorem 2.21 of [11]) shows that the generator is a
so-called pseudo-differential operator, when restricted to C°(R%). That is, we can represent
A as follows:

Aua) = [ e Sqlwg)i(e) de 1.7
R
for all u € C°(R?) and 2 € R?. The function ¢ : R? x R — C is given by
, 1 WE |
dle,§) = ~if(e)€+ 3EQEE+ [ (1= iyl viedy)  (19)
R4\{0}

where (¢(z), Q(z),v(x, dy)) is a Lévy-triplet for fixed € R? and y is a cut-off function
such that 0 < 1 — x(s) < k(s A 1) for some x > 0 and sx(s) stays bounded. We call the
function ¢(z, &) the symbol of the operator. Moreovet, q is locally bounded and for fixed x
a continuous negative definite function in the sense of Schoenberg. This is equivalent to
saying that ¢ admits a Lévy-Khintchine representation. For the theory of negative definite
functions see Chapter 2.2 of [11].

Furthermore, calculating the expression in (1.7) with the representation of ¢ as in (1.8) we
conclude that

d
Au(x) = () Vulx) + 5 S ¢ (@)u(a)
jk=1
T / u( + ) — ulz) — Vu(@)yx(ly]) vz, dy). (1.9)
R\ {0}

In the framework of rich Feller processes, the growth and sector conditions (G) and (S)
play an important role: The growth condition (G) is fulfilled if there exists a ¢ > 0 such
that

sup |q(z,€)| < (1 + [|€]]%) (G)
z€R4

for every ¢ € R?. The sector condition (S) is fulfilled if there exists a ¢y > 0 such that for
every z,& € R?

Im(q(z, €))| < co Re(p(, ), (S)

where Re resp. Im denote the real resp. the imaginary part.

1.4. Non-homogeneous Markov Processes and the
Space-time Process

This section is devoted to non-homogeneous Markov processes. For a Markov process as
defined above we have seen a one to one correspondence between time-homogeneous
transition function and Markov process. However, since the time-homogeneous case is only
a special case of a transition function, we want to introduce non-homogeneous Markov
processes. For an overview over the theory of non-homogeneous Markov processes consider
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[76] and [26]. Let us mention that whenever non-homogeneous processes are involved
7 > 0 never denotes a stopping time but rather the starting time of the process.

Definition 1.4.1. Let (2, M) be a measurable space equipped with the two-parameter
filtration (M7 )o<-<:. We call a stochastic process X adapted to the two-parameter filtration
ifforall0 <7<t

(FX); c M].

For the following definition we assume P™* to be a probability measure on (€2, V>, M7]),
where V> M7 =0 (U, M]).

Definition 1.4.2. A stochastic process (2, M, (M7 )o<r<t, (Xt)1>0,P"")r>0.4ck is called a
non-homogeneous Markov process if

E™ [f(Xy) | M7] =E>% (f(Xy)) P7"-as. (1.10)

forall 7 < s < t,x € FE and all bounded Borel-measurable functions f. As in the
homogeneous case, we call the measurable function 6, : 2 — Q for s > 0 fulfilling

XtOHSZXt+S, tZO

the time-shift operator.

Remark 1.4.3. When considering a non-homogeneous Markov process on the stochastic
basis
(Q’ \/TEtMZ’ (MZ—)TSU PT@)

for some 7 > 0 and x € E, we see that X; only defines a measurable function for ¢t > 7.
Hence, when considering the process with respect to the measure P™* the process is
properly defined by X = (X;)>-.

As in the homogeneous case P(r7,z,t, A) := P™*(X,; € A) defines a transition function. Vice
versa, Kolmogorov’s extension theorem provides for every (non-homogeneous) transition
function a non-homogeneous Markov process on the path space by

P™*(X; € A) := P(T,x,t, A)

for0 <7 <t <Tand A € £. For a throughout proof see Section 1.4 of [26].

Although, the previous definition of a non-homogeneous Markov process is clearly more
general than that of a homogeneous Markov process, the classical literature (cf. [8] and
[22]) deals with the homogeneous case. This is partly due to the fact that it is possible to
transform any non-homogeneous Markov process into a homogeneous one, and reducing,
in most scenarios, the non-homogeneous case to a homogeneous one. For this purpose,
we add a time component to the non-homogeneous Markov process in an additional
dimension. Thus, artificially homogenizing it. Subsequently, we want to carry out the
mentioned construction following [10]:

Let Q := R, x Q and the o-field M := {B c Q: B, € M Vs € R} where B, denotes

17
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the s-slice of B for s > 0, i.e. By := {w € Q : (s,w) € B}. We define a process X on this
measurable space with values in R, x F with

Xt (@) = Xi((e,w)) == (t+ ¢, Xpye(w)).

Moreover, we set X
0r:Q— Q;(s,w) = (s+7,w)

and
P("®)(B) .= P (ngl (é;l({f} x BT))> (1.11)

where 7y : Q — Q;w — (0,w) and B € M. We call the homogeneous Markov process

X .= (QyMa(fX)tZOa(Xt)t207(9t)tZO’P(T7x)>( )ER, xE
T,2)ER4

the space-time process associated with X . The transition probability function of X is given

by
P(t,(r,2), A) := P(r,z,t + 7, Arpr), (1.12)

and for any M-measurable random variable Y it holds true that
Y=Yol,om, P as.
That is, for P("*)-almost all (c,w) € Q:
Y(c,w) =Y(r,w). (1.13)

This will be used frequently when calculating with the space-time process (cf. Chapter
4).

The construction of a space-time process can be found in various classical textbooks (see
Section I1.16 of [73] or Chapter 4.6 of [21]). If we look at the previous construction more
closely, we see that it is sufficient to specify the transition function as in (1.12) in order
to define the space-time process. From a constructional point of view, this would lead to
defining the space-time process on the path-space, that is (R, x E)®+ with the help of
Komogorov’s extension theorem. In this case the space-time process would be defined by
Xi(¢,w) = (¢(t),w(t)) for (¢,w) € (R4 x E)R+. This includes the possibility of the first
component ¢ — ¢(t) to be non-measurable, which makes the defined space-time process
practically useless.

Regarding this topic, we refer the reader to Section 1.5 of [26], where one can find detailed
comments concerning the space-time process. In contrast to the construction above, in [26]
the space-time process is defined by

X)) = Xy(s,w) == (s + 1, Xs(w))

possessing the shift-operator 6; : Q2 — Q; (s,w) — (s, 0;(w)).

Although this definition of a space-time process seems more intuitive than the one we
presented above, it leads to various problems when taking the semimartingale property
into account as we do in Chapter 4.



Semimartingales

The aim of this section is threefold. First, we aim to introduce the theory of semimartingales
and their characteristics, along with the closely related fields of local martingales, processes
of finite variation, random measures, and stochastic integration. We will present some of
the most important definitions and results of the respective areas. Semimartingales and
their characteristics are essential for the understanding of the remainder of this thesis. Of
course, it is not possible to state the entire theory of semimartingales. Instead, we refer
to the textbooks [36], [14], and [54]. Throughout, we mainly follow [36] and use the
notations therein, which are standard in most works on semimartingales. When considering
so-called ‘Markov semimartingales’, we refer to the seminal paper [12]. The second aim of
this section is to make some historical comments concerning semimartingales and their
characteristics. Finally, we want to provide some technical results concerning ‘Markov
semimartingales’ that will be utilized later in this thesis.

In this chapter, the historical comments concerning semimartingales and their characteris-
tics are taken from [72] where one finds a more throughout treatment.

As previously, let (X;):>0 be a stochastic process on a stochastic basis (2, F, (F;):>0, P) and
values in (R¢, B(R?)).

2.1. Local Martingales and Processes of Total Variation

For the understanding of semimartingales, it is essential to closely examine the classes of
processes considered in this subsection: local martingales and processes of finite variation.
Both classes possess a well-developed theory associated with them. Local martingales
are strongly intertwined with martingales, and we recommend Section II.4b of [36] and
Section 5.6 of [14] for a detailed overview. Let us mention that It6 and Watanabe (cf. [29])
introduced local martingales in 1965 while researching additive functionals of Markov
processes. On the other hand, processes of finite variation, i.e. processes where almost all
paths are of finite variation on finite intervals, allow a relatively straightforward definition
of a pathwise stochastic integral. That is, because the path do not ‘vary’ to much, allowing
a usage of the classical Lebesgue-Stieltjes integral (cf. page 131-136 of [38]).

Definition 2.1.1. (a.) We denote by M, the localized class of M, i.e. of the uniformly
integrable martingales. We call a stochastic process M € M,,. a local martingale.
Additionally, we denote by L the set of local martingales starting in zero.

(b.) Let H?2 be the set of all square-integrable martingales M, i.e. M is a martingale with

sup E(M?) < oo.
s>0

We denote by #; _ the corresponding localized class.
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Remark 2.1.2. The optional stopping theorem provides that the spaces M, M,,. and H?,
Hfoc are stable under stopping, and, in addition, M ¢ M;,. (cf. Section 6 of [54]). One is
able to drop the uniform integrability in the previous definition because one can always
replace the original localization sequence (7,,) by (7,, A n) to obtain a bounded martingale
which, therefore, is uniformly integrable.

The following theorem provides a decomposition of a local martingale. For proof, see
Theorem 1.4.18 of [36].

Theorem 2.1.3. Let M be a local martingale. Then M possesses a unique decomposition of
the form
M = My + M€+ M¢,

where Mg = M§ = 0, M¢ is a continuous local martingale, and M is a purely discontinuous
local martingale, i.e. M¢ = 0 and for all continuous local martingales N the product M¢N is
a local martingale.

Definition 2.1.4. A stochastic process (A;);>o with values in R is called a process of finite
variation on the interval [0, t] for ¢ > 0, if

sup <Z |At, — Ati]> < oo as.,
ieN
where the supremum is taken over all increasing sequences (;);cy in [0, ¢].

We want to mention that the previous definition of the finite variation of a process is
pathwise, and, therefore, not affected by a change of measure.

Definition 2.1.5. (a.) Let V denote the set of all real, adapted, cadlag processes A with
Ap = 0 and finite variation on the intervals [0, ¢] with ¢ € R,..

(b.) Let V' denote the set of all real, adapted, cadlag and increasing processes A with
Ay =0.

After introducing the classes V and V*, we want to consider them more closely, and in
particular examine their relation. Therefore, we define a new kind of process in the next
definition.

Definition 2.1.6. For a process A € V we define the variation process Var(A) of A by

Var(A), (@) == lim 3 )At%(w) — Ay ()
k=1

n—oo

forevery t > 0 and w € Q.

For proof of the following proposition, see Proposition 3.3 of [36].
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Proposition 2.1.7. Let A € V. Then there exists a unique pair (B, C') of adapted, increasing
processes such that A = B — C and Var(A) = B + C. In particular, if A is predictable then
B, C and Var(A) are predictable.

Definition 2.1.8. (a.) Let A™ be the set of all integrable processes A € V7, i.e. E(4;) <
oo for all t > 0.
(b.) Let A be the set of all A € V with integrable variation, i.e. E(Var(A4)) < oc.

(c.) Let AZOC and Aj,. be the localized classes of AT and A. We call a process in Aloc
locally integrable adapted increasing process and a process in .A;,. adapted process with
locally integrable variation.

The following inclusions hold:
At c AP cVTand A C A C V.

The localizing procedure does not extend V' and V. That is, V),. = V and Vfgc = YT,
Moreover, V, V', A and A" are stable under stopping.

Remark 2.1.9. As we mentioned earlier, processes of finite variation are particularly
interesting because they provide an intuitive way to define a stochastic integral. We only
want to point out the rough idea of this integration since we are going to introduce a more
general approach in Section 2.4. Consider an increasing stochastic process A € V*. The
idea is to fix w and to consider the paths of A, namely ¢ — A;(w). This function induces a
family of measure dAs(w) on (R4, B(R4)) by defining

dA.(w)((s,t]) = At(w) — As(w)

for 0 < s < t and almost all w € €. Thus, for a jointly measurable function H : QxR — R4
we are able to define a stochastic process by the following pathwise definition

(H /stdA /stdA w).

In order to extent the class of possible integrators, we recall that every finite-variation

process A € V can be represented as the difference of two increasing processes B, C € V.

Thus, we proceed analogously for A € V and define

/stdA /stdB /stdC w).

For further reference, see Section 8.1 of [14] or Section 7 of [54].

We conclude this subsection by introducing the notion of the compensator of a process with
locally integrable variation and the quadratic covariation of two local martingales.

Theorem 2.1.10. Let A € Aj,.. Then there exists a unique predictable process AP € A,
such that A — AP is a local martingale.
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Proof. See Theorem 1.3.18 of [36]. O

Definition 2.1.11. For a process A € A,,. we call the unique predictable process AP € A;,.
in the previous theorem the (predictable) compensator of A.

We now introduce the quadratic covariation of two local martingales.

Theorem 2.1.12. Let M, N € H} . Then there exists a unique predictable process (M, N)
€ Vsuch that MN — (M, N) € M.

Moreover,

<M,N):i((M+N,M+N>—<M—N,M—N)) @.1)

holds true.
If M,N € H?, then (M,N) € Aand MN — (M, N) € M. The process (M, M) is increasing.

Proof. See Theorem 1.4.2 of [36] O

Definition 2.1.13. We call the process (M, N) defined in the previous theorem the pre-
dictable quadratic covariation or angle bracket of the pair (M, N).

It is easy to see that H? is a Hilbert space with the scalar product
(M,N)y2 :=E(MxNo),

where M, and N, are the unique terminal variables of M € H? and N € H?. In particular,
the norm of a process M € H? is given by || M |42 = || Moo||12-
Intuitively, the quadratic covariation (M, N) locally behaves similar to an inner product on
H2.
Lemma 2.1.14. Let M, N € H?2. Then the following properties hold:

(i.) The mapping (-,-) is bilinear and symmetric.

(ii.) (M,N) =0if M or N is of finite variation and one of them is continuous.

(iii.) Let M°€ be the continuous part of M as defined in Theorem 2.1.3, then

(M€, M) = (M, M)".

The proofs of the previous properties can be found in Section 11.2 of [14].

2.2. Random Measures

Let us mention again that £ = R? and £ = B(R?) in this work. Indeed, for the theory of
random measures as presented in the following it is sufficient for (F, £) to be a Blackwell
space (cf. Definition III.24 of [18]).
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Definition 2.2.1. A random measure on R, x E is a family p = (u(w;dt,dz)),eq of
measures on (R x E, B(Ry) ® &) such that p(w; {0} x E) =0 forall w € Q.

Now, since we are dealing with 2 x R, x FE in the context of random measures, let us
introduce the following notation:

* We consider the sample space 2 x R x E together with the o-fields O:=0®E and
P=P®E.

* A function W on Q x Ry x E thatis O-measurable (resp. P-measurable) is called an
optional (resp. predictable) function.

* Let u be a random measure and W an optional function on 2 x R, x E. Then the
integral process W x u defined by

W [ = {f[()’ﬂxE W(',3,$)M(';d37d$)7 iff[Qt]XE ’W(',S,l’)‘ﬂ(';ds,dl') <00
00, else

fort > 0.

* A random measure p is called optional (resp. predictable) if the process W x i is
optional (resp. predictable) for every optional (resp. predictable) function W.

* An optional random measure y is called P-o-finite if there exists a strictly positive,
predictable function V' on €2 such that the random variable V' * u., is integrable.

Using the foregoing definitions we generalize the theory of the compensator in the sense of
random measures. This generalization will play an important role for the definition of the
characteristics of a semimartingale.

Theorem 2.2.2. Let 1 be an optional P-o-finite random measure. Then there exists a P-
unique, predictable random measure pP, called the compensator of u, for which the following
equivalent properties hold:

(i.) We have
EW s« p8y) = E(W * poo)

for every non-negative predictable function W on 2 x Ry x FE.

(ii.) For every predictable function W on Q x Ry x E such that |W|* u € A | the process

loc?

|W| * uP belongs to A" , and W x piP is the compensator of the process W x i in the
sense of Theorem 2.1.10.

In particular, there exists a predictable process A € AT and a transition kernel K (w,t; dz)
from (2 x Ry, P) to (E,E) such that

P (w;dt,dx) = dAy(w) K (w, t; dx) (2.2)

for every w € Q.

Proof. See Theorem I1.18 of [36]. O
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Although we stated the general definition of a random measure above, for this work it is
sufficient to consider the following for an adapted, cadlag stochastic process X

,uX(w; dt, dl‘) = Z 1{AX5¢0}5(5,AX5(w))(dtv da:) (23)
s>0

Indeed, ;X defines a random measure on R, x E which is an optional P-o-finite random
measure such that (- , A) takes values in N for all A € B(R) ® £ (cf. Proposition 11.1.16
of [36]). One easily sees that the random measure ¥ is induced by the jumps of the
process. In addition, Theorem 2.2.2 provides the existence of the compensator v of ;.

Example 2.2.3. For a Lévy process (L;);>o with Lévy triplet (¢, Q, 1) the compensator v
of p” is deterministic and of the form

v(-;ds, dy) = p(dy)ds

For further information on random measure we refer to Chapter 13 of [14].

2.3. Semimartingales

While the term ‘semimartingale’ or ‘s-martingale’ was first used by Doob in [20] to denote
what we call nowadays sub- and supermartingale, the notion of semimartingales was
introduced by Fisk in [23] under the name ‘quasimartingale’ to investigate necessary and
sufficient conditions for a stochastic process to possess a decomposition into the sum of
a martingale and a process with paths of finite variation. However, semimartingales and
their application in stochastic integration were first introduced by Meyer in [52] in 1967,
where he defined a stochastic process X to be a semimartingale if it is right-continuous
and possesses a decomposition
X=M+A

into a martingale M and a stochastic process A with paths of finite variation. Indeed, Meyer
was inspired by the famous paper [43] by Kunita and Watanabe who investigated a more
general version of It6’s formula, namely replacing the Brownian motion by martingales
which are not necessarily continuous. The non-continuity led to a much more complicated
form.

In his paper, which was one of four on the topic of stochastic integration, Meyer was able
to leave the Markovian framework behind. Meyer’s definition as stated above, is not the
most general definition as it is known today, and stated below. This was introduced by
Doléans-Dade and Meyer [19] in 1970.

For a much more detailed look into the development of stochastic integration, semimartin-
gales and mathematical finance until 1970 we refer to the interesting article [37].

Definition 2.3.1. (a.) We call a stochastic process (X;):>o semimartingale if it possesses
a decomposition of the form

X=Xo+M+ A (2.4)
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where X is finite-valued and Fj-measurable, M € £ and A € V. We denote by S
the space of semimartingales. Moreover, S? denotes the set of all random vectors
X = (XM, . X@) where X) € Sforalli = 1,...,d, and we call X € S a
d-dimensional semimartingale.

(b.) We call a semimartingale (X;):>o special semimartingale if it possesses a decomposi-
tion (2.4) where the process A is predictable. We call this decomposition the canonical
decomposition of X. We denote by S, the set of special semimartingales.

The decomposition in (2.4) is not unique, but there is at most one such decomposition
with A being predictable. On the other hand, the canonical decomposition is unique (cf.
Proposition 1.3.17 of [36]). The inclusions

MipeCSandV C S

are trivial. In addition, S = Sj,., and the following characterization holds true:

Theorem 2.3.2. The process X is a semimartingale if and only if there exists a localizing
sequence (T),)nen and a sequence of semimartingales (Y (n))nen such that X = Y (n) on each
interval [0, T,][.

Moreover, all semimartingales are cadlag and adapted by definition, and the space of
semimartingales forms a vector space (cf. Theorem 2.1 of [54]).

Remark 2.3.3. In most textbooks semimartingales are introduced as above. As pointed
out, this resembles the historical development of semimartingales. A different route was
taken by Protter in [54]. In contrast to Definition 2.3.1, Protter defined semimartingales
to be those processes for which the stochastic integral is continuous (for a more precise
definition see Chapter II.2 of [54]). Indeed, this provides some advantages over the
classical procedure since the proofs of some important results are much more intuitive.
In the preface to the first edition of his book, Protter emphasizes that this approach is
originally due to Dellacherie [17]. By the famous theorem of Bichteler and Dellacherie (see
Theorem 43 of [54]), both definitions of semimartingales are equivalent.

Example 2.3.4. (a.) Every Lévy process L with Lévy triplet (¢, Q,v) is a semimartingale.
This is due to the Lévy-Itdo decomposition 1.3.8, where

VOB, + /O /{ oy ¥ N d9) = d)as)

is a L?-martingale and

t
Et—i—/ / y N(dy, ds)
0 Jlyl=1}
belongs to V.

(b.) Let X be a conservative Feller process with generator (A, D(A)) such that C2°(R?) c
D(A). Then X is a semimartingale. For proof see Theorem 3.5 of [66] or Theorem
3.1of [67].
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The following theorem connects the decomposition of a local martingale examined in
Theorem 2.1.3 and the Decomposition (2.4) of a semimartingale. The statement is taken
from Proposition 1.4.27 of [36].

Theorem 2.3.5. Let X be a semimartingale. Then there exists a unique continuous local
martingale X with X§ = 0 so that for any decomposition

X=Xo+M+A

as described in decomposition (2.4), the equation M¢ = X¢ holds. Here M€ denotes the
continuous local martingale part of M as mentioned in Theorem 2.1.3. We call X¢ the
continuous martingale part of X.

2.4. Stochastic Integration with Respect to a
Semimartingale

As previously stated, Meyer utilized semimartingales in order to treat stochastic integration.
Indeed, the class of semimartingales is the largest class with respect to which stochastic
integration is possible such that useful results like the dominated convergence theorem
hold. In this subsection, we want to state the definition and some major properties of the
stochastic integral.

Let S be the set of all processes H of the form

o, = Hol{o}(t) + Z Hil]]Ti,TiH]](t)a (2.5)
i=1

where 0 = 71 < ... < T,,11 < oo is a finite sequence of stopping times and H; is Fr;-
measurable and |H;| < oo a.s. for 0 < i < n. A process H € & is called simple predictable.
Let H be simple predictable and X € S. We define the integral process H + X; or fg H, dX,
as

n
H-. Xt = H()XO + Z Hi(XTi_H/\t — XTZ-/\t)
=1

where H has the representation
n
H = Holgy + ) Hilyr,z,, 1
i=1

as in (2.5) and ¢t > 0.
We extend the class of integrands with the next theorem (cf. Theorem 1.4.31 of [36]).
Theorem 2.4.1. Let X € S. The map H — H - X as defined on G has an extension to the

space of all locally bounded predictable processes H which is still denoted by H — H + X and
as before called the stochastic integral of H with respect to X. The following properties hold:

(a.) H - X is a cadlag adapted process.
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(b.) H— H-X is linear.

(c.) For a sequence (H(n)), of predictable processes which converges pointwise to a limit
H and for which |H(n)| < K for a locally bounded predictable process K, the integral
process H(n) + X, converges to H « X; in measure for all t € R,.

Moreover, this extension is unique and in (c.) the integral process H(n)+ X converges to H « X
in measure, uniformly on finite intervals, i.e.,

(H(n)+X — H+X):50

forallt > 0.

We now state some properties of the stochastic integral which are used extensively when
calculating with the stochastic integral in the following chapters. The proofs can be found
in Chapter 1.4d of [36].

Theorem 2.4.2. Let X € S and H, K be locally bounded predictable processes. Then the
following properties hold:

(i.) H - K is a semimartingale.
(ii.) If X is a local martingale, so is H « X.
(iii.) If X € V, then H - X also belongs to V and equals the Stieltjes-Integral.
(iv.) (H+X)o=0.
(v.) A(H-X)=HAX.
i) (H-X)T = (H1po,rp) + X for all stopping times T.
(vii.) K+(H+X)=(KH)+X (Associativity).
For a throughout introduction of stochastic integration we refer to Section 1.4d of [36] or
Sections I1.4 - I1.7 of [54].

The next theorem is the most general version of the famous It6 formula. This change
of variable formula for stochastic integrals was introduced by It6 in [30] in 1951 for
Brownian motions and extended to semimartingales by Kunita and Watanabe [43] and
Meyer [51, 52]. Indeed, It6’s formula is frequently used in the following chapters.

Theorem 2.4.3. Let X := (XM, ... X@) where XV, ... X ¢ Sand f € C*(R?). Then
f(X) is a semimartingale and the following formula holds for t > 0:

d ' d 2 , ,
100 = 160+ 3 (G PO ) - X045 5 (g A ) - (0, X000
i=1 Q=1
d 9 i
# 32 £00) = 1060) = 3 (06 AXE|

Proof. See Theorem 1.4.57 in [36]. O
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Similar to the quadratic covariation for locally square-integrable martingales, we conclude
this section by defining the following object. Proofs of the properties mentioned below can
be found in Section I.4.e of [36].

Definition 2.4.4. Let X,Y € S. The quadratic co-variation of X and Y is defined by
(X,Y]:=XY - XoVp— X_-Y —Y_-X.

We call [X, X] the quadratic variation of X and the following polarization property holds
1
(XY= (X +Y, X +Y] - [X ~Y.X - V]).

Moreover, the following properties hold true:
(a) [X,Y]eVand [X,X] e VT.
(b) A[X,Y]=AXAY.
(c.) IfY is predictable and X € M, then [X,Y] is a local martingale.
(d.) If X or Y is continuous, then [X,Y] = 0.
(e.) X belongs to H#? (resp. H3z, ) if and only if [X, X] belongs to A (resp. Ajo).

2.5. Characteristics of Semimartingales

It is well-known that Markov processes can be analyzed by their generator. Lévy processes
are characterized by their characteristic exponent (cf. [61] Thm. 8.1 and Cor. 11.6). To
possess similar ‘infinitesimal’ tools to treat semimartingales, this led to the concept of
semimartingale characteristics, which, in some sense, also describe the predictable ‘drift’,
the ‘volatility’ and the ‘rate of jumps’ of the process. All objects mentioned above describe
the infinitesimal behavior of the stochastic process.

A truncation function 4 : R — R? is a bounded, measurable function which coincides with
the identity in a neighborhood of zero. Most of the time we write y - id for the truncation
function h, where x is a cut-off function. A possible way to choose the cut-off functions
x in different dimensions m € N is as follows: Take a one-dimensional cut-off function
X : R — R and define for z € R™: y(z) := x(zM)--- x((™) as the product of the one-
dimensional cut-off function. Although, in this work, we are mostly using cut-off functions,
sometimes the usage of truncation functions seems more natural or more standard like in
the following definition of the characteristics of a semimartingale.

Let X be a d-dimensional semimartingale and h a truncation function. We define two
processes as follows:

X(h)=> (AX, - h(AX,)), t=>0,

s<t

X(h):=X - X(h).

A closer look on these processes and the truncation function h provides that (AX —
h(AX)) # 0 only if there exists an ¢ > 0 such that |AX| > . It follows that X is well-
defined, since it is the sum of the big jumps of X of which only countably many exist
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pathwise. Moreover, the process belongs to V¢ :=V x ... x V, and we deduce that X (h) is
a d-dimensional semimartingale. By observing the jumps of X (%), we easily see that
AX(h) = AX — AX(h) = h(AX).

So it follows that AX (h) is bounded since h is. Therefore, X (k) is a special semimartingale
by Proposition 1.4.24 of [36] and possesses the canonical decomposition

X(h) = Xo+ M(h) + B(h), (2.6)

where M(h) € L% := £ x .... x £ and B(h) € V¢ is predictable. With this, we are now able
to define the characteristics of a semimartingale.

Definition 2.5.1. Let h be a truncation function and X be a d-dimensional semimartingale.

(i.) We define B := (B(l), . B(d))’ to be the predictable process B(h) defined in (2.6).

(ii.) We define C := (C(4)), ;4 to be the continuous process belonging to V¥*? defined
by
Cli) . (x(e, x (e

fori,j € {1,...,d}.

(iii.) We define the predictable random measure » on R, x R to be the predictable
compensator of the integer-valued random measure pX.

We call the triplet (B, C, v) the characteristics of X.

In the previous sections we have seen, that the processes B, X¢, and, therefore, (X*¢, X/,
and the random measure v are unique up to a P-null set.

Remark 2.5.2. To our knowledge, the first time semimartinale characteristics have been
defined in the modern way was by Jacod and Mémin [35] in 1976. In their work, the
authors defined the characteristics almost as above but only considering the truncation
function h(x) = z1py)(|z|). They investigated how a change of measure effects the
characteristics of a semimartingale.

The first idea for the characteristics of a semimartingale dates back to Grigelionis [24]
in 1971 or in English language in [25] in 1972. In order to investigate problems like
nonlinear filtering of stochastic processes or absolute continuity of measures corresponding
to stochastic processes, Grigelionis wanted to consider a wide class of stochastic processes
for which one could naturally define local coefficients of drift, diffusion and Lévy measure.
He called these processes locally infinitely divisible. In modern times, the characteristics of
such a process would be of the following form:

t
Bt—/ bsds,
0

t
Ct—/ cs ds,
0

v(w;dt, dx) = dt Il(w, t; dx).
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Let us mention that estimating the characteristics of such processes by observing the
process in a high frequency regime has been a fruitful question in the theory of statistics of
stochastic processes (cf. [1], [3] and the references given therein).

Example 2.5.3. (a.) For a Lévy process (L;):>o the Lévy-Itd6 decomposition provides the
following characteristics:

B; = I,
Ct = Qtu
v(w;ds,dy) = N(dy) ds,

where (¢,Q, N) is the Lévy triplet of L.

(b.) In Theorem 3.10 of [67] it is shown that every rich Feller process possesses character-
istics of the form

B () = /WM () ds,

/ Q(Jk

v(wids,dy) = N(Xs(w),dy) ds,

where (¢(z), Q(x), N(z,dy)) is a Lévy triplet for fixed z € R? and with respect to a
fixed cut-off function Y.

Definition 2.5.4. Let X be a semimartingale. We call X a homogeneous diffusion with
jumps (cf. [36] Definition II1.2.18) if it possesses characteristics of the form

t
:/ame
/ Q Jk) 2.7)

v(w;ds,dw) = N(Xs(w), dw) ds,

with respect to a fixed cut-off function y. Here, ¢(z) = ((U)(z))1<j<a € R%, Q(z) =
(QUR (2))1<jr<aisa symmetrlc positive semidefinite matrix, N (z, dw) is a measure on R?\
{0} such that [, (1A ||Jw||?) N(z, dw) < oo. We call £, Q and n, := Sz oA Jw]*) N(-, dw)
the differential characterlstlcs of the process.

Let us mention that we do not want to end this section with the most important results
concerning semimartingales and their characteristics as we have done in the sections before.
That is, because we will state generalizations of these statements in Chapter 5. From these,
the original statements could be derived easily.
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2.6. Markov Semimartingales

In this section, we want to consider a combination of semimartingales and Markov processes.
Indeed, the intersection of semimartingales and Markov processes gives rise to a rich theory,
in particular, when considering the characteristics of a ‘Markov semimartingale’. To this
end, let X := (Q, M, (My)t>0, (Xt)t>0, (0t)t>0, P*)zer be a Markov process, and let (Y;):>0
be a semimartingale over (2, M, (M;):>0, P*) for every « € E. Similarly, we define other
classes of processes on the family (2, M, (M;)¢>0, P¥). Let us mention that E = R?.

Definition 2.6.1. Let X := (2, M, (My)e>0, (Xt)t>0, (0¢)t>0, P*)zcr be a Markov process
and let C be a class of stochastic processes. When considering a stochastic process X on
(M, (My)t>0,P")ger, wesay X € C*if X € C for all P*, x € E.

Definition 2.6.2. Let X be a Markov process.
(a.) We call X Markov semimartingale if it is a semimartingale for all P*, z € F.

(b.) If X is a Hunt process and a semimartingale for all P*, + € E, we call it Hunt
semimartingale.

(c.) If X is a homogeneous diffusion with jumps we call it It6 process.

A priori, for a semimartingale Y on (2, M, (M;)¢>0, P*), one would expect all properties
discussed in the previous sections, like the decomposition in (2.4) or the characteristics of
Y, to be dependent on the measure P*. Fortunately, [12] shows that such properties can
be defined to be the same for all P*.

Theorem 2.6.3. Let Y be a semimartingale on (2, M, (My)>0, P*) ,cpa-
(i.) There existsa M € L% and A € V* such thatY = M + A.

(ii.) If Y is a special semimartingale on (2, M, (M)¢>0,P?),cra, then there exists M € L*
and a predictable A € V* such thatY = M + A.

(iii.) IfY € Ajpe on (2, M, (My)i>0,P*),cRra, then there exists a predictable process Y?P € V*
which is a version of the P*-compensator of Y.

(iv.) There exists an continuous Y¢ € L* which is a version of the P*-continuous local
martingale part of Y for every x € R<.

(v.) Let p be an optional P-o-finite random measure. There exists a predictable random
measure [i which is a version of the compensator u? of u for every P*.

Proof. See Theorems 3.12 and 6.6 of [12]. O
Hence, from now on, we assume the decomposition and the characteristics of a Markov

semimartingale to be the same for all P, 2 € R?. For the theory provided in this section
the notion of additive functionals is essential.

Definition 2.6.4. Let X be a Markov process.
(a.) We call a process Y = (Y;):>0 additive functional (AF) if
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(i) Yp = 0 P*-a.s. for all z € R%;
(ii.) for every s,t > 0, we have
Yot =Ys+Yi00,, P-as.
for all 2 € R4,

(b.) We call an additive functional Y strong if (ii.) holds true for every ¢t > 0 and all
(M,)-stopping times p instead of s.

(c.) We call an AF'Y perfect if |, ;5o {Yert # Yi + Y 0 6;} is null for all P*, z € RA.

Let C be a class of processes. We denote by C,4 the class of processes X € C which are
additive functionals.

Remark 2.6.5. At this point, let us mention that X is a Markov semimartingale if and
only if X — X is an additive functional and a semimartingale for all P*, x € E.

Remark 2.6.6. The previous definition also holds true if we allow X and Y to take values
in any measurable space (E, &).

The classical literature (see for example [8] and [73]) mostly demands an additive func-
tional to be right-continuous and increasing. We do not need these properties in the
following. The exceptional set in (ii.) of (a.) in the previous definition is, in general,
dependent on both s and ¢t. However, any right-continuous additive functional Y of a
strong Markov process with its natural filtration is strongly additive. Moreover, in this case,
Y is indistinguishable to a perfect additive functional (see Proposition 3.21 of [12]).

Definition 2.6.7. Let (Y;):>0 be a stochastic process. We define the big shifts (©)s>0 by
(@sy)t = (}ft—s © 05)1[5,00) (t)

for s,t > 0.

Note that a process Y is an additive functional if and only if Yy = 0 and (©,Y); = Y; — Yias

for all s,t > 0, where all equalities are meant P*-a.s. for all 2 € R¢.

When considering Markov semimartingales, a natural question which arises is how objects

defined in the semimartingale framework react when concatenated with the time-shift
operator (6;):>0. We aim to clarify this in the next proposition.

Proposition 2.6.8. Let (Q, M, (My)i>0, (Xt)t>0, (0¢)1>0, P¥)zc e be a Markov semimartin-
gale.

(a.) If X is a special semimartingale, it holds for s,t > 0 that Msy; = M; o 05 and
Vit = Vi o 05 where X = Xy + M + A is the canonical decomposition of X.

(b.) It holds true that X{ o s = X{, , for s,t > 0.
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Proof. (a.) By definition, the special semimartingale X possesses a unique decomposition
X =Xo+ M+ A,

where M is a local martingale and A € V. Let s > 0, then (Y;):>0 := (X¢+5)t>0 is a special
semimartingale which possesses the canonical decomposition

Y= Xo+ My + Apys VE>0.

Moreover, X, = X; 00, = (0,Y),.
Theorem 3.15 of [12] provides that ©,Y is a special semimartingale possessing the canoni-
cal decomposition

(@sy)t = ®th+s + ®sAt+s
= XtOGSZMtO(95+At095

for all ¢ > 0. Hence, by the uniqueness of the decomposition, we derive M;,, = M; o 6
and A; s = A; o 0.

(b.) Since X¢ is the continuous martingale part of X, one derives that (X ;);>¢ is the
continuous martingale part of (Y; := Xs4+):>0. Theorem 3.15 (iv) of [12] provides that

X§+t = (Xs1t) = (Xy005)" = (05Y); = 04(Y) = 98(X§+t> = X;o0s

fort >s>0. O

The following theorem is Theorem 6.27 of [12].

Theorem 2.6.9. Let X = (Q, M, (My)i>0, (Xt)t>0, (0t)t>0, P*)zcr be a strong Markov pro-
cess, and let Y be an additive d-dimensional semimartingale which is P*-quasi-left-continuous
for all x € E. Then the characteristics (B, C,v) of Y possess a version of the form

B={(X)-F, C=Q(X)F, v(w;dtdy)=dF(w)N(X¢(w),dy), (2.8)
where
(i.) F € V¥(F/) is an additive functional and continuous,
(ii.) €= (£9)),<;<q is E-measurable,

(iii.) Q = (QU))1<; j<q is E-measurable with values in the set of all symmetric non-negative
matrices,

(iv.) N(z,dy) is a positive kernel from (E, €) to (R%, B(R?)) satisfying N (z,{0}) = 0 and
[(ly|* A1) N(z,dy) < .

Since it is easily deduced that the semimartingales X and X — X possess the same
characteristics, the previous theorem provides for every Hunt semimartingale the existence
of a continuous, strictly increasing, strongly additive* functional F' € V, measurable

“Although in 2.6.9 F is stated to be additive only, by the remark below Theorem 6.14 of [12], one can assume
F to be strongly additive.
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functions ¢ : R? — R?, Q : R? — R%*? and a positive kernel N from (R, B(R?)) into
(R4, B(RY)) such that the characteristics of X are of the form

. t

BY = / 09)(X,) dF,, (2.9)
cik) / QUM (X,) dF;, (2.10)
v(w;dt,dx) = dFy(w)N (X (w), dz). (2.11)

The following two theorems, although of interest in their own right, serve as auxiliary
results to prove Theorem 3.1.7 of the following chapter.

Lemma 2.6.10. Let (2, M, (My)e>0, (Xt)t>0, (0¢)t>0,P?)zer be a Hunt semimartingale
with characteristics stated in (2.9)-(2.11), and let o be defined by

o:=ocp:=inf{t >0: || X; — z|| > R}

for x € R and R > 0. Then the following equality holds true for ¢ € R:

w(wﬂ’m_q)—E[/H@ﬂQ@ X)L OTIRQ(X,)

+ / (ei(XS*_x)E(eigy -1- zfyx(y))) N(Xs(w), dy)) dFs(w)
{y70}

Proof. The left-continuous process (X ):>o is bounded, the stopped jumps (AX)“ are the
jumps of the stopped process (AX?) and X“ admits the stopped characteristics:

BY(w) = /ax<»mﬂwaﬂw»

9= [ QUNipile.s) dF(o),
V7 (w; dFs, dy) = 1pp o) (w, 5) N(Xs(w), dy) dFs(w).

We can now set 1g . to 1o, in the previous equalities, as we are integrating with respect
to a continuous measure. Moreover, using Ito s formula we obtain

. o t . o
E= <€z(Xt —z)§ 1) E® </ Z-gez(Xéf—x)E ng’)

< 52 i( §d<XU Xa>c>
—Z:L’S Z IEX" i _ delfxgiAX;)’>
0<s<t
t
/ iget X —m)¢ dxg) (2.12)
0+
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+E” (/ (ei(X“_’”)g(eigy —1- iéyx(y))) w7 (s ds,dy))
10,t] x{y#0}

+ E* (/ (ei(Xsf—x)E(figy (1 fx(y)))) MXU(';dS,dy)> .
10,¢] x {y#0}

Now, we want to consider the first summand from above. To this end, we use the canonical
decomposition of the semimartingale (see [36] Theorem I1.2.34):

xgzﬁa-%chf+14 Xy (57 s dy) — 7 (- ds, dy))

+/yu—ﬂmnﬁ%qw@w+35
0

Thus, the linearity of the integral provides

(o)
o ([ )
E® (/Ot /{y#o}%(ei(Xs_a:){X(y)y) (/LXJ(';dS,dy)—V"(-;ds,dy))>
L ( /} () MXU(,;d&dy))

)€ o
+E (/0+z£e dB>

First, we show that

t
E” [ / igel(Xommmt d(X;f)"} =0.
0+

The integral ¢“(Xt-—%)¢ . X¢ is a local martingale, since X¢ is a local martingale. To see that
it is indeed a martingale, we calculate the following: In the first two lines the integrand
is now bounded because ¢ and () are locally bounded and || X?(w)|| < R on [0, 0(w)][ for
every w € (). For the martingale preservation in the first term we obtain

— |:€i(X°'fac)£ . ch ei(X"f:r)g .Xc]a

6@'(X"f:v)£ . XO',C’ ei(X"fx)ﬁ . Xa,c}
t

t
t

(ei(X;’—:c)f)Q d[XC, XC]S)
0

(e x>§>2 o1 (s) dIX°, X,

(e X”—z)§>21[[00[[ (/ QX )

(¢ Xo—a»s)Q 10.01(5)Q(X,) dF,

t

t

Il
S~~~
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where we used several properties of the quadratic variation and the fact that X7¢ :=
(X9)¢ = (X7 =: X7, Hence,

E® ([ez‘(X”—m&. X, X7l X;ﬂ ) <oo, t3>0,
t

and Property (e.) of Definition 2.4.4 provides that ¢/(X7 ~*)¢ . X7 is an L?-martingale
which is zero at zero and, therefore, its expected value is constantly zero.

Moreover, one easily sees that ¢'(Xs==2)¢yy (y) is in the class Fz? of Tkeda and Watanabe
([28], Section 2.3), and we conclude that

t
// (GZ(XS*‘“”)gx(y)y)MXU(-;ds,dy)*V”(';dsvdy»
0 Jy#0

is also a martingale. Thus, in summation with equality (2.12) we obtain
E* (ei(xta_m)5 N 1) = / i6e" =m0 y(1 — x(y)) 17 (5 ds, dy)
10,t] x {y#0}

o 1/t (X7
+E® / ige! X —2)¢ ng>+1[«:@“ ( / — g2t X dC;’)
0+ 2 Jo+

+ E* (/ (ei(Xsf—x)f(eiEy _1- i£yx(y))) MXU(';dS,dy)>
10,¢] x{y#0}

+ E” i(Xsm=2)E( _jcor. (1 — xo L ds.d

</}O,t}x{y¢0} (e (—igy - ( x(y)))) p (s ds y))

t t
— e ([ ier s apg) e ([ gtk acy)
0+ 2 Joy
10, x {y#0}

By the associativity of the stochastic integral and the properties of the compensator of a
random measure the following equality holds true

B (ez‘(xg—x)f _ 1)
t
_ o {/ (iéei(xg_x)fﬁ(Xs)luo,au B %gzei(xg’,—x)SQ(Xs)l[[o,g[[
0

el Xs—2)E(i8y _ 1 _ Lot N(Xs(w),dy) | dFs(w
+ /{#O}( ( Eyx())) Toof N(Xs(w) y>> (@)

From advanced analysis (cf. Section A.2 of the appendix) we know that every continuous,
increasing function f : [a,b] — R can be expressed in the form f = g + s, where f is
increasing and absolutely continuous and s is increasing and singular. Moreover, g and s
are unique up to additive constants. The following lemma provides a similar statement for
an AF of a strong Markov process.
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Lemma 2.6.11. Let (2, M, (My)>0, (Xt)e>0, (01)1>0, P¥)zer be a Hunt process. Let (F})i>o
be an increasing, continuous and strongly additive functional adapted to (F;):>o.
Then the processes

t
(Ft)tZO and </ g(XS)dS + St)
0 t>0

are indistinguishable, where g is a positive M-measurable function and (S;)+>0 is an increasing,
continuous, singular, perfect strongly additive functional adapted to (F3):>o.

Proof. Let B; := t for all t > 0. Combination of Exercise 66.17 and Theorem 8.6 of
[73] provides the existence of a set G € B (Rd) and a measurable function g such that
1lg(X)+F = g(X)-B. Moreover, the strongly additive functional S := 1¢<(X)+ F' is singular.
We obtain

F = (16(X) + 16+(X)) + F = g(X) B + 5.

Since F is increasing, continuous and adapted to (F;X);>0, so is S, and Proposition 3.21 of
[12] provides that S is indistinguishable from a perfect strongly additive functional.  []

In order to clarify the relationships of the most important classes of processes introduced
up to this point, we conculde this chapter by stating the following diagram (cf. Figure 1
of [72]). Therein, the abbreviation h.d.w.j stands for homogeneous diffusion with jumps.
Moreover, every inclusion is strict.

h.d.w,j - semimartingale
U U
, rich A Hunt Markov
Léevy C C It C . . . .
Feller semimartingale semimartingale
N N N
Feller - Hunt C Markov

Fig. 2.1.: Relations between the classes of processes under consideration
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The Symbol of a Stochastic
Process and Generalized
Blumenthal-Getoor Indices

The aim of this chapter is twofold: In the first part, we introduce the notion of the
‘symbol’ of a stochastic process, which proves to be one of the fundamental concepts of this
work. Roughly speaking, the probabilistic symbol is the right-hand side derivative of the
characteristic functions corresponding to the one-dimensional marginals of a stochastic
process. This object, as long as the derivative exists, provides crucial information concerning
the stochastic process: For example, as we will see, for Lévy processes, the symbol equals
the characteristic exponent, whereas for a (rich) Feller process it coincides with the classical
symbol of the operator as defined in (1.7). The most general class of processes for which
the symbol still exists are Itd processes. We prove that further generalizations within the
Hunt framework are not possible and see that when leaving Hunt semimartingales, in
particular the quasi-left continuity, behind the symbol loses its applicability.

In the second part, the symbol is utilized to generalize the concept of Blumenthal-Getoor
indices, well-known from the theory of Lévy processes, to the class of It0 processes. These
indices enable us to derive maximal-inequalities for the mentioned class of processes, which
in turn provide a wide range of properties for the underlying stochastic process.

Most of the historical insights regarding the probabilistic symbol and the Blumenthal-Getoor
indices are drawn from [72]. The mathematical results presented in this chapter can be
found in [58]. Both articles are collaborative work with A. Schnurr. The proof of the main
theorem of this chapter is due to the author of this work.

3.1. The Symbol of a Stochastic Process

Let X := (Q, M, (My)¢>0, (X¢)e>0, (0¢)t>0, P*) .cra De a normal, conservative Markov pro-
cess, where we assume M and (M,);>o to be complete with respect to {P* : 2 € R%}.
Moreover, we assume all filtrations encountered in the following to be right-continuous.
Additionally, let X take values in (R¢, B(R?)), where B(R?) is the o-field of Lebesgue sets.
Let us consider a stochastic process X = (X;);>o starting in # € R? Historically, the
probabilistic symbol is defined as the negative of the right-hand side derivative of the
characteristic function of (X; — z):>0, that is,

E= W(Xe—x)' € _ 1
¢ . (3.1)

z,€) = —lim
q(z,€) i ;
The characteristic function carries all information of the marginal distribution at time ¢. It
is a natural idea to analyze its infinitesimal behavior to derive properties of the process.
Hence, it is not surprising that (3.1) offers a unique way to describe the distribution at a
certain point in time. From the point of view of Markov processes, Formula (3.1) can be
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interpreted as follows: one plugs a (complex) exponential function into the generator of
the process.

The idea of using a probabilistic formula in order to calculate the (functional analytic)
symbol defined above is due to Jacob (see [33]) and was generalized by Schillling in [64]
to rich Feller processes satisfying the properties (G) and (S) (cf. Example 3.1.2 (ii.)). The
focus therein still was to present a new way to calculate the functional analytic symbol
q(z,€) in a context where it already existed. Neglecting the Feller property and (G), the
symbol for quite general Markov processes, precisely It processes, was calculated in [67]
by Schnurr. Unlike in earlier papers, the proof relied on the semimartingale structure
only, and in particular on the semimartingale characteristics (2.7). On the other hand, the
earlier results where included, since every rich Feller process is an It6 process. To overcome
that processes not fulfilling (G) are possibly unbounded a stopping time o was added to
the expression in (3.1) in order to have the process bounded at least on [0, c[. The new
idea of proof suggested to define the symbol for general Markov semimartingales (cf. [67]
Definition 4.3):

Definition 3.1.1. Let X be a conservative Markov semimartingale. For a fixed starting
point z € R? we define o := 0% to be the first exit time from the compact Bg(z) :

o:=inf{t >0:||X; —z| > R}.
We call the function p : R? x RY — C given by

i B ei(XtU*x)/é. —1 39
p(x,§) = — gg - 5 (3.2)

the (probabilistic) symbol of the process, if the limit exists and coincides for every R.

Instead of the compact balls Br(z), one can use general compact neighborhoods of z in
the previous definition as described in the Remark after Theorem 4.4 of [67].

Example 3.1.2.  (i.) Let (L;)¢>0 be a Lévy process on (2, FX. (F[)i>0,P) with charac-
teristic exponent ¢, and let

L:= (Q, A, (F")i0, (Lt)iz0, Px)de

be the corresponding Lévy process starting in x, which is a Markov process as defined
in (1.1). The symbol calculates as follows:

—limEF*f————— = —limE—«— _
tl0 t tl0 t tl0 t

(ii.) Let (Y;):>0 be a rich Feller process with generator (A, D(A)). The generator A is
(restricted to the test functions C°(RY)) a pseudo differential operator, i.e., A can be
written as

Au(z) = - /R (e, O(E) dE, ue CR(RY, (3.3)
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where (¢) = (2)~? [ e~®¢u(y)dy denotes the Fourier transform and ¢ : R? x R? —
C is the symbol of the operator. If the differential characteristics ¢, () and n of Y are
continuous, the probabilistic symbol p and the symbol of the operator ¢ coincide (cf.
Corollary 4.5 of [67]).

(iii.) Let ® : R? — R9*" be locally Lipschitz continuous and bounded, and let (Z;);>0 be a
n-dimensional Lévy process with characteristic exponent ¢. Then the solution of the
SDE
dX, = ®(X;)dL,

exists for every x € R? with Xy = 0 and possesses the symbol ¢(z, &) = ¢(®(x)"€) (cf.
Theorem 3.8 in [11]).

Remark 3.1.3. Historically, it is important to note that the concept of the probabilistic
symbol has not been invented in the theory of stochastic processes: The term ‘symbol’
was initially introduced in the framework of singular integral operators by S.G. Michlin in
the 1940s. Later on, in the 1960s pseudo-differential operators emerged in analysis (c.f.
e.g. Hormander [27]). These pseudo-differential operators are defined by their symbols.
Courrege [15] showed that the generator A of a rich Feller process (restricted to the test
functions C2°(R?)) is a pseudo differential operator. In fact, Courrége did not deal with
stochastic processes: rather, he proved that operators satisfying the so called positive
maximum principle are operators of this kind (cf. in this context also von Waldenfels [78]
and [77]). It was Jacob who recognized that the mentioned generators always fulfill this
principle. Hence, Jacob ([31], [32]) introduced the notion of pseudo differential operators
into the theory of Markov processes.

As we have pointed out before, the most general result concerning the existence of the
symbol in the Markovian context was given by Schnurr in [67] Theorem 4.4. We state the
result in the following. Let us mention, that a definition for the notion of fine continuity
which appears in the following theorem can be found in Section II.4 of [8].

Theorem 3.1.4. Let X be an It6 process such that the differential characteristics ¢, Q and n
are finely continuous and locally bounded. In this case the limit

ei(XtU*x)/E —1
_limE*S T~
i ¢

exists and the symbol of X is given by

P, €)=~V + L €QuIE~ [ (ME1—iye X)) Ndy) B4

{y#0}
for z,£ € R%
Remark 3.1.5. One is able to state the previous theorem for homogeneous diffusions with

jumps with exactly the same proof (cf. [69]). However, since for this work Markovianity is
crucial we do not consider this case any further.

Taking a closer look at (3.4), we observe that £ — p(z, ) is negative definite function for
all z € R? (cf. Section 1.3.2). Moreover, it holds true that if the symbol exists for every
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¢ € R? pointwise, the function ¢ — p(x, £) is a negative definite function for every z € R?
(cf. Theorem 4.6 a) of [67]). Hence, for over a decade, it has been an educated guess that
Itd processes are the most general Markov processes for which the symbol exists and can be
used. This guess is stated as point (d) in the open problems section of the monograph [11].
The following theorem provides a conclusive answers to this question in the framework
of Hunt processes. The proof relies to a great extend on the auxiliary Lemmas 2.6.10 and
2.6.11 which we stated in the previous chapter. Moreover, several concepts and results from
advanced analysis on the real line, like Dini derivatives or singular functions, are needed.
We denote Dini derivatives by D™, D, D~, D_. For further information see Appendix
A.2.

Remark 3.1.6. In order to calculate the symbol for Itd processes, fine continuity (and local
boundedness) are the most general requirements on the differential characteristics of the
process. However, since classical continuity is much more natural, we demand this property
from now on. Continuity implies both: fine continuity and local boundedness. Hence,
Theorem 3.6 of [69] yields that the symbol exists for every Itd process with continuous
differential characteristics.

Theorem 3.1.7. Let X := (Q, M, (My)i>0, (Xt)t>0, (0¢)>0, P*),cra be a Hunt semimartin-
gale with characteristics
t
() _ / (9 x

et = /Qﬂ’“ 5) dF,
v(w;dt,dr) = dFy(w)N(X¢(w), dz),

where F € V is a continuous, strictly increasing, and a strongly additive functional, ¢ : R —
R? is continuous and measurable, Q : R¢ — R¥*? is continuous and measurable, and N is a
positive kernel N from (R, B(R?)) into (R%, B(R?)) such that

T = (LAy?) N(z,dy)
{y#0}
is continuous. If the symbol of X,

— _limE®
p(x,&) i

" (3.5)

X7 —2)E 1]

exists for all z,& € R% then X is an Ité process.

Proof. In this proof we only consider the one-dimensional case. The multivariate one works
alike, but it is notationally more involved. The stopping time o is defined by

=inf{t >0: || X; —z| > k}



3.1 The Symbol of a Stochastic Process

for some starting point 2 and k£ € R,.. The symbol does not depend on the particular choice
of k. Hence, we will be able to choose a particular k later in this proof.
At first, let us consider the expression

- !ez’(xz—x)g _ 1] |
t

Lemma 2.6.10 provides the following:

t
(X7 —x T ) —x 1 % ——x
G [ez(xt )€ _ 1} =E {/0 igel(Xom )£g(XS)1[[O’U[[ _ §§26 (Xs )gQ(Xs)l[[o,a[[

+ /{ . 6i(X57—a:)51[[010[[ (eiéy —1-— Zﬁyx(y)) N(X,,dy) dF,
y
So, when considering the symbol we obtain
— x (ngm)g N
(:L‘ §) hﬁ)l tE [ t 1}

: 13: ¢ - (Xs_—x 12iX,—x
Z%EE [ /0 —igel )5£(XS)1[[070[[+§£ el QX )1 0,0(

_ / S T (e’fy —1- ifyx(y)> N(Xs, dy) dF;
{y#0}

To avoid lengthy notations, we define
VET = e (XomEg X, + %ngi(Xs—ac)fQ(Xs)
_ / X (6 1 —igyx(y)) N(X,,dy).
{y#0}

Hence, the existing limit in (3.5) equals

p(z, 5)_1551 Ly [/ Y1 01 dF} (3.6)

Let us consider the process (F}):>0. By Lemma 2.6.11 this process is indistinguishable to

</Otg(Xu)du + St)tZO

where g is a positive, measurable function and (.S;)+>¢ is an increasing, continuous, singular,

perfect strongly AF. Thus, with the associativity of the stochastic integral we decompose
(3.6) as follows:

p(z, g)_lgfg( [/ Y5 9(Xu) 100 du] g [/ Y1 0 dSD (3.7)
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For the first summand of (3.7), Theorem 4.4 of [67] provides the existence of the limit,
and since (3.7) exists, the limit

1 ¢
i | [ 600 05

exists for all £,z € R, and, therefore, the same is true for

1 [/ ]
C S N &z
ln 7B | /0 Re (V) 1j0.01 5. 3.8)
and o i
1
P CTRT &z
ln | /0 I (V) 10,01 S| (3.9)

First, we consider the case where there exists a g € R such that Q(xy) # 0 or N(xg, dy) # 0:
The function ¢¢® : R? — R defined by

z+— Re (—i{ei(z_x)ff(z) + %eri(z_x)fQ(z) - / ') <ei§y -1- i{yx(y)) Nz, dy))
R
is continuous, and satisfies for a §; € R
1
£ a0) = 563QUa0) + [ 1= cos(yéo) N(za,dy) >0,

The continuity of the differential characteristics provides the existence of an ¢ > 0 and a
§ > 0 such that ¢%%(z) > ¢ for all ||z — x| < 6. As mentioned at the beginning of this
proof, we consider the stopping time

o:=inf{t > 0: || X; — xo| > k},
again, and set k = ¢. Thus,
g™ (X;) > 0

on [0, c[. We consider the existing limit in (3.8) with zy and j:

1 ¢ 1 ¢
i 2 | e (58 toog . =ty 1 | [ Xt s
Moreover (S;):>0 is a path-wise singular function. In order to establish the statement, we
want to show that (S;);>¢0 = 0 (in this case X is an It6 process). Thus, we assume that
there exists a set M € M with P(M) > 0 such that S.(w) # 0 for all w € M. By Proposition
A.2.6 for all w € M there exists a ¢(w) > 0 with

D-i-St(w) = 0.

We define
7:=inf{u >0: DS, = oo}
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which is an (M});>¢-stopping time since DS, is M, -measurable and the filtration is
right-continuous. Thus,

. 1ox K
“EXrw) (@) €0,20
1tlfél tE [/0 Re (Yu ) Ljo,of dSu} (3.10)

exists for all w € M.
By applying Fatou’s lemma for the conditional expectation the following inequality holds
true

1 tN\o
lim ~EX7() (@) { / Re (on’“’) dsu]
0

tlo ¢t
1 tA(c0b;)
= hm 7EIO [/ Re (Y1§07x0 o 67‘) dSu e} 07’ MT
tlo t 0
[ tA(o0b;)
>E® |lim inf ! / Re (on’xo o GT) dS, 00, MT]
tlo  t Jo
SE® |lim inf < inf  Re (V%o 97)> S 0 br MT}
| t0 u€[0,tA(0067)]
—E |lim inf ( inf R (wao 0 97)) Sret = 5r MT}
| tl0 u€[0,tA (007 )] t

where we have used the strong additivity and the perfectness of S in the last equation.
Since
Re (Yu&)’xo o QT> > €

on [0,0 0 6,] and (S;4++ — S;)/t — oo for t | 0 by the definition of 7 this is a contradiction
to the existence of the limit.
In the other case let there exist a zp € R with ¢(xy) # 0. We set

6205 o— Tm [ 166/ C—Dp(5) — Le2eieep(n) — [ o= (iby _ 1 _ )
(£ (2) i i (g5 40(:) = JEEc(s) = [ I (01— igyn(y) V)
= gsin (=~ 0)0) b(2)

which is continuous, and satisfies

%" (w9) = &ob(w) > 0

for &y = sign (b(xo)). The rest of the proof is analogous to the case above where Q(zg) # 0
or N (zg, dy) # 0 but we use(3.9) instead of (3.8). O

As the previous theorem shows, when considering Hunt semimartingales, the class of Ito
processes is the largest class of processes for which the symbol exists. This aligns, to a
certain extent, with the expectations.

Surprisingly, when leaving the Hunt framework behind, we are able to construct a Markov
semimartingale that is no It process but still admits a symbol. To demonstrate this, we
want to construct a deterministic, one-dimensional example process, or more accurately, a
family of functions that satisfies the deterministic version of the Markov property (cf. [70]
and [68]):
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For a deterministic process, which is allowed to start in every point 2 € R, the symbol

reduces to .
gy (SO 1 S(XF =210
tl0 t t

Furthermore, since (for £ # 0) the function y — sin((y — z)¢) is locally diffeomorphic
around zero, the symbol exists if and only if the process is right-differentiable at zero in
every starting point z. In this case the cosine-part becomes zero. Hence,

(X)),

10

Example 3.1.8. For y € R let y = [y] + {y}, where [-] denotes the floor function and
{y} € [0,1]. We define

X7 =[] + {z +t}. (3.11)

Starting from z the process drifts with constant speed upwards, but jumps to [z] directly
before reaching [z] + 1. Admittedly, this process does (at first) not look Markovian, since in
the Definition (3.11) the starting point x appears. In fact this is just to simplify notation.
Being at time s at the point y, we know that at time ¢ > s we are at [y] + {y + (t — s)},
without any knowledge on the fact where the process has started at time zero.

e

Fig. 3.1.: Sample path with starting point 1/2

The symbol of this process calculates as follows for z, £ € R:

(sin«[x} SEDE @5)) — i

p(.fE, 5) =1 ltlﬁ]l
This means that the symbol is exactly the one of a deterministic drift with incline 0.5,
that is, the most simple example of a Lévy process. Hence, from the point of view of the
symbol, this process is a Lévy process (!) or in other words: The symbol does not contain
information on the fixed times of discontinuity, making it practically useless for the analysis
of the sample paths.
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3.2. Blumenthal-Getoor Indices and Asymptotic
Behavior of the Sample Path

The main objective of this section is to utilize the symbol of an It6 process to analyze
properties related to the paths of the process such as conservativeness, asymptotic behaviour,
strong «y-variation, Hausdorff-dimension and Holder conditions.

Indeed, for a-stable processes, there exists a natural index associated with the symbol,
which is linked to these properties. The analysis of the interplay between the stability index
« and properties of this kind can be traced back to Bochner [9] and McKean [50]. After
generalizing these results to the multivariate framework in [6], Blumenthal and Getoor [7]
introduced the indices named after them in 1961. These indices allowed for the analysis of
more general Lévy processes. In [55], Pruitt introduced another index ~ that complements
the aforementioned indices. Schilling [66] extensively extended all of these indices to the
class of rich Feller processes satisfying (G) and (S). Considering homogeneous diffusion
with jumps, Schnurr [69] was able to further generalize the indices. However, setting
technical difficulties aside, the idea behind the aforementioned indices is quite similar: The
behavior of the process’s paths is governed by the behavior of the symbol in the variable &,
which is expressed by the corresponding indices.

To define the generalized Blumenthal-Getoor indices, one utilizes the following quantities
forz € R¢Yand R > 0:

€
D S 2P 0 R) @12
5
0 = s e (0 5) @12
h(z,R) := ||yfia:r|1|f§2R Hi\l\lgl Re (p (y, ﬁ)) (3.149)
h(R) := yiEand ”illgl Re (p (y, ﬁ)) (3.15)

In (3.14) and (3.15) k = (4arctan(1/2¢)) !, where cq comes from the sector condition
(S). In particular, h(x, R) and h(R) are only defined if (S) is satisfied.

Definition 3.2.1. The quantities (cf. [66] Definitions 4.2 and 4.5)

Bo := sup {)\ >0: limsup R*H(R) = 0}

R—o00

Bo := sup

A>0:liminf R*H(R) =0
R—o0

5o :=sup{ A >0 : limsup R h(R) = 0}

R—o0
A >0 : liminf R*h(R)

o}
R—o0

B, = inf {)\ >0 : limsup R H (z, R) = O}
R—0

dg := sup

— — =

are called indices of X at the origin, while
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B :=inf {/\ >0 : liminf R*H (z, R) = 0}
— R—0

0% = inf {)\ > 0 : limsup R (z, R) = O}
R—0

0%, :=inf {)\ > 0: liminf R*h(z, R) = 0}
R—0
are the indices of X at infinity.

The nomenclature of the indices seems counter-intuitive at first sight and in consideration
that the growth of the sample paths at infinity is governed by the indices at the origin while
the asymptotic behavior in zero is goverend by the indices at infinity (cf. Theorem 3.2.7
and 3.2.8). Indeed, here ‘origin’ refers to £ = 0 relative to the symbol, and ‘infinity’ refers
to |¢] — oc.

Moreover, all indices are in [0, 2] because of (G).

Remark 3.2.2. The generalization of the Blumenthal-Getoor indices discussed in this
chapter is not the only generalization of these indices. Indeed, in [2] Ait-Sahalia and Jacod
propose so-called successive Blumenthal-Getoor indices to study the identification of the
jump measure of a semimartingale X on a finite time interval [0, 7] at high frequency.

Remark 3.2.3. When considering an index at infinity, exemplified by 5%, we observe that
for A > 5% we have
limsup R* H(z, R) =
R—0
and for pu < 8%
limsup R* H(z,R) =
R—0

For the indices in the starting point, considering for example 3y, we have for u < 8y < A

limsup R* H(x, R) =

R—o0

limsup R* H(z, R) = 0.

R—o0

Example 3.2.4. (a.) Let X be a Lévy process with characteristic exponent v) for which
(S) holds true. One sees that

Bo =100, Bo="00, Boo= P = 0% and b = 6% = B

Moreover, in this case (. is the original index introduced by Blumenthal and Getoor,
and, we have (see Example 5.5 of [66])

. . Rey(¢) }
o = inf ¢ A c 1
’ m{ ” 0 el Tl HSHA -
. Re (€
:= inf :
foi=in {“0 10 Hé\P }
. .. Rev(¢
= :mf{“‘”}ﬂ?‘iﬂi Hfllg) 0}
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do := inf {)\ > 0 : liminf Rew(/\f) = 0} .
[HELIS

(b.) For a symmetric a-stable Lévy process, i.e. the characteristic exponent of X is given
by (&) = |£]%, all indices coincide and equal a.

Before we are able to derive properties from the just defined indices, we need to establish
the following maximal inequalities. Similar results were proved for Lévy processes by
Pruitt in [55] and for rich Feller processes satisfying (G) and (S) by Schilling in [66]. The
version presented here is taken from Schnurr [67]. One can find a throughout discussion
of maximal inequalitys for various classes of stochastic processes in [45].

Theorem 3.2.5. Let X be an It6 process such that the differential characteristics of X are
continuous. In this case we have

P*((X.~a); 2R) < ca-t- H(x, R) (3.16)

fort >0, R > 0and a constant cq > 0 which can be written down explicitly and only depends
on the dimension d.
If (S) holds in addition, we have

]P’x((X.—a;)f<R>§c,€-%- !

hw ) (3.17)

for a constant ¢, only depending on the ¢y of the sector condition (S).

Remark 3.2.6. Similar to Theorem 3.1.4 of the previous section we can state Theorem
3.2.5 for homogeneous diffusions with jumps whose characteristics are locally bounded
and finely continuous with the same proof. We omit this version since we are interested in
the Markovian context.

This theorem plays a major role in analyzing various concepts related to the sample paths
of the process, such as conservativeness (cf. [64], Theorem 5.5), asymptotic behaviour
(cf. [69],Theorems 3.11 and 3.12), strong ~y-variation (cf. [62] Corollary 5.10), Hausdorff-
dimension (cf. [65], Theorem 4) and Hoélder conditions [66].

Although being of significant importance in their own right, we will not state all of
the aforementioned properties in detail in the following, but rather focus solely on the
asymptotic behavior of the sample path. One can find a proof of the following in [69].

Theorem 3.2.7. Let X be an It6 process such that the differential characteristics of X are
continuous. Then we have

lim tTYMNX —2)F = 0fordl A < By (3.18)
litrginft_l/’\(X. — )} = 0forall By <\ < . (3.19)

If the symbol p of the process X satisfies (S), then we have in addition

lim sup t_l/A(X. —x)f = oo forall 55 < X < & (3.20)

t—o00
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lim ¢~ Y/A(X. — 2)F = oo for all 5y < \. (3.21)
t—o0
All these limits are meant P*-a.s with respect to every = € R%.

Theorem 3.2.8. Let X be an It6 process such that the differential characteristics of X are
continuous. Then we have

%in%t_l//\(X. — ) =0foral A > B (3.22)

—

lim iélft—l/A(X. — )} =0forall % > X > %. (3.23)
] Poo

If the symbol p of the process X satisfies (S) then we have in addition

limsup ¢t /A(X. — 2)¥ = oo for all 62, > X > 6%, (3.24)
t—0
lim tTYNX. = 2)F = oo for dll 6%, > A. (3.25)
_)

All these limits are meant P*-a.s with respect to every = € R%.

At the end of this section, we want to return to Example 3.1.8: Naively, the existence
of a symbol is sufficient for calculating the generalized Blumenthal-Getoor indices, and,
therefore, for deriving the asymptotic behavior of the sample paths. However, the following
example will illustrate that such a simplistic calculation is futile, as the symbol looses its
applicability when dealing with processes which are no It processes:

Example 3.2.9. Again, let us consider a deterministic Markov process as in Example 3.1.8.
Starting at time zero in zero, let us consider a drift with incline 1/2 disrupted in N by
deterministic jumps of quadratic heights:

9
./e
4
1 —
/e
0 1 2 3 t

Fig. 3.2.: Sample path with starting point zero

The paths from other starting points are added in a time-homogeneous manner (cf. [68],
[70]). Hence, the emerging process is a Markov semimartingale with characteristics

1
By =t G =0, v(dt,dy) = > 0s(dt)d,a(dy).

seN



3.2 Blumenthal-Getoor Indices and Asymptotic Behavior of the Sample Path

Although, this process is markovian by construction it is not quasi-left-continuous, and,
therefore not a Hunt process. The symbol of the process calculates as

i(X7—2)'s _q 1
e
= —limE” | ———— | = ——¢.
p(z,¢€) i [ " ] 5¢

Moreover, we have

€ /
H(R) = sup sup ‘p y,—‘zf,
(%) YER ||| <1 < R> R

and, therefore,
Bo 1= sup {/\ >0: limsup R*H(R) = 0} =1
R—oo
Obviously,
lim ¢t~ /A(X —2); =0 for all A <

t—o00

is wrong for the process considered here, although, the symbol and the corresponding

index do exist. In fact, one can mimic totally different kinds of behavior for ¢ — oo by using
different jump structures.
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The Time-Dependent Symbol
and Blumenthal-Getoor Indices

As we have seen in the previous chapter, the (homogeneous) symbol p(z, ) proves to be a
crucial concept for deriving a wide range of properties of the underlying stochastic process.
However, when leaving time-homogeneity behind one does not expect the symbol, being
the right-hand side derivative of the characteristic functions corresponding to the one-
dimensional marginal at time zero, to yield any information regarding the entire process.
To overcome this, [59] proposed adding a time component to the symbol or more precisely

[0

p(1,2,€) ;== —limE™*

h10

. ) forz,£ € R 7> 0. 4.1

The existence of such a time-dependent probabilistic symbol was shown for rich cadlag Feller
evolution processes, i.e., non-homogeneous cadlag Markov processes such that

Tru(z) == E""u(Xy)

for 0 < 7 <t and u € Cy(R?) forms a strongly continuous evolution system, i.e., a family
of bounded linear operators such that for 0 < s <wu <t

(1) Tl =1,

(2) Ty =TsuTuy and T s = id,

(B | Ts pulloe < Julloo,

(4.) foru >0 and u € C,(R?) it holds that T ;u > 0,
(5.) (s,t) — Ts; is strongly continuous, i.e.,

lim || Tsu— Ty wtt|oo =0
(s;t)—(v,w)

hold true. In addition, the domain of the family of infinitesimal generators (A;)r>0,

TTT -
A, f := lim Lffj

0
h10 h T

given by

L C1s TT,T+hf — f .
D(A;) == {f : %%T exists
contains the test functions C,(R). Theorem 4.5 of [59] shows that the generator A,|ce is
a pseudo-differential operator with symbol —q(7, z, ), i.e.,

Aefle) =~ [ e Salr 6 a
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for 7 > 0,2, € R% and f is the Fourier transform of f. Similar to the homogeneous case,
it is shown that the symbol of the generator ¢(7, x, ) and the time-dependent probabilistic
symbol defined in (4.1) coincide if the symbol is continuous in .

The content of this chapter is mostly based on [57], which is joint work with A. Schnurr.

4.1. The Time-Dependent Symbol of a
Non-Homogeneous It Process

In this section, we prove the existence of the time-dependent symbol for non-homogeneous
It6 processes (cf. Definition 4.1.2). We utilize this result to prove maximal-inequalities, the
existence of non-homogeneous generalizations of the Blumenthal-Getoor indices and an
exemplary selection of properties of such processes. For this chapter, let

X = (M, (M )o<r<t, (Xt)t20, (01)20, P7") 50 zerd

be a conservative, normal non-homogeneous Markov process as defined in Section 1.4.
Moreover, let

X = <Qvﬁ7 (F)o<r<t, (Xt)e>0, (ét):zo,F(T’x))(m)GRMRd

be the associated space-time process.

Definition 4.1.1. We call a non-homogeneous Markov process X non-homogeneuous
Markov semimartingale if for every P™*, 7 > 0,z € R? the process (Xt)t>0 is a semimartin-
gale on [r, 00).

Definition 4.1.2. We call a non-homogeneous Markov semimartingale non-homogeneous
It6 process if its characteristics (B, C, v) are of the form

. t
BY = / (D (s, X,)ds P *-as.,
cl = / Q)(s,X,)ds P™"-as., (4.2)
v(;dt,dx) = dt Ny(Xy,dx) PT"-as.

for t > 7 > 0, where (¢(0)(s,2))1<i<q € R, (QW)(s,2))1<i j<a is a symmetric posi-
tive semidefinite matrix, and Ny(xz,dy) is a measure on R? \ {0} such that [ 2oL A

|wl|%) Ni(z,dy) < oo for t > 7 > 0,z € R% Furthermore, under P™* we denote by
dt the Lebesgue measure on |7, c0).

Definition 4.1.3. Let X be a non-homogeneous Markov process and let

o:=o0g" =inf{h>7:|| Xy —z|| >R} =7+inf{h>0: || X;4p —z| >R} (4.3)
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be the first exit time from the ball of radius R > 0 after 7 > 0 and || - || the maximum norm.
The function p : R, x R x R — C defined by
lim E™% ei(X$+h_x)/§ -1 4.4
p(7,2,8) =~ lim - (4.4)

is called the time-dependent probabilistic symbol of the process, if the limit exists for every
7> 0and z,¢ € R? independently of the choice of R.

Example 4.1.4. (a.) Let (X;):>0 be an additive process on (2, F, (F;):>0, P) in the sense
of Definition 1.3.2. We define a family of probability measures on (€2, F) by

P (X, € B) =P(Xy — X, € B—x)

for B € £ and 7 € R,z € E. For this family it holds true that P™*(X, = z) = 1, and
(Q, F, (Ft)t>0, (X¢)t>0, P"") >0 2cE is @ non-homogeneous Markov process.

Let, in addition, X be a semimartingale for all P™*, which is quasi-left-continuous,
and possesses the characteristics (B,C,v). Theorem I1.4.15 of [36] provides the
existence of a version of (B, C,v) that is deterministic. Hence, in the following, we
assume (B, C, v) to be deterministic. By Corollary I1.4.18 of [36] X has no fixes times
of discontinuity, i.e.,

{t>0:v({t} x E) >0} =0.

Therefore, when calculating the time-dependent probabilistic symbol of X, Theorem
I1.4.15 of [36] provides the following:

p(r,2,6) = — limE™" («‘zi()"ﬁ“’l‘l‘)'g - 1)

h10 h

WX —Xr)'E _
— _limE (e 1)

h10 h

eif(B-rJrh*B‘r)f%gl(CrJrh*C‘r)ngfRd\{o} eiélyflfiglyX(y) v((1,7+h],dy) -1
= — lim
h10 h

This limit exists if and only if

i 6Brin — Br) — 3¢/ (Cran = CE+ fpaop €Y — 1= i€'yx(y) v((r, 7 + ], dy)
— 11m
hl0 h

exists.
If B®) and C') are right-differentiable for all 4, j € {1,...,d} and if the function

T e — 1 —i¢'yx(y) v((0,7], dy)
R\ {0}

is right-differentiable the time-dependent symbol exists and is of the form

. 1 T &’ .
P, §) = €04 By — 1€0.Co v 0y [ [ 1 i) vids,dy)
0 JRA\{0}
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(b.) Let (X;)¢>0 be a one-dimensional Brownian motion with variance function ¢(-) on
(Q, F, (Ft)t>0,P). The process X is additive and a continuous semimartingale and

‘ / 1
E (eZ(XHT*XT) 5) = exp <—2(02(t +7) — 02(7))§2> :
By the previous example the (non-homogeneous) probabilistic symbol exists if and
only if the variance function is right-differentiable with right-derivative 9, o2. In this
case we have

1
p(Tv xz, g) = _§£2a+0-2(7-)'

At the beginning of this chapter we have seen that under some mild conditions for a
rich cadlag Feller evolution process the symbol of the generator ¢(7,z,{) and the time-
dependent probabilistic symbol p(r, x, £) coincide. Additionally, Corollary 3.5 of [10] states
that the symbol of the generator of the homogeneous space-time process X corresponding
to X is given by )

Q(iv 5) = —i§o + Q(7—7 Z, 5)

with 7 > 0,2 € R% € e RY, & = (1, 1), € = (&,€) € R, Therefore, we expect the space-
time process to be useful when calculating the symbol of a non-homogeneous It6 process,
provided the characteristics of the space-time process are the ones of a homogeneous
diffusion with jumps.

Lemma 4.1.5. Let X be a non-homogeneous Markov semimartingale with characteristics
(B, C,v). In this case the space-time process X associated with X is a Markov semimartingale
for all P(7%) (7, ) € Ry x R and its characteristics (B, C, ») are given by

Bi(c,w) = (t, Br4(w)), PT)-as. (4.5)
0 ---0
e [ plr) g5 6
t(c,w) 0 Crt(w) |7 a.s (4.6)
D((c,w); ds, du x dy) = v(w;ds + 7,dy)do(du), PT)-as. 4.7)

for0 <7 <tand (c,w) €L

Proof. Let X be a non-homogeneous Markov semimartingale. Our first objective is to
evaluate whether the semimartingale property is preserved when transitioning to the
space-time process X = (Q, F, (F)i>0, (Xt)1>0, (0¢)¢>o0, I@)(T"'”))(T@ERMW:
Let

Xe =X 4+M+V,, t>1,

be the semimartingale decomposition of X with respect to P™%, i.e., M is a P™"-local
martingale on [1,00) and V' € V on [1,0). For & := (¢,w) € Q2 we compute with (1.13)
that

Xi(@) = (t+ ¢, Xpye(w))
(t+ 7 Xerr(w))

(t + T, Xq— + Mt+7 + Vt+7), (48)
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for all t > 0, where all equalities are meant P("%)-a.s.. We observe that (¢ + 7);>0 is a
I@’(T’Z)-semimartingale, and, consequently, X isa P(T’I)—semimartingale if (Miy:)e>0is @
P(m%)_]ocal martingale.

Thus, let (Ny := My, );>0 be a local martingale on (€2, (M7, )¢>0,P™") with localization
sequence (T},),cn. We consider for 0 < s < ¢t and F, € Fi:

NPO@) B e = [ NPw) ar)
. S 07 ()

-1

Since w5 L(0-1(F,)) € FI ¢ the martingale property provides

NI @) D ew) = [ NP ap)
Fs 7 L6071 (Fy))

:/ NI () dPT) (¢, w).
Fs

Hence, the space-time process X is a (d + 1)-dimensional semimartingale for all P(":*),
(r,2) € Ry x R4,

We are now able to calculate the characteristics of X with respect to P("%), Let (B, C,v) be
the characteristics of X defined on |7, c0) with respect to P™* and the truncation function
h. The space-time process X takes values in R, x E. Therefore, we consider a truncation
function

iL : (R+ X E) — <R+ X E); (C; .T) = (h0(6)7h(x))a

where hy : Ry — R, is bounded and hy = id in a neighborhood of zero.

(1.) In order to calculate the first characteristic, we compute

)%(ﬁ)t(c,w) = ; ZAX 7,w) — MAX,(T,w))
= 2(07 AXris(w)) = (0, h(AX745(w)))

— o, 3 AX,w) - h(AX,W)

T<s<7'+t

= (07X(h‘)7'+t(.w) — X (h)-(w)), and

Since X (h) is a special semimartingale on |7, oo) with respect to P™%, we see as above
that (X (h),4s — X (Rh);)i>0 is a special semimartingale with respect to P("*). Let
M;i(c,w) := 7 and V; = t, then M is a martingale with respect to P("*) and V is an
increasing, predictable process. Thus, we conclude that the first characteristic of X is

given by ((¢, Brt))t>0-
(2.) We consider C% := (X*¢, X7}, This is for i, j € {2,...,d + 1}

G (ew) = {(7 + 1), Xe(w)™) = (r, Xe(w)™) = 0
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Cit(e.w) = (Xo(w)™, (T 4+ 1)) = (Xe(w)™, 7) =0,
since 7X;(w)?¢ is a P("%)-local martingale. Moreover, we have

CP(e,w) = (X (@)™, X (w)7€) = O, ().

(3.) Let uX be the integer-valued random measure of X and v Ige the third characteristic
of X, i.e., the compensator of uX. For & = (c,w) € Q,7 € B(R,) and B €
B(R,) ® B(R%) we define

v((c,w),T,B) :=v(w, T+ 1, By),

where By is the 0-slice of B. This yields for any non-negative predictable function 1%
on () x Ry x E that

B [0 @)] =B | [ (00,8 o5 ds, )
R

+XE

_ e :/Rma W((r,w),5,2) 2((1,0); ds, dfc)]

—E™® / W((T, w),s —7,(0,2)) v(w;ds, dx)]
[,00) xR?

=E® / W(w,s,z) v(w?ds’dx)] 7
[1,00) xR?

where W (w, s,z) := W((1,w),s — 7, (0, z)) is a non-negative predictable function on
Q) x [r,00) x E. Since v is the compensator of ;X it holds true that

E™* / W(w, s, z) v(w;ds, da:)]
[1,00) x R4

=B | W(w, s, AXo (@)1 {ax. (w)0}

S>T

=E"™* Z W((T7w)7 §—T, (07 AXS(“)))I{(O,AXS(w));éO}

S>T

=BO2 | N W@, 5, AX(@))1 4,
s>0

(@)#0}

Thus, we see that & is the compensator of X, and, therefore, the third characteristic
of X.

Before we state the main theorem of this section, the following lemma provides that non-
homogeneous Itd process are indeed a generalization of rich Feller evolution processes:
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Lemma 4.1.6. Let (X;);>0 be a rich Feller evolution process on Cwo(R%) with the family of
generators (As)s>o and symbol of the generators p : Ry x R% x R? — C such that p(-,z, &) is
continuous for all x,¢ € R Then X is a non-homogeneous Itb process.

Proof. Let (X;)i>0 be a rich Feller evolution system on C,(R?). Analogously to the proof
of Theorem 3.1 of [67], but using the non-homogeneous version of Dynkin’s formula as
mentioned in [59], we show that (X;);> is a semimartingale with characteristics (B, C, v).
Since it is well-known that X is a non-homogeneous Markov process, it suffices to show
that the characteristics are of the form mentioned in Definition 4.1.2:

By Theorem 3.2 and Lemma 3.7 of [10] the space-time process X associated to X is
a rich Feller process on Cy (R, x R%). Hence, Theorem 3.10 of [67] provides that the
characteristics (B, C, v) of X are of the form

Bm:/%KXM&HW%M
C’(ZJ / QU9 P(?).a.s.
D(;dt,di) = dtN(Xy, d&), PT%)-as.,
and, therefore, we conclude with equations (4.5) to (4.7) that

. t—T ) R t—r ) t )
B = /0 (D (X,) ds = /0 (D (s + 7, Xypr) ds = / (D (s, X,) ds, P""-a.s

. t—T1 t—T1 B t B
i = QU (X,) ds = QU (s + 7, Xy4r) ds = / Q) (s, X,) ds, P™"-as.,
0 0 T
v(;dt,dx) = dtN(Xy, dx), PT*-as.,

fort > 7. O

Theorem 4.1.7. Let X be a non-homogeneous Ité process and let £ = (£9)),<;<4 and
Q= (q”“)lQ’de be continuous, N be such that the function

(s,x) — (1A y2) Ny(z,dy)
{y#0}

is continuous. In this case the time-dependent symbol exists and equals

1 0!
cx,8) = —il(T,z) € + =E'Q(1,z)¢ — WE_ 1 — iy N (z,dy).
p(r.,€) = —il(r, )€ + 56 Q(r.x)¢ Lﬂ(e i/§x(y)) No(a.dy)

Proof. Let X be a non-homogeneous Itd process, and let X be the associated space-time
process. The characteristics of X are given by

Al t
Bt():t:/ 1ds,
0

L t+r t t )
Bf) — / 5(1_1)(3,Xs) ds = /0 K(Z—l)(s +7, Xe1r) ds = /0 g(z—l)(XS) ds,

. . t
dm:qm:/ow
0
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N t . . A~
At(w) :/ Q(zfl,gfl)(Xs) ds
0

fori,j € {2,...,d + 1}. All of the equations above are meant P(7%).a.s.. For T € B(R, ) and
B € B(E) we have

v(;T,B)=v(;T+7,Bo)

= Ny(Xs, By) ds
T+t

:/N5+T(XS+T7B0) ds
T

where N((c,w), B) = N.(w, By) is a transition kernel from Q x E to R Consequently, X
is an It process and we denote by p(%, §) its (homogeneous) probabilistic symbol.
For the stopping time & := inf{h > 0: || X}, — (7,2)|| > R} it holds true that

(0 (mo(w))) = inf{h > 0 || X4(0-(mo(w))) — (7,2)[| > R}
= inf{h > 0: | Xp(r,w) — (r,2)|| > R}
=inf{h > 0: ||(7 + h, Xryn(w)) — (1, 2)|| > R}
= inf{h > 0: [|(h, Xr4n(w) —2)[| > R}
= RAInf{h>0:|Xrqn(w) —z| > R}
=RA (o —1),

where m : Q — Q;w — (0,w). We compute for £ =(0,6), 1 =(1,0),Q = (QU)) with
Q1) = QU =0and QW) = QU-D:.0G-1) fori,j € {1,...,d + 1}:

e (€05
p(r,2,§) = —limE™*

h10

lim ET* Xrthn@-m—2)'€ _ 1
~ o

—— Xrt(hn(e-nar)—2)'€ _ 1
T

h<R

x h/\(o‘oe-,—owo)og OTI'()—(T,ZL‘)),E -1

= —limE"”

nl0 2

h<R

. Xf—(ra)'é _ 1

= — lim £

h10 < h )

h<R

= p((r,2),)
= _M(Ta x)lé + %é/C(T7m)é - /;éO (e@/é -1- Zg,éX(§)> N((va)> dy)5g(du)

9
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= it e+ geetrate— | (1 i exty) Vot dy)
Y

We have observed, for instance in Example 4.1.4 that a process does not necessarily need
to be a non-homogeneous It0 process to possess a time-dependent symbol. However,
the processes considered up to this point are quasi-left continuous. We will see in the
subsequent example that, when dropping the assumption of quasi-left continuity, the time-
dependent symbol does not contain the same information on the process as before. This is
not unexpected, as we have encountered similar situations in the homogeneous case.

Example 4.1.8. Let us consider the following example:

Fig. 4.1.: Sample path of a non-homogeneous Markov process starting in zero.

By adding all other starting points in a Markovian manner (c.f. [70]) and considering
the truncation function h(z) = z1yj4<o.5} We receive a non-homogeneous Markov semi-
martingale with characteristics B = 0, C' = 0 and v(dt, dx) = 61(dt)d1(dx). In this case, the
time-dependent symbol exists and is given by

| R
p(r,z,&) = —limE™ =0.

hl0 h

Nevertheless, the symbol does not provide any information regarding the process.

4.2. Maximal Inequalities and Time-Dependent
Blumenthal-Getoor Indices

Similar to the homogeneous case, we want to utilize the time-dependent symbol to derive
maximal inequalities for a non-homogeneous It6 process X with time-dependent symbol p.
As we have pointed out in Chapter 3, for homogeneous processes this is achieved by the
Blumenthal-Getoor indices (cf. Definition 3.2.1) which rely on the symbol of the process. In
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this framework, the non-homogeneous equivalents of the growth (IG) and sector condition
(IS) of the symbol play an important role:

la(s, 2, )l < e(1 +[I€]1%), I

[ Tm(q(s, z,§)| < co Re(p(s,z,)) (1s)

for every s > 0,z,¢ € R% and ¢, ¢g > 0.

Specifically, we want to use the maximal inequalities to examine the paths of the process,
including the asymptotic behavior of the sample paths, the p-variation of the paths and the
existence of the exponential moments of the process. The following indices generalize the
Blumenthal-Getoor indices:

Definition 4.2.1. The quantities

Bo :=sup{ A >0 :limsup R*H(R) = 0}

R—o0

R—o0

A >0 :limsup RMi(R) =0

R—o

dg 1= sup

{

By 1= sup {)\ >0 :liminf R*"H(R) = o}
{ |
{

A > 0: liminf R*(R) = o}
R—o0

are called time-dependent indices of X in the starting point, where

H(R) :=sup sup sup ‘p (s,y, i)‘ and 4.9)
520 yeR ||e||<1 R
€
h(R) := inf inf R , 4.10
( ) 5210;6an Hi‘l‘lgl e( (S y 4K R)) ( )

with k = (4 arctan(1/2c)) ™!, where ¢y comes from the sector condition (IS).

Definition 4.2.2. Let7 € Ry, z € R? and R > 0. The quantities

o= 1nf{)\ > 0 : limsup R H (7, z, R)
R—0

W;:inf{)\>0 hgnnfR H(r,z,R) 0}

0 = 1nf{)\ >0: hmsupRA (r,z, R) =0
R—0

0 ::inf{)\>0 hmlnfR h(r,z,R) —O}
are the time-dependent indices of X at infinity, where

Ao )= s sup [p(r )| and (4.11)
ly—=||<2R ||| <1 R
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€
h(r,z,R):= inf sup Re(p (7,9, — (4.12)
( ) ly—=ll<2R |g)<1 ( ( Y 4/€R>)

with x = (4arctan(1/2cq)) !, where ¢y comes from the sector condition (IS).

The proofs of the previous section crucially rely on the space-time process to transfer
properties of homogeneous Markov processes to the non-homogeneous framework. How-
ever, when deriving properties like the asymptotic behavior of sample paths or maximal
inequalities, we do not expect the space-time process to be of much use. This is due to the
fact that if we utilize the space-time process, a deterministic drift with slope 1 is added.
This obscures the path-behavior of the original process.

For this section, we assume all characteristics encountered to be with respect to the
truncation function h = id - y, where x € C>°(RY) is a symmetric cut-off function with

1Br(0) = X = 1Byp(0)

where R > 0.

Theorem 4.2.3. Let X be a non-homogeneous Ito process with characteristics as in Theorem
4.1.7. In this case we have

P < sup || Xs—z| > R) <cqg-t- sup H(s,z,R) (4.13)

Ts<TH+t T<s<T+t

fort >0, R > 0and a constant ¢4 > 0 which only depends on the dimension d. If, in addition,
(IS) holds true, we have

1 1
p7* su X, —z| < R> <cp-—-- (4.14)
<T<8<E)'-‘rt|| ° H g t 1nfT<s§T+t h(57 x, R)

where ¢, > 0 only depends on cg of condition (IS).

Remark 4.2.4. Throughout the following proof we often consult Lemma 5.2 of [69]
although it is a statement for time-homogeneous symbols. A closer consideration shows
that the statement of Lemma 5.2 holds alike for the time-dependent probabilistic symbol.

Proof. The proof of (4.13) closely follows the proof of Proposition 3.10 of [69], but takes
the time component of the time-dependent symbol into account. We omit the proof of
(4.14) since it is generalized from the proof of Lemma 6.3 of [66] analogously to the
following generalization. However, let us mention that one has to use Dynkin’s formula for
non-homogeneous processes as stated in [59] when Corollary 3.6 is utilized in [66].

Let X be a non-homogeneous It6 process such that the differential characteristics (¢, Q, v)
of X are continuous. We show that for R > 0 as before, S > 0 and

o:=o0d" =inf{t >7:||X;—z| >S5}

we have

Pm* ( sup || X7 — x| > 2R) <c¢g-(t—7)- sup sup sup ‘p <s,y, i)‘ (4.15)
r<s< r<s<t |ly—z||<S ||e]|<1 2R
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where ¢; = 4d + 16¢4 and ¢t > 7. We introduce the stopping time
TR :=inf{t > 7: ||AX]| > R},

as the first time after 7 the jumps of X7 exceed R and estimate the following

pm® ( sup || X7 —z| > QR) < Pp7* ( sup || X —z| > 2R, > t) +P7* (TR < t).
T<s<t T<s<t
(4.16)

Let us examine the first summand of the right-hand side:

We split the first term in (4.16) in order to get control over the big jumps. For ¢ > 7 we
define .
X=Xy — Z AX,(1— x(AXy)).

T<s<t

The stopped process X7 is a special semimartingale on [, c0) with characteristics
L tho
B§’) = / b'(s, Xs) ds, PT"-a.s.
T

 (ia tho ..
Ct(w) :/ (s, Xs)ds, PT*-as.
v(;dt,dz) = x(y)lpoo)(t) N(Xe, dy) dt, PT*-as..

Now let u = (uy, ...,uq)" : R? — R? be such that u; € CZ(R?) is 1-Lipschitz continuous, uj
only depends on z?) and is zero in zero for j = 1, ..., d. We define the auxiliary process M
fort > 7 by

thoe d )
My = u(X] — x) / ZFSU) ds
T j=1
where

— Su(Xe —m)QW (s, X, )

FU) = 9u(X, —2)V) (s, X,_)
- / <u(XS_ — a4 2) —u(Xe —x) — x(2)2Wou(X, — x))x(z) Ny(Xs—,dz).
{=#0}

4.17)

M is a P™*-local martingale on [r, o), by [36] Theorem II.2.42. Applying Lemma 3.7 of
[67] we obtain with (IG):

’Fs(j)‘ < const - Z |0%ul| o,

0<]al<2

since u; € C’l? (]Rd). Let us mention that although Lemma 3.7 of [67] considers homogeneous
diffusion with jumps the proof works alike for non-homogeneous It processes. In particular,
since M is uniformly bounded, it is a L2?-martingale on [, t]. We define

tAo(w)
D := weQ:/ | Fs(w)|| ds < R
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and obtain for ¢t > 7:

Pm* < sup || X¢ — x| > 2R, 7r > t>

T<s<t

< P < sup || X —z| > 2R, 7 > t, D> + P™*(D°). (4.18)

T<s<t

For the first summand of (4.18) we derive for ¢t > 7:

Pm* < sup ||lu(X7 —z)|| > 2R, T > t, D)

e ( sup [[u(X7 — )] = 2R, mp > t,D)
T<s<t
tAo
<]P’T’x<sup lu(X7T — )H—/ F dsZR,TR>t,D>
T7<s<t T
<P™* < sup || Mgrg|| > R>
T7<s<t
=P < Sup |M(5+7' /\JH > R)
0<s<t—T
< i €T MO'

I/\ IA
=
[\]
“M&ZM&
&
o
8
/—\ /N
>i
>i
2 =
N—

where we use Doob’s inequality for the martingale M? and the Lipschitz property of u in
combination with Corollary I1.3 of [54]. Since

T ([ X0, Xm]g)

) iy p tAo .
— R (<X.(J),C7X.(J)’C> ) +E™® / / (29)2x(2)% Ny(Xs,dz) ds
t T {z#0}

we obtain

]P’”“”( sup ||w(XJ —z)|| > 2R, T > t,D)

7<s<t

d tAo tAo 2
< LZET@ Q(jj)(s Xs) d8+ET7$/ / [Ed X(Z)2 N(X,, 2) ds
— R2 = - {27&0} R2

d tAo ej ej 9 tAo 2 112
< T,T _J T, -
_4ZE /T (2R Qs XS)QR) ds + 4°E /T /{#0} (HQRH /\1) N, (X, dz)ds

€; !
<4Y E™™ su ( s, X ) +4°E™"  su / (’
jzl T<S<It)/\0' 2R Q( )2R 7'<5<I;§)/\a {z;éo}

P A1) Nu(Xod
2R’/\)s<svz)
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d
§4(t—7')z sup sup Rep(s y,2R)

—1 Ts<tAo ||y ;17||<S

2
+4%(t—7) sup  sup / <HZH /\1> Ns(y,dz)
7<s<tno y—a|<S J {z0} \II 21

< 4(t*7')d sup sup  sup ‘p <S Y,
T<s<tAT ||y—z||<S ||e||<1

o)

£o_swp s Zaswp [p (5.9 57)
+ sup up c¢q sup |pls,vy, 5R

TSN |ly—z|<S  lelI<1
where we apply Lemma 5.2 of [69] on the second term. By choosing a sequence (uy,)nen
of functions of the type described above which tends to the identity in a monotonous way;,
we obtain

Pm* ( sup || X7 — x| > 2R, 7 > t,D)

T<s<t

(4.19)

< (d+2%)(t—7) s sup sw [p sy )|

TSN |ly—z||<S el <1

Now let us consider the term P"*(D?) of (4.18). The Markov inequality provides

tAo 1 d tAo ()
T,Z()C) — PTT < = T, J
P™e (D) = P (/T IF| d8>R>_R;E (/T F! jds)

Again we choose a sequence (u,),en of functions as described in (4.17), but this time
it is important that the first and second derivatives are uniformly bounded. Since the
u, converge to the identity, the first partial derivatives tend to 1 and the second partial
derivatives to 0. In the limit (n — oo) we obtain

Fs(j)’ ds) (4.20)

d tAo
<F L E” / 6,30+ [ (=20 + (1)) N )|
j=1 z
d tho . ()
. (Ze 29y (2)
E™* +/ sm( ]) — Ny (X, dz)| ds 4.21)
z:: / 20} \2R o Xt
tAo ( 2,(4) /.
e x(2))"z (e
+ 221@ /T /{ o 2R sin < 2R> N(X,,dz)| ds. (4.22)
j=1

For term (4.21) we get
d tN\o / / /
U(s, Xs) e; / . (e Z'ejx(z)
2N ET 25286 - Ny(X,,d
j; /T R iz 2R op NelXsdz)

d /. /. Py
U(s, Xs) ej +/ “in <z ej> ~ dejx(2) No(Xo,d2)
{z#0}

ds

< _ ~ T,T
<2t T)Z sup E 5R SR oR

j=1 T<s<tAo
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<2(t—7)d sup sup sup ‘Imp (s,y, i)‘ (4.23)
7<s<t ly—a]| <5 [le] <1 2R

and for term (4.22)
d tAo ( 21 !
x(2))*2'e; . <ze'>

2 ET’:”/ / = —gin s(Xs,dz)

; r ey 2R 2R
22%1@ /m/ 1 <Z,ej) Ny(Xs, dz)
< M — cos s(Xs,dz

o r |/ Bar(0)\{0} 2R

/ 1 No(Xs,dz)
Bar(0)¢

<2(t—7)d sup sup sup Rep (s,y, i) (4.24)
7<s<t |y—af|<S ]| <1 2R

ds

+ ds

+2%(t—7)d sup sup ¢y sup ‘p (s Y, (4.25)

T<s<t |ly—z||<S  |le]|<1

2R>

where we utilize Lemma 5.2 of [69] for the second term. It remains to deal with the second
term of (4.16). Let 6 > 0 and m : R —]1,1 + J] a strictly monotone increasing auxiliary

function. Since m > 1 and since we have at least one jump larger than R on {rp < t}, we
obtain

T (o L ' m(|z X7 S, az m
P (rp < 1) <P (/T/Z”ZR (2ll) 1% (5 ds,dz) > <R>)
L L ' m(|lz s) pX (- ds,dz
gm(R)E (/0 [ s <,d,d>>
- (/ / (12 (s >1BR<o>c<z>Ns<Xs,dz>ds>

(1+5)(t—7) sup ETI(NS(X&BR(O)C))

T<s<tAo

<(1406)(t—7) sup sup N(y,Br(0))
r<s<t |y—z| <5

<(1+9)4(t—7) sup sup / < =z
r<s<t|ly-af <5 (=20} \I 2R

because m(]|z(|)110,»[($)15,(0)c(2) is in class F} of Ikeda and Watanabe (see [28], Section
I1.3). Since § can be chosen arbitrarily small we obtain by Lemma 5.2 of [69]

IN

2
‘ A 1) Ns(y,dz)

P(rp <) SA(t—7) sup sup G sup |p (s4,55)|- (4.26)
T<s<t y—al|<S  [ell<1 2R

Combining (4.19), (4.23), (4.25) and (4.26) we obtain (4.15). For the particular case
o= 0§§: we have

{sup Jutxz — o) 2 27) = { sup fucx. -0 = 22},

T7<s<t T<s<t
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and, therefore, for every R>0

P ( sup ||lu(XJ —z)|| > 2}~2> <cqg-(t—7)- sup sup  sup
r<s<t T<s<t ||y—z||<3R llell<1

p ? y? 2E *
(4.27)

By setting R := (1/2)R we obtain (4.13). O

The maximal inequalities (4.13) and (4.14) allow for statements of the asymptotic behavior
of the sample paths: First, we state a result concerning the behavior near the starting point
x € R? at time 7 > 0 with respect to the measure P™*. The second statement treats the
same behavior at infinity. The proof of both statements is inspired by Theorem 4.3 and
Theorem 4.6 of [66] but takes the time-component 7 into account. Let us mention, that for a
function f : Ry — R, we denote by f(t*) := limsup,, f(s) and f(t;) := liminf,, f(s).

Lemma 4.2.5. Let X be a non-homogeneous Ité process such that the differential character-
istics of X are locally bounded and continuous. Then we have

lim ¢t sup || X, — x| =0foral > BL " (4.28)
t—0 T<s<T+4t
lim inf 1A <Stip+tHXs — 2| =0fordl B " >\ > B (4.29)
TSSST

If the symbol p(T, z, ) of the process X satisfies (IS) we additionally obtain

lims(glp YA sup || Xy —z|| = oo for all 63T > A > 6T (4.30)
t— T<s<T+t
lim ¢t~ sup || X, — z|| = oo for all 67 > A (4.31)
t—=0 T<s<T+¢

All these limits are meant P™*-a.s with respect to every 7 € R, and = € R

Proof. Here, we only prove (4.28) and (4.30) and omit the proofs of (4.29) and (4.31)
since (4.28) and (4.31) and (4.29) as well as (4.30) are very similar, respectively.

Lete > 0,7 € R, and = € R?. We start by proving (4.28):

Let A > sup, <. 0 and choose sup, <, . 0" < as < oy < A. For t < T§ with T§
sufficiently small, (4.13) provides: -

IP’””( sup |]Xs—x||>t1/°‘1><cd-t- sup  H(s,z,t'/%)

Ts<7+t T<s<T+e
/ 1/a1\—as
<yttt on)
= céltlf(”/al).

Now let ¢}, := (1/2)* for k € N. Since

Z P < sup || X5 —z| > (tk)l/al) <d Z g~k(I=(a2/a)) < 4o
k=k

k‘:kg Ts<T+t

om
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where kj depends on 7§, the Borel-Cantelli Lemma derives

o (“msup sup | X, —al| > <tk>”°“) =0,
k—oo 17<s<T+tg

and, hence, sup, <<, [| Xs — 2| < (tx)Y/* for all k > k5(w) on a set of probability one.

For fixed w in this set, ¢ € [ty+1,%x] and k > kj(w) > k§, we have

sup || Xs(w) —z| < sup || Xs(w) — x| < t,i/al < gl/engl/en
T<s<T+t T<s<T+tg

and since A > ag
VA sup X, — || < 2V/e¢1/e)=0/3)

T<s<1+t

which converges P™*-a.s. to zero as ¢ | 0. Since A > sup,_,,,. 85 and e > 0 arbitrarily
chosen, ¢ | 0 provides the statement. B

In order to prove (4.30) we derive the following:

Let inf,cs<r+c 0o > N > A. Moreover, let (#;)xen be a sequence such that

lim (t;)" h(s,z, t) = 00, Vs €]r, 7 +¢€].

k—o00

Hence, the maximal inequality (4.14) provides for k sufficiently large

1
T, T _ . .
P (TSSSSF_E)(tk))\’HXS ZUH < tk) < Cd (tk))\/ inf7_<8§7_+(tk))\/ h(s,.%',tk)
<cq- ! : !
o (tk‘))\/ inf‘l‘<8§’l’+8 h(S,.’I?,tk)
_— 0

Fatou’s Lemma implies

0 = lim inf P™* ( sup || X5 —z| < t;c>

k—00 T§8§T+(t;€)kl

=1 —limsup P™* ( sup || Xs —z] > tk>

k—o0 TSSST+(tk)/\,
>1—P"" | limsup sup || Xs—z|| >tk o |-
koo \r<s<r+(t)Y
Hence,
1 s
P™* { — sup || Xs — || > 1, infinitely often | = 1,
ko <s<rt(tx)V

and, therefore,

1\ ¥
lim sup (t) sup || Xs—z| > 1.

k—o0 k T<s<T+1}
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Since A < )\ we observe that

>

N
lim sup () sup || X5 — x| = 0.
t—0 t T<s<T+t

Since ¢ > 0 is arbitrarily chosen, the statement follows. O

The proof of the following lemma parallels Lemma 4.2.5, and, hence, we omit details of
the proof.

Lemma 4.2.6. Let X be a non-homogeneous Ito process such that the differential character-
istics of X are continuous. Then we have

lim % sup || X, —z| =0foral)< f (4.32)
t—o0 T<s<T+t
liminf t/* sup || X, —z| =0foral By > X\ > fo. (4.33)
t—o0 T<s<T+t 7

If the symbol p of the process X satisfies (IS) then we additionally obtain

limsup ¢ /* sup || X, —z| = oo forall 5 < X < &y (4.34)
t—o0 T<s<T+t

lim ¢t~ Y sup | X, — x| = oo forall 6 < A. (4.35)
t—ro0 T<s<T+t

All these limits are meant P™®-a.s with respect to every 7 € R, and = € R
The time homogeneous version of the following result is Lemma 5.11 of [11].

Lemma 4.2.7. Let X be a non-homogeneous Ité process such that the differential character-
istics of X are continuous. Moreover, let (IG) hold true. Then

E™* (eXg) < 00
forallt>7>0and z, ¢ € R%
Proof. At first, let us reconsider the stopping time o as defined in (4.3):
op’ =o:=inf{h >7: || X" —z| > R}

and let p be the symbol of X given by

plr,a,€) = —itlr,a)e+ 2€Qr e~ [ (V1 iy x(y)) Nor,dy).

{y#0}

In order to apply Gronwall’s Lemma we derive the following:

g (e(xg—a;)g> _ g {/

+ / (eéy -1- éyX(y)) NS(X87 dy)) dS]
{y#0}

tA\o

C(Xg_x)g (é.é(sj Xs) - ééz Q(stS)
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< b(&) /t £ (e(Xé’fo) ds

Condition (IG) provides (cf. Lemma 3.3 of [67]) the finiteness of the constant

b(¢) :== sup

5>0,x€Rd

€005, = € Qo)+ [ (e 1 () Note )
Yy

The application of Gronwall’s Lemma yields

t
E7 (c7-26) < 144(¢) / HO=9) gg — O

T

and with Fatou’s Lemma it follows that

R (6<xrx>s> < lim inf E™* (€<ng$>§> < HOE=T)

R—o0

where the first inequality follows by Proposition 4.2.3. O]

Finally, we generalize Theorem 2.10 of [49] which is a useful and applicable criterion for
the finiteness of p-variation.

Lemma 4.2.8. Let X be a non-homogeneous Ité process such that the differential character-
istics of X are locally bounded and continuous. For every t > 7 > 0 and p > sup, > B the
following holds true:

sup Z”th — Xt ,|IP < 400, PT-as. (4.36)

Tn =

where the supremum is taken over all finite partitions m, = (t;)i=1,..n With T =ty < t1 <
... < tp = t. Le. the p-variation of the paths of X are P™"-a.s finite for p > sup,>03 -

Proof. Lett,r > 0 and A > p. By using Theorem 4.27 we obtain the following calculation
a(t,r) := sup {IP)T’”T(HXS —zl|>r):T7>0,s€ [, T+t],x € Rd}

< sup {IP)T’“T ( sup || Xs—z| > r> 7 >0,x € Rd}

T<s<T+1

<cqg-t-sup- sup H(s,x,r)
720 7<s<7+4t¢

<c¢g-t-supH(r,z,7)
>0

<cg-t-K-r

for r small enough and K > 0. Hence, Theorem 1.3 of [48] yields the statement. O

7






Killing of Semimartingales

In the present chapter, we will take the theory of Markov processes, as a guideline to
incorporate the concept of killing of Markov processes into the semimartingale framework.
As we have seen, when dealing with Markov processes, working with the killing point 0
is an integral part of the classical theory (cf. for example [8], [22] ), and poses a natural
way for the process to leave the state space. Nevertheless, in contrast to many other
properties of Markov processes, the concept of killing was not included in the theory of
semimartingales for a long time. This changed when Cheridito, Filipovi¢ and Yor [13] and
Schnurr [71] dealt with this topic:

Cheridito et al. considered a stochastic process with values in a state space (E' U {9}, &),
where E is a closed subset of RY. They set ||0|| := coand Ty :=inf{t >0: X; =dor X; =
0}. The authors discovered that a transition to 0 occurs either by a jump or by an explosion
(see Definition 5.1.2 below). Hence, the main idea was to separate the space of paths
depending on the kind of killing that occurs. Similarly, the killing state 0 was separated
into A and oo, where A was reached by the paths killed by a sudden killing and oo by the
paths killed through explosion. The state A was identified by y € R\E. If E = R?, even an
artificial new dimension was added in order to include A into the Euclidean space. To turn
the process into a semimartingale the process was stopped before it explodes. Summing up,
they dealt with two possible kinds of killing in different ways, but in each case they got rid
of the points that are not in the Euclidean space. Afterwards, they treated the process as in
the classical theory of semimartingales. Using this procedure, one loses the information on
the killing. Moreover, one can not write down a representation of the whole process, and
the new process is not canonical, because the point y can be chosen arbitrarily.

In [71], Schnurr utilized the idea to separate the process considering the two ways of
killing. However, therein A remained a point outside the Euclidean space. Explosions were
treated by stopping along an announcing sequence. A new characteristic, which describes
the sudden killing, was introduced.

In the first section, we present the approach of [71] in detail. Moreover, we provide new
insights together with generalizations of results known for classical semimartingales.

The second section treats the generalization of the probabilistic symbol in this context, and
aims only to give a short introduction into this topic. Finally, the last section of this chapter
provides a natural way in which the killing of semimartingales can occur. To this end,
path-dependent killing by multiplicative functionals, known from the theory of Markov
processes, is introduced and transferred into the semimartingale framework.

Let us note that the content of the first section is derived from Section 3 and the appendix
of [72]. Furthermore, all proofs presented herein are due to the author of this work.

5.1. Generalized Semimartingales

In the following, let E C R? be a closed set, and let £ be the Borel o-field on E. We equip
E with the so-called killing points, namely, co and A, lying outside R?. From a topological
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point-of-view EU{oo} is the Alexandrov compactification of F, afterwards one adds another
singular point A to the (now compact) space. Let E := F U {co} U {A} and € be the
smallest o-field on E containing &, {0}, and {A}. We consider a cadlag stochastic process
X on a stochastic basis (€2, F, (Ft):>0, P) with values in E. If not mentioned otherwise

every function f on E is extended to E by setting f(co) = f(A) = 0. We establish the
following calculation rules for the points oo and A:

ecx+tr=occand A+r=Aforr cRIU{cc}and A+ A=A, c0o+ A =A.
e A—r=AforrcRIU{co0}and oo — r = oo for r € R
e Acr=Aandoc-r=o0forr e R4\ {0} and A-0 =0, 00-0=0.

e The norm ||| of co and A equals +o0.

Definition 5.1.1. Let X be a stochastic process. We call the increasing sequence of
stopping times (o7, )ncn defined by

o =inf{t >0: || X¢|]| >nor||X;_||>n}, neN

separating sequence of X.

As the name of (0),),en suggests, it provides a distinction between the two different ways
in which the process X is able to leave the conventional space F and takes the values co or
A. The subsequent definition illustrates this:

Definition 5.1.2. Let X be a stochastic process with separating sequence (o),),en. We
define stopping times ¢?, (2, (™ and o, as follows

Ca = 1nf{t >0: Xt € {A,oo}}7
Ao {487 if o/, = ¢? for some n € N

)

oo, ifol, < (9 forallneN

= ¢?, ifo!, < (9 foralln e N
" oo, ifol, =¢?forsomeneN’

0o, ifol =¢?°

{U;L, if o, < ¢
Op =

The stopping time (¢ marks the first time the process X leaves E. Furthermore, the
stopping time o/, stops the process at the time where its norm exceeds n. Notably, when
¢A is finite, it coincides with o, for one n. Hence, one can think of ¢* as a sudden killing.
Moreover, by the definition of (> the separating sequence never equals ¢? (also when
¢A is finite), and in this case one can think of (> as some kind of explosion. Indeed, the
explosion time is predictable. That is due to the fact, that o, A n converges a.s. to (*° from
below. Such a sequence is called announcing sequence (cf. Definition 1.2.16 of [36]). The
following figures demonstrate these kind of killings.
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Fig. 5.1.: Tllustration of the explosion Fig. 5.2.: Illustration of the sudden
killing. killing.

Remark 5.1.3. At first sight, when encountering the killing time ¢? it appears more
canonical to separate into totally inaccessible and accessible (resp. predictable) stopping

times. In fact, this leads nowhere. The only useful separation in this case is ‘explosion vs.

everything else’. That is, because, intuitively speaking, considering the explosion not only
yields a convergence ‘in time’ (of the announcing sequence to (*°) but also a convergence
‘in space’ (of X7 to X<~ ~). This convergence allows for a pre-local treatment of the
stopped process X¢™ ~, which proves to be handy for the subsequent theory.

In order to be more general, we allow a transition from oo to A, that is, we treat processes
of the following kind:

Definition 5.1.4. Let X be a stochastic process on (2, FX, (F{X);>0,P) with values in E.

Moreover, let (™ possess the announcing sequence (o, A n),cy and let ¢ be as above.
Then X is called a process with killing, if

Xl[[(lé‘oo[[ - E, Xl[[coo7<A[[ = oo and XlHCA A.

700[[ =

Thereby, we set [(*(w), (2 (w)[= 0 if ¢ (w) > ¢A(w). In particular, if (& = +o0, we call X
a process with explosion.

We now adapt the concept of killing to the class of semimartingales. The natural way to do
so is to demand a process to fulfill the required properties before it leaves the state space
E.

Definition 5.1.5. Let X be a process with killing and killing times ¢>°, ¢*, and let (7, )nen
be the announcing sequence of (*°. We define for every n € N the stopping time
Qp = Tp N\ CAa

and call the sequence («,),cn the pre-explosion sequence of X.
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Without loss of generality, from now on we choose «a,, = ¢* for all n € N if ¢ < ¢*°. This
is since 7, 1 (*° for n — oo.

Definition 5.1.6. We call a stochastic process X a generalized semimartingale if it possesses
a decomposition of the form )
X=X+ Ky (5.1)

where (X;):>0 is a process with explosion and X*»~ € S for alln € N, and (K}):>o defined
by
Kt Z:A'l[[CApO[[(',t), tZO

is the so called killing process. Moreover, we denote by S the set of all generalized
semimartingales.

The class of generalized semimartingales is big enough to contain various examples like
Lévy processes with killing, solutions of SDEs with locally Lipschitz coefficients and certain
Markov processes defined by sub-Markovian kernels. Furthermore, this class can be treated
in a similar way as classical semimartingales.

Definition 5.1.7. Let X be a generalized semimartingale with killing times ¢>°, ¢ and
pre-explosion sequence (o, )nen and let (B™,C™,v™) be the characteristics of the semi-
martingale X,

We call the processes B and C, and the random measure v the characteristics of X if they
coincide with the characteristics (B™, C",v™) of X*»~ on [0, o, [ for every n € N.

Remark 5.1.8. (a.) Since the characteristics are unique up to an evanescent set, and
X~ = X% +1~ on [0, o, [ the characteristics of a generalized semimartingale are
well-defined.

(b.) By the previous definition, the characteristics of a generalized semimartingale are
uniquely defined on [0, ¢ A ¢°°[ only. Thus, we set

Co(w) = Ceaguyncos(wy)— (W) VE> (¢B A L) (w),
By(w) = Bea ooy (W) VE> (CB AP (w),
v (w, [¢* A C®(w),00[xE) =0 Vw e

Example 5.1.9. We have seen in Remark 1.3.7 that the characteristic exponent ¥ of a
Lévy process (L:):>o with exponential killing is of the form

O =a—ile+ €Qe— [ (ME1oiyex)) Ny (5.2)

RA\{0}
with a > 0 and Lévy triplet (¢, Q, v). In the notation from above (L;);>0 is of the form

’OOII

where L is a Lévy process with characteristic exponent (¢,Q,v) and ¢ A is exponentially
distributed with parameter a and independent of L. The process L (with killing) behaves
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like L, but as soon as the killing time is reached, it jumps to A. Since the pre-explosion
sequence equals (> for all n € N we have

~ A
l Qn— __ l ¢ ,
and, therefore, f/ PpOssess the CharaCteriStiCS

By =b(tACP=), Ci=c(tA(P=), v(ds,dz)=F(dz)lpcap(s)ds.

Remark 5.1.10. Let us shortly return to Remark 5.1.3. After defining the characteristics of
a generalized semimartingale it becomes more obvious why the separation between explo-
sion and sudden killing is favored to the separation into totally inaccessible and accessible
killing. We consider the following deterministic example: Let X; = t1jg ;| + Al o[- The
killing time ¢2 = 1 is deterministic, and, therefore, predictable with announcing sequence
(pn := 1 —1/n),en. Of course the process X" =t A (1 — 1/n) is a semimartingale for all
n € N with characteristics (¢ A (1 — 1/n),0,0) which converges to ¢ A 1. By stopping the
process along the announcing sequence, one loses all information of the killing.

For a classical semimartingale X the random measure v compensates the jumps of X. It is
obvious that we are not able to use v to compensate a jump with height co, namely the
jump to A. Therefore, we are not able to use only the three characteristics (B, C,v) to
determine a generalized semimartingale X. We are in the need of a new characteristic, and
to this end it seems natural not to compensate the jump to A itself, but to keep track, when
this jump occurs.

Definition 5.1.11. Let X be a generalized semimartingale with values in £ and stopping
times ¢*°,(”. We define the process (4;);>o to be the predictable compensator of the
process Ijea oof-

We call A the fourth characteristic of a generalized semimartingale, and, moreover, the
quadruple (A, B, C, v) the characteristics of a generalized semimartingale.

Remark 5.1.12. In the previous definition the compensator is meant with respect to the
filtration (F;¥);>0. Indeed, taking the natural filtration of 1j.a .. is not sufficient for some
of the following theorems.

Example 5.1.13.
(1.) Let X be a semimartingale with explosion and killing time (> and K = Aljea o be
a killing process where the stopping time ¢* is predictable and strictly positive. Then

the fourth characteristic A of the generalized semimartingale X + K equals 1jea -

(2.) Let X be a semimartingale with explosion and killing time ¢* and K; = Alea
be a killing process where the stopping time (* < oo is totally inaccessible and
finite. Then the fourth characteristic A of the generalized semimartingale X + K is
continuous.

700[[

(3.) Let L be a Lévy process with exponential killing as defined in Example 5.1.9. For this
process the fourth characteristic is given by

A= a(t ACB-).
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(4) Let (ZW, ..., Z(™) be a m-dimensional semimartingale with Z(()i) =0 forallic

{1,...,m} and (f})i<qj<m be a d x m matrix of locally Lipschitz functions f} : R* — R.
Then there exists a process X with explosion and killing time (*° such that X is the
unique solution of the stochastic differential equation

X, = f(X_)- Z,.

For more detail see Chapter 7, Theorem 38 of [54].

Proof. We only give a proof for (2.): The process 1jca . is quasi-left-continuous since ¢
is totally inaccessible by Proposition 1.2.26 of [36]. Thus, we observe that

(a4 #0} = {7 (Alga of) > 0}

N {p <A1{A1HCA,OOFO}> g O}

= 0.

The first equation follows with Property 1.3.21 of [36], and the last holds by Proposition
1.2.35 of [36]. Furthermore, ? (Al[KA ) denotes the predictable projection of Liea oof (cf.
Theorem 1.2.28 of [36]).

7OO|I

The characteristics of X are unique only up to an evanescent set, and, thus, it is possible
to modify the characteristics on such a set, in order to obtain what we will call the ‘good’
version of (A, B, C,v). The following theorem will provide this version, and is one of the
main results of this section. Indeed, it is a generalization of Proposition I1.2.9 of [36], and
inspired by its proof.

Theorem 5.1.14. Let X be a generalized semimartingale with characteristics (A, B',C", /).
Then there exists a version (A, B,C,v) of (A’, B',C' V) satisfying the following conditions:

¢
At:/ as dFs, a.s. (5.3)

0

. t

BY = / b dF,, a.s. (5.4)

0
Ct(”) :/ cg”) dFs, a.s. (5.5)

0
v(w;dt,dx) = dFy(w) Ky (dz), a.s. (5.6)

where we have
(i.) a predictable process F' belonging to A;gc ,
(ii.) a predictable process a,

(iii.) a predictable process b = (b(l), - b(d))’,

(iv.) a predictable process ¢ = (c()); ;4 taking values in the set of all symmetric, non-
negative d x d-matrices,

(v.) a transition kernel K, ;(dx) from (Q x Ry, P) into (R%, B(R?)) satisfying
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L4 w,t({o}) =0
o [(Jz]* A1) Kyy(dz) <1
o« AF (@)K (R < 1.
Furthermore, the upper ‘good’ version of (A’, B, C’, V') satisfies
(1.) (Ct(ij ) ol ))Z'J'Sd is a symmetric non-negative matrix for s < t.

2.) (Jz]*> A1) xv € Ajpe and v({t} x RY) < 1.

Proof. Let B™,C™, ™ be the characteristics of the classical semimartingale X®»~. By
Proposition I1.2.9 of [36] there exists an increasing, predictable process F'" € Ap. and
b", ", Kg,t(daz) with the properties mentioned in (iii.)-(v.) such that

(B = /0 "D dE, as.
(Cc™)\D) = /0 t (@) qF" .
V" (w; dt, dx) = dFt/”(w)KLL’t(dx), a.s.,
and since X~ = X1~ on [0, a,, [ we have
b =" g 0 ¢ = T g o, and Ky (do) = K2 (d2) 1o -

Hence, we set
o
F' = ZFnl[[an—l,an[[
n=0
o
b:= Z bnl[[an_l,an[[
n=0
o
c:i= chlﬂan—l,an[
n=0
[e.e]
Ky (dx) = ZKg,t(d‘r)l[{an—lvan[{'
n=0
Additionally, we observe for the process

F o= (F/)(C‘X’/\CA)* + A (5.7)

that dF" < dF and dA’ < dF since F’ and A are increasing. Therefore, Theorem 1.3.13 of
[36] provides the existence of predictable processes f’ and a such that

A'=a-F,
F' =f.F.

The associativity of the stochastic integral then provides on [0, cv, [

(BN = () f)-F
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() = ()9 1) F
V' (w; dt, dx) = dFy(w) fi(w) Ky (dx),

The properties (i.) — (2.) follow by Proposition I1.2.9 of [36] on [0, (> A ¢2[. O

If we combine generalized semimartingales and strong Markov process, as we have done in
Section 2.6, we are able to formulate the following stronger version of the previous theorem.
It is based on Theorem 6.27 of [12]. Thus, let X := (Q, M, (M¢)t>0, (Xt)t>0, (0)t>0, P¥) ek
be a Markov process.

Remark 5.1.15. For a process Y with killing and killing times ¢*°, ¢2 to be an additive
functional as defined in Definition 2.6.4 it is necessary for the killing times ¢>°, ¢* to fulfill

(®=((®o0fh,—s)A0and > = (¢® 08, —s) AD.
Lemma 5.1.16. Let (2, M, (My)i>0, (Xt)e>0, (01)t>0, P¥)zer be a strong Markov process,

and let Y be a generalized P*-semimartingale which is additive and quasi-left continuous.
Then the characteristics (A, B,C,v) of Y are of the form

t
At:/ a(X,) dF, (5.8)
0
. t
BY = / b (X,) dF, (5.9)
0
) = / (X, dF, (5.10)
0
v(w;dt,dz) = dFy(w) K (X(w); dz) (5.11)

where
(i.) F is a continuous, additive functional and belongs to V' (P*) for every P%,
(ii.) ais B(R)?%-measurable,
(iii.) bis B(]R)d—measurable,
(iv.) cis B(R)*measurable, d x d- dimensional, and takes values in the set of all symmetric
non-negative matrices,

™v.) K(w,t;dz)isa transition kernel from (2 x R4, O) into (R, B(R%)) with K({0}) =0
and [(Jz|*> A1) K(dz) < <.

d

Proof. At first, we want to prove the additivity of the characteristics: Since Y is an additive
functional it is an additive functional on [0, o, [ for all n € N. Thus, the processes B,,, C,
and v, are additive on these stochastic intervals by Theorem 6.24 (iv) of [12]. The
additivity of B, C and v follows. It remains to show that the fourth characteristic A is an
additive functional. Therefore, we consider the one-point jump process 1j.a - A simple
computation shows that

Os1¢oe oo (W, 1) = 1[s1ca0p, oo (W 1)
= 1(0,—5(¢2 (05 (w)).
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Equally easy, we state that

1[[CA,oo[[(wvt) - 1[[CA,00[[(w7t N 8) = 1(s,t](<A(w))'

Since Y is an additive functional, it is known that ¢ = (® 0 6, — s for s < (2. Thus,
(A, B,C,v) are additive functionals.

Let us now state the proof of the statement: Since Y is quasi-left continuous B is continuous
(see 1.4.36 and 11.2.9 (i.) in [36]) and v is P*-quasi-left continuous (see 1.2.35 in [36]).
C is continuous by definition. Moreover, the quasi left-continuity of Y implies that ¢*
is totally inaccessible, and, therefore, the fourth characteristic A is continuous. We are
now able to apply Theorem 6.19 of [12]: There exists a continuous process F’ € V", with
respect to (M;);>o and a positive transition kernel K’ from (R?, B(R%)) into (E, £), such
that

v(w;dt;dz) = dF])(w)K'(X(w), dz).

Now, let ' N
F:=F+ ZVar(B(Z)) + Z Var(C*7) + A.
i<d ij<d
Here, Var(X),(w) denotes the variation process of X € V7, i.e. the total variation of the

function s — X(w) on the interval [0, ¢]. The process F belongs to V* and is continuous,
and an additive functional. Moreover, we have:

dF' < dF, dBY) < dF, dC'") < dF, dA < dF.

Theorem 3.55 of [12] provides the existence of B(R)d-measurable functions a, b, ¢ such
that

B=bX)-F,
C=c(X)-F,
A=a(X)-F.
The theorem follows analogously to the proof of 6.25 in [12]. O

Definition 5.1.17.
(i.) We denote the vector (1,...,1) € R¢ by writing 1.

(ii.) Let X be a generalized semimartingale with values in E and characteristics (A, B, C, v).

Let X" := X~ possess the characteristics (B", C"™,v"). We define a complex-valued,
predictable process L"(u) by

e ‘ 1
LMu); =™ et el o Ay — i/ Bl — iu’Cfu

+ /Rd(ew/x — 1 —du'h(x)) v"([0,t] x dx), t>0.

The following proposition generalizes Proposition I1.2.42 of [36].

Proposition 5.1.18. Let X be a process with killing, possessing killing times (>, (2 . Let
X" be defined as before and H" := X" + 1 - 1jca - Then the following statements are
equivalent:
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(a.) X is a generalized semimartingale with characteristics (A, B, C, v).

(b.) The process

eiu’H" o eiu’H" A eiu’Xﬁ . Ln(u)
is a complex valued, local martingale for every n € N.

(c.) The process

d

1 82 n n\ (2]
3 2 (G D) (@1
1,j=

)

d
FXD @) = f(XT) =3 ( . f(Xﬁ)) h((X”))“’] "
— Af(H™) A

is a local martingale for every n € N and every function f € C3.

Proof. (a.) = (c.): Let X be a generalized semimartingale with characteristics (4, B, C,v).
We defined H" to be X" +1 - 1ca o, where X" := X%~ and 1= (1,...,1)' € R9. Thus,
the process H" is a semimartingale, since it possesses the decomposition

H" = Xo+ M" + (A" 41 Tpea o)

where M" € £ and A" + 1 1jea o € V for every n € N.
Let now h be the truncation function belonging to the semimartingale X™ for every n € N.
In order to evaluate the characteristics of H™, we observe that

Hn(h)y =) (AH —h(AHY))

= Y (AH = h(AHD)) + (1 = h(1))1jea oo (t)
s<(than)
=D (AXT — h(AXT)) + (1 = h(1)1pca oo (1)

= Xn(h)t + (1 - h(l))l[[CA,oo[[(t)v
and
H"(h), := H — H"(h),

= X[ 1 T g8 = (X7 (R)s + (1= R(D) s (1))
= X;" = X"(h): + h(1)1pea oo (£)
= X"(h) + (1)1 s (1)-
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We already know that X" (h) is a special semimartingale. Thus, the previous equality shows
that H"(h) also is a special semimartingale with canonical representation

H"(h) = X" (h) + h(1)1ca oo
= Xo+ M"(h) + (B”(h) + h(l)lucﬁ,oo[[) )

where M"(h) + B™(h) + Xy is the canonical representation of X" (h). This decomposition
allows to determine the characteristics B” and C" of H™:

BT := B"(h) + h(1)1gea o
W(U) — <(Hn)(i),c, (Hn)(j),c> _ <(Xn)(i),c7 (Xn)(j),c> — (Cn)(ij)

for i,5 € {1,...,d}. Analogously to the proof of Theorem I1.2.42 of [36] we apply Itd’s
formula to H" and obtain

1 d 82 (i.5)
n n 2y
T3 2 (ax@)axmf (H)> o
27.]:

d
FXD) = (X2 =) (af(l)f(X" )> h((X?)“))]

% (8:17 n;u ))'(an)
NIEHRNES i(aj fxz >)h<<X§)<i>>]
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d
n a n
+ AF(HE) e o = D 5y F(HEs D)1 o
=1

We now use the fact, that B}*, M* and C}* are constant for ¢t > a,(w):
LNV X 9 (i)
=3 (G sorm) o +Z(a I ) (B

d

1 d? n oy
27j:

+ Af(Hn) M I[KA,OO[[
The above equality provides that

d

JH™) = f(Xo) — ; (af(i)f(Xﬁ)> . (B")®
1 i <W ")
d
[f(Xn +2) )= < ) h((X”))(”] c "~ Af(H) - A
=1

d
o .
= —F(X™) ) - (™)@
> (g _>> (M)
d .
+ | f(X2 +2) = f(X2) — Z( )f(X”)> h((X”»(’)]*(uX"—u”)

i=1

+ Af(H") « (Lea oo — At

Since the right hand side belongs to MY, the statement follows.
(c.) = (b.)
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Let f : R — C;x — ¢™'* with u € R%. Obviously, f is bounded, and belongs to C2(R%),
and we have

0 G

o @ = f(@). and
M E))

aaam ! (@) = u’ f ().

If we compute the expression in (c.) for the function f, we obtain that

d d
eiu’Ht" o Z(iu(j)eiu’Xf ) Bn (J Z wl zu’Xt’L) . (Cn)gk
Jj=1 Jk=1

B / X (@' 1 — /' h(x)) v™(ds % da)
[0,t]xRd
- Aeiu’H" 'At
J d

S 1T - il XM y ]. ; iu! X ]
— QW HP Z(iu(])em Xt_) . (Bn)gj) - Z u(])u(k)(em Xt_) . (Cn)gk

= jk=1

_eiu/XgL_./ ( iu'x — 1= h( )) ([O’t] Xdl’)
R4

_ (eiu/Hn — em/HE) < Ay

l\D\»—t

d d
iu HP - (5) Jiu' X n\(J 1 j ' X1 n\Jjk
— i H] _Z(W(y)e Xy .(B )ga) -3 Z u Py ®) (e Xy (¢ )]

j=1 k=1
X / (€% — 1 — i h(z)) ([0, 4] x da))
Rd
_ <eiu’H" _ g Xn e%’ﬂ’(l'lw,oou)) . A,
I LI sl ' (1- . 1
— it HY _ el H 'At _ el X", (8 (1 1[[CA,00[[) ’At _ ’LU,Btn _ §UIC?U
+/ (e™'® — 1 —iu'h(x)) v"([0,1] x dx))
R4
is a local martingale for every n € N.
(b.) = (a.)

Let now e
arbitrary u € R?. The process

wHP _ g H™ A o' X, [n(y) be a local martingale for every n € N and

(eiu’th LG H g X L"(u))an_
' X" u/ X" - I on 1 1 'z . n
=e — e zuBt—iuCtu—i— (e™?® —1—u'h(x)) v"([0,t] x dx)
is a local martingale. Application of Theorem II1.2.42 of [36] provides that X" is a semi-
martingale with characteristics (B"™,C™,v"). Thus, the generalized semimartingale X

possesses the characteristics (B, C,v). It remains to show that the process A is the fourth
characteristic of X. Let therefore be A’ the fourth characteristic of X. We already know
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that implication (a.) = (b.) holds. Let L' (u) be the process mentioned in Definition 5.1.17
with (A’, B", C™, v") such that

o [T o M il XM
Pz HY _ 6zuH 'A;, L Xxr .L/n(u)
is a local martingale for every n € N. It follows that
o [T o M il X o M o I il XYM
etu HyY 6zuH 'At — tu Xxr .Ln(u) o <ezu HY €7,uH 'AQ _ oW Xxr .Lln(u)>

; n i’ n . . n 0! n .
= (emlH 4 XEL 1H€Avoo[[)) A — (emlH 4 XEL 1[[4400[[)) <A

belongs to M for all u € R?. Therefore, A’ — A also belongs to M. Thus, A is the fourth
characteristics of X. O

5.2. The Symbol of a Generalized Semimartingale

The generalization of semimartingales through the introduction of killing, as we have seen
in the previous section, yields a rich theory generalizing the results known for classical
semimartingales. Given its wide applicability, it is no surprise that we now aim to fit the
probabilistic symbol as defined in Chapter 3 into this framework. To this end, we revisit
Feller processes as prime example. Dealing with non-conservative rich Feller processes,
which are generalized semimartingales after separating d into A and co (cf. Corollary 2.14
of [71]) the infinitesimal generator A is of the form

Aula) = = [ | Sqap)its) de
for all u € C°(R?) and z € RY, where the function ¢ : R x R? — C is given by

0(2,6) = alo) ~ itlafg + €Q@E+ [ (1= ek igyx(yl) via,dy)
R4\ {0}

where a(z) > 0 and (/(z), Q(x),v(x,-)) is a Lévy triplet for all fixed 2 € R? as we have
seen in (1.7). Since for conservative, rich Feller processes the probabilistic symbol and the
symbol of the operator coincide, we expect a similar result in the non-conservative case,
where a represents the differential characteristic of the fourth characteristic. Consequently,
we begin with the generalization of homogeneous diffusions with jumps. Let X :=
(Q, M, (My)t>0, (Xt)e>0, (0)t>0, P¥) e be @ Markov process.

Definition 5.2.1. Let X be a generalized semimartingale with characteristics (A,B,C,v)
and killing times ¢, (® . We call X an autonomous semimartingale if the characteristics
are of the form

t
At:/ a(Xy) ds, (5.12)
0
BY = / 09 (X,) ds, (5.13)
0
. t .. ~
ci) = / QU (X,) ds, (5.14)
0
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v(w;dt,dx) = N(Xs(w); dz) ds, (5.15)

where a is positive B(R . )-measurable, ¢ = (£()), ., is £-measurable, Q = (Q)),<; j<4
is £-measurable with values in the set of all symmetric non-negative matrices, N (z, dy) is a
Borel transition kernel satisfying N (z, {0}) = 0 and [(|y|*> A1) N(z,dy) < oc. We call a, ¢,
Qandn:= [ (w 750}(1 A |lw||?) N(-, dw) the differential characteristics of the process.

Dealing with the symbol, we could work on E with its relative topology. We make things a
bit easier by prolonging the process to R? by setting X; := « for x € R¥\ E and t > 0. Hence,

from now on we assume that our processes live on R¢ respectively on R? = R% U {co, A}.

Definition 5.2.2. Let X be a generalized semimartingale with respect to P* for every
x € RY. Fix a starting point 2 € R? and let K C R be a compact neighborhood of z.
Define o to be the first exit time of X from K:

0 =0y = inf {tZO:XtGI@\K}. (5.16)

The function p : R? x R¢ — C given by

p(z,€) == —lim ¥ (ei(XiU*z)/& _ 1>

(5.17)
tl0 t

is called the (probabilistic) symbol of the process if the limit exists for every x € R?, ¢ € R?
independently of the choice of K.

Theorem 5.2.3. Let X be an autonomous semimartingale on R? such that the differential
characteristics a, ¢, Q and n are continuous for every P*, x € R%. In this case the limit (5.17)
exists and the symbol of X is

(€)= ala) —it(e)€+ 3€QuE — [ (M- 1-ige (1) Nandy).  (5.18)

y7#0
for x,¢ € R4

Proof. See Theorem 2.18 of [71]. O

5.3. Subprocesses of Markov Semimartingales

The notion of generalized semimartingales as introduced in Definition 5.1.6 might initially
seems to be artificial. In this section, we will show how a sudden killing arises naturally
in the context of semimartingales. To this end, let us reconsider a Lévy process L with
exponential killing (cf. Example 5.1.9) and characteristic exponent

WO =AW Qe [ 0= exs) vid)
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where (¢,Q,v) is a Lévy triplet and A\ > 0. For such a process, we have seen that the killing
time (a is exponentially distributed with parameter A. Since the expected time of killing
E(¢a) is given by 1/), independently of the process L, \ can be viewed as the ‘rate of the
killing’. Keeping the Lévy-context in mind, we want to ‘kill’ a classical semimartingale X
with a ‘killing-rate’ which depends on the path-wise development of the process. More
precisely, for a certain time ¢ > 0 we want to consider a killing rate of the form

for a fitting function a : R? — R, taking the place of the parameter \ from the Lévy-context.
In other words, we want the cumulative distribution function of the killing time to be given

by
Fit)=1-E (e— féa(Xu)du> '

Conveniently, a generalization of such a concept already exists in the Markovian framework
as we will point out in detail in the following subsection.

5.3.1. Multiplicative Functionals and Canonical Subprocesses

Let
X = (M, (My)i0, (Xt)i>0, (01) >0, P*) ek

be a conservative, cadlag Markov process.

Definition 5.3.1. A right-continuous stochastic process M = (M;);>o on a measurable
space (€2, F) with filtration (F;):>0 which takes values in Ry is called multiplicative func-
tional (MF) associated to X if

(1) Mpys=(Msoby)- My P*-as. forallt,s >0and =z € E,
(ii.) 0 < My(w)<1forallt>0andw € Q,
(iii.) My =1P*-as. forallz € FE.
Remark 5.3.2. (a.) In the literature, a multiplicative functional is not always restricted
to [0, 1]. However, for the purpose of constructing probability measures with the help

of multiplicative functionals, as we will do in the following, this constraint seems
appropriate.

(b.) By (i.) and (ii.) the function M.(w) decreases to zero. It will be convenient to set
My, :=0.

Indeed, multiplicative functionals generalize the examples discussed in the introduction:

Example 5.3.3. (1.) The deterministic process (M; = e~ *);>o for A > 0 is a multiplica-
tive functional.
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(2.) Let X be a Markov process, and let a be a positive, 5(R)-measurable function. Then
the stochastic process defined by

M, = e~ Jo a(Xs) ds (5.19)

for all ¢t > 0 is a MF. M is continuous if the function « is bounded. But it does not
have to be right-continuous if a is unbounded.
In case that the filtration (F;);>0 of M is right-continuous the functional defined by

Ny 1= 1 oy (t)e™ Jo oXe) ds

for ¢ = inf {r e Ry : [ a(Xy) du = oo} is right continuous (cf. [8] 1II.1.5).

We now utilize multiplicative functionals to add a ‘killing’ to the Markov process X: We
construct a process X that coincides with X up to a certain stopping time 7" and is A after
T, for A ¢ E. We enlarge the underlying measurable space as follows: Let

QZ:QXR+, M:M®B(R+)

Moreover, we need to consider a new family of probability measures on (£, M ) to obtain a
positive probability to leave the state space E. Therefore, we consider the transition kernel
K (Q,M) x (Ry, B(Ry)) — [0,1] defined by

K(w, (t,00)) := M(w) (5.20)

for each w € €2, ¢ > 0 and a multiplicative functional M of X. Utilizing «, we are able to
define a family of probability measures (P*),cg on (2, M) as follows:

P(A) := E° (ﬁ(w,[xw))

fort >0, A € Fand A, := {r € Ry : (w,r) € A}. If A is of the form A x (¢, o0), this reads
as
P*(A x (t,00)) = / M, dP”.
A

In addition, we choose P2 to be a probability measure fulfilling P2 (Q x {0}) = 1.

At this point, we want to mention the necessity of M taking values in [0,1] and the
convention of setting My = 1. Otherwise P* would not define a probability measure.

Let now X on (2, F) be defined by

Xi(w) ift<r

5.21
A ,ift>7r { )

X (@) = Xt(w,r) = {

for t > 0 and & := (w,r) € Q. Obviously, X takes values in Ex = F U {A}, which is the
Alexandrov compactification of E by 4 Moreover, let £ be a o-field on EA with £ C En.
Finally, we state a filtration to which X is adapted. Hence, we define the o-field

M::{[\e/\h|aAeMt:]m(Qx(t,oo)):Ax(t,oo)}, (5.22)
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for t > 0. Additionally (//\71/1‘,)2&20 forms a filtration (cf. Proposition II1.3.1 of [8]). For
A; € M, we call the set A, € M, with A, N (Q x (t,00)) = A; x (¢, 00) the corresponding
set. Intuitively, M includes all sets which are indifferent whether X or X is considered
when knowing that X is not killed.

Summing up, X is a stochastic process on the stochastic basis (2, M, (/\/lt)t>0, P* )ocRAL{A}
which possesses a killing.

Definition 5.3.4. Let M be a multiplicative functional of the Markov process X. We
call the process X on (2, M, (My)i>0, (0¢)t>0, P*)zecr, constructed above the canonical
subprocess of X and M.

Remark 5.3.5. Since the canonical subprocess X is a process with killing, we take a closer
look at the stopping time

T:=¢*=inf{t>0: X, =A}.

It holds true that X = X on [0,T[, and X = A on [T, oco[. In order to describe the killing
time of X more precisely, we consider the distribution function of 7" under P? :

—E® (Mt) (5.23)

The last equality follows by the definition of P*. When considering the prime Example
5.3.3 (2, i.e.

it holds true that
FE(t)=1—E° ( — Jo a(Xw) d“) .

Since

1 _E® ( — [Ta(Xw) du) _ R (1 _ o Jya(Xw) du>

t
:Ex(/ a( ) — Jo a(Xu) duds)7
0

Fubini’s theorem provides that E*[a(X) exp(— [; af | is the Lebesgue-density func-
tion of 7" with respect to P*.

Lemma 5.3.6. Let X be a Markov process and M be a multiplicative functional of X, then
the canonical subprocess X is a Markov process with

E*(f(X1) = E*((X0) My) (5.24)
for all bounded £-measurable functions f. Moreover, the shift-operator is defined by

0,(@0) = 0y(w,r) := (B (w), (r —t) vV 0),
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wheret > 0and @ = (w,r) € L.
Proof. See Theorem II1.3.3 of [8]. O

Corollary 5.3.7. Let X be a Markov process and M be a multiplicative functional of X, and
X the canonical subprocess. The equality

[ 1@ a (o) = [ nw. R ) d7w)
A
holds true for A € F,, a E-measurable, bounded function f and A, := {r > 0: (w,r) € A}.
Proof. Let F € Fand A € F,. We compute for a F-measurable, bounded function f that
ﬁ 1p(w) dP*(w,r) = B ([\ N (F x R+)>
A
_ /,{ (0, (A0 (F x Ry))) dP* (@)
= /Ii (w,f&w N (F x R+)w> dP*(w)
= /H (w,]\w) 1p(w) dP*(w)

where the last equality holds since (F' x R;), = 1p(w). The statement follows by a
monotone class theorem. O

At the beginning of this section we already started to outline the role of a ‘killing rate’ in the
context of MF. We want to make this consideration more clearly with the next remark.

Remark 5.3.8. Let us again consider the assumptions of Lemma 5.3.6. Furthermore,
we consider the o-algebra 7* := F ® {0, R;} on Q. The o-algebra F7* contains only
information of the original process X. One easily computes that

]Px[XHAMf*}:Mt

for all z € E. Thus, the probability of not being killed in time ¢ provided the information of
X is given by M,. To this end, the fraction

Iﬁ)x[Xt+h:A,Xt?éA|]:*} M =My o
Florarp] M

states, in some sense, the probability that the process is killed in ¢ + h provided it was not
killed before T under the information of the process X. By dividing this expression by h
and taking the limit to h — 0, we obtain some kind of ‘killing rate’ at time ¢, provided the
limit exists.

For the multiplicative functional M; = exp(— f(f a(X,) du) this leads to the following killing
rate:

1—Mpob, . 1l—e” Jo' a(Xuse)du

A h = jim a(Xern).
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5.3.2. Subprocesses of Markov Semimartingales

For Markov processes, multiplicative functionals and the associated subprocesses pose
a natural way to add a killing to a conservative Markov process while also maintaining
the Markovian structure of the process. Hence, it seems natural, in order to establish a
killing of a Markov semimartingale, to consider the canonical subprocess. To this end, we
have to make sure that the semimartingale property is preserved when transitioning to the
subprocess.

Lemma 5.3.9. Let X be a Markov semimartingale. The canonical subprocess X is a general-
ized semimartingale for all P*, = € Ea with killing time (» = T and (™ = oc.

Proof. Let X be a semimartingale on (2, M, (M4)t>0, P*).cr, and let

X;=Xo+ M+ A4, t>0

be the decomposition of X, where M € M;,. and A € V on (2, M, (My)>0, P?)zcr. We
have A € V on (£, M, (Mvt)tzo, P7). To show that M is a local martingale with respect to
(€, M, (My)1>0, P*) we consider the following:

Let T,, be the localization sequence of M. The mapping & = (w,r) — T, (w) is a stopping

time with respect to the new stochastic basis for all n € N. Corollary 5.3.7 provides for
A e M

/NMtT” dP* = /m(w,/N\w)MtT” dP*
A
:/m(w,JN\w)E[MtT” | o] dP”

N /ﬁ(w,KW)M?" dP*

:/~M5Tn dP*.
A

Hence, M is a (Q, M, (Mt)tzo, IF’“?) local martingale, and, therefore, X is a semimartingale
with respect to the new stochastic basis.
It follows that X7~ is a semimartingale to the new filtration, and since

X' =Xx"

the process X7~ is a semimartingale. By definition, X is a generalized semimartingale
with killing time 7. O

In the previous proof, we have seen that for the subprocess being a generalized semimartin-
gale if the original process is a classical semimartingale we did not need any properties of
the multiplicative functional, except the ones we need for the kernel  to be well-defined.

Example 5.3.10. (a.) Let (Bt):>0 be a standard Brownian Motion starting in z € R.
Moreover, let (B):>o be the canonical subprocess related to B and the multiplica-
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tive functional, M; := exp (— fg B, +s?ds) for t > 0. In order to determine the
distribution function of the killing time 7" we calculate:

Ff(t) =E* (1 _ o Jo Bsts? ds)
E (1 _ o= Jo Bstats? ds)
=E (1 —e BsdsfgctfétB)
E <1 6—tBt+fg sng_mt_,ts)
=E (1 _ ¢ Jot=s)dBs—at—3 ts)

—1— e*%t3,xt}E (67 fg(tfs)st> ,

and since fg(t —5) dBs ~ N(0,t3/3) we conclude

:1—673
—1_e L3 —at

(b.) Let (L});>0 be a Lévy process with characteristic exponent ¢ and (L;):>( the corre-
sponding Lévy process starting in « € R. The distribution function of the killing-
time of the subprocess (L):>o associated with L and the multiplicative functional

M; := exp (— fg Ly ds) is given by

Ff(t):=1—¢€" Il ¢(is)ds—tz_
Proof. We show that the characteristic function of the random variable

t
M, ::/ L. ds
0

0i(€) = e~ Jo #(s)ds

The statement follows by the following argumentation: Let (¢);o,...x, be an equidistant
partition of length 1/(¢n) of the interval [0, {]. We already know that

is given by

kn

1 t
mZL;j “—>/0 L ds

j=0
for n — oo. We consider the following

k k
L1 & ’ L& / L/
E | exp 25% jZO Ly, =FE |E | exp 25% jzo Ly, | Fer
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( E (exp <z§(
=E |exp (ifn L, + if%Likn_l E (exp <z§(
0

kn—1

kn—1

and, therefore,

We follow that:

1)) |
)

L1
ékn_o))ﬂz exp z&m;L i€ Ltk -1

1 1
2§L1/(tn)>>E exp 25% Z L/ + 5 Ltk -1

Ll
‘Ftkn1>

Up to this point, we have observed that the canonical subprocess of a Markov semimartin-
gale X is a generalized Markov semimartingale. Let X be an It6 process, i.e. X is a Markov

semimartingale with characteristics (B, C,v) of the form

_/tg(i)(X
zg / QU (X

v(w;dt,dr) =
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Since the canonical subprocess possesses no explosion killing its characteristics (B, C, 7))
are of the form

~ (s AT — . ~
B = / (9(X,) ds,
0

s AT — .. ~
Ct(zj) :/ Q(l])(XS) ds,
0
D(w;dt,dx) = N(X(w); dz) 1o rp(w, s) ds.

The next theorem provides a necessary and sufficient condition of 7' for the canonical
subprocess of an It6 process to be an autonomous semimartingale.

Theorem 5.3.11. Let M be a multiplicative functional of the Markov process X. Moreover,
let T be the killing-time of the canonical subprocess X. Let a : R — R, be measurable and
locally bounded. Then the predictable compensator A of the stochastic process 17 o is of the
form

EAT(&) ¢
A (@) = Ay(w, 1) = /0 a(Xy(w))du = /0 a(Xu(w))l(um)(r)du

if and only if the distribution function Fi(t) = 1 — E*(M,;) of the stopping time T under P* is
absolutely continuous with Lebesgue-density function f*(u) = E*(a(X,)M,).

Proof. Let Ai(w) = (f NT@) a(Xu(w))du be the predictable compensator of 1j7 . Since

the process 17 [ is an uniformly integrable submartingale it holds for 0 < s <t

o [1”700[[(@,& - /0 (X ()L (P | ]:'s} = Lo (@,5) — /0 " (X (60)) ] ) ()
@WPmm—fd&wmwmmwﬂ}ﬂmw%43wmmmwmm
@B [1000) - [ a1 | £ =

In particular, for each Ay € Fs and Ay = A x R, we derive with Tonelli’s theorem and
Corollary 5.3.7:

~ t ~
|t B = [ [ @)ooy (1) dE°
As As Js
t ~
_ / / (X ()1 (g 00y (r)AE® d
st s
_ / / (X () My (@) dP* du
s JAs
t
_ / / (X oy (w)) M (@) dus dP.
As Js
The left hand side equals | A, Ms — M, dP” by definition of Pz, It follows that

t
E® (M, — M, | FJ] = / a(X) M, du
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S ET[M, | Fs] = M, — / )M, du

S E (Mg | F] = M, - / M, du

e B [My(My_y 0 05) | Fo] = M, — / M, du
& MEXs [M;_,) = M, — / WM, du

where we used the Markov-property in the last equation. By choosing s = 0, the previous
equation provides

EX0 (M) =1 — /Ota(Xu)Mu du
for t > 0. Moreover, taking the expected value with respect to P* we have
E” (E*0(My)) = 1 — E* </Ota(Xu)Mu du)
S (M) = 1— /Ot E*(a(X.) M,) du
S E(1—- M) = /Ot E*(a(X,)M,) du.

For the converse, let % be absolutely continuous for every z € R%, and let f%(u) =
E*(a(X,)M,) be its Lebesgue-density function. That is, we have

t
E*(1 — M) = / E*(a(Xy)M,) du.
0
At first, we observe that for 0 < s < t the following holds true
~ t ~
e [ / (X (@)1 (.00 (r) s | ]—"5}
0
s t
— [ XD () -+ B | [ 0K (] .
0 s
With the Markov-property and Fubini’s theorem we derive for & = (w,r) € 2 that
E® [/ a(Xu (W) (y,00) (1) du | ]—"5} = [E* {/ a(X,(@))1 (%, ¢A}( @)du | fs]
t—s
= [E* {/0 G(Xu+s(°3))1{f(u+s¢A}(‘;’)du \ ]-"5}
t—s
. [/0 a(Xu(o}))l{XﬁéA}(@)du}
t—s
= X [/ a(f(u(o}))l(u’oo)(r)du]
0

Il
=h
S

t—

= [ Y (a(Ru(@) L0 (1) ) du
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t—s
- /0 X (a(Xu (@) ey (1)) 15,y I
t—s
= 1{)25¢A}/0 EXs (a(Xy(w)) My (w)) du
= ]EXS (1 - Mt—s(w)) 1{XS;£A}
(1 ~
£ <1{Xt_s<w)=A}> Lig,2a)

— |Xs (1{)@75(@):A}> Lz, 20y
— " [1[@00[[(@,15) — Lol (@ 5) | ﬁS]

In summation, we obtain
~ t ~
B | 1iret@:.0) - [ (X))o ] 7,
= 1ot (@:9) = [ X)) (1)
Since a is locally bounded A is continuous and, therefore, predictable. O

The following corollary is immediate from the previous theorem and Theorem 5.2.3.

Corollary 5.3.12. Let X be an It6 process with differential characteristics £, and n and
M a multiplicative functional with Lebesgue-density function f*(u) = E*(a(X,)M,), where
a: RY — R, is measurable and locally bounded. In this case the canonical subprocess X is an
autonomous semimartingale and the symbol of X is given by

p(z,&) = a(x) —il(x)'¢ + %6’@(:6)5 - /7&0 (&y’ﬁ —1—iy¢- x(y)) N(z,dy),

y

where z,£ € R

Remark 5.3.13. For an Itd process X and the additive functional
M, =e" lo a(Xu)dU7 t>0,

where o : R? — R is positive, measurable and locally bounded, we have observed that

the distribution function of 7" with respect to P* is given by E*[a(X,) exp(— [, a(Xy) du)).

Hence, the canonical subprocess is an autonoumous semimartingale.
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Conclusion and Outlook

As we have pointed out on several occasions during this work, the probabilistic symbol
plays a crucial role in analyzing various properties related to the underlying process. In
Chapter 3, in particular in Theorem 3.1.4, we observed the existence of the symbol for It6
processes. We even pointed out its existence for homogeneous diffusions with jumps. Both
of these classes contain Lévy processes and rich Feller processes. However, Theorem 3.1.7
demonstrated that the symbol of a Hunt semimartingale, whose differential characteristics
fulfill certain properties, exists if and only if the considered process is already an It process.
Furthermore, we noted that the applicability of the symbol might be lost for processes that
are not Hunt semimartingales, even if the symbol exists. To illustrate this, we examined two
Markov semimartingales in Examples 3.1.8 and 3.2.9, both of which admitted a symbol.
However, it became evident that the symbol lost information about the respective processes.
For the construction of these processes we added jumps at fixed times to an Itd process.
Consequently, the processes, now possessing fixed times of discontinuity, are no Hunt
semimartingales. Based on these observations, the question arises how one could modify
the process or its characteristics without altering the symbol. Or to put it another way,
which processes possess identical symbols provided they exist.

In Section 3.2 we introduced the generalized Blumenthal-Getoor indices as it has been done
for Feller processes by Schilling in [66], and subsequently extended by Schnurr in [69] to
homogeneous diffusions with jumps. In Remark 3.2.2 we pointed out that Ait-Sahalia and
Jacod also provided a generalization of the classical Blumenthal-Getoor indices, but in a
different manner as stated in this work. It would be intriguing to consider whether or not
these different generalizations are connected and if the theory developed for these distinct
generalizations can be applied to each other.

In the fourth chapter, we considered non-homogeneous processes. In doing so, we intro-
duced the so-called time-dependent symbol. This is essentially the probabilisitc symbol
but modified by a time-component. For non-homogeneous It6 processes we showed the
existence of the time-dependent symbol using the space-time process. These consideration
enabled us to derive maximal inequalities for such processes. Similar to the homoge-
neous case, these allow for the analysis of different properties of the underlying process.
We extended only a selected amount of properties from the homogeneous to the non-
homogeneous case as outlined below Theorem 3.2.5. It is worth mentioning that one could
utilize the theory provided in this chapter to explore the additional properties.

The fifth chapter introduces generalized semimartingales, in order to integrate a ‘killing
point’ to the classical theory. Moreover, we pointed out the necessity of a fourth semi-
martingale characteristic in this new context, and generalized several results known for
semimartingales. The main objective of the last section of this chapter was to introduce a
natural way in which the killing can occur.

It would be a fruitful topic for further research to investigate different ways in which the
killing of a semimartingale can occur. One possibility would be to analyze the adjoint of
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Lévy-type operators (cf. [63]) on R?. For example, for stable-like processes in the sense of
Bass the generator of the semigroup is a Lévy type operator which formal adjoint possesses
a killing term.
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Appendix

A.1. Notations from Analysis and Basic Probability
Theory

At this point, we want to state some notations from analysis and basic probability theory
which are used throughout this thesis and are mostly standard.

We denote by N := {1, 2, ...} the natural number and by Ny := NU {0}. We write R for the
real numbers, R ; := [0, co[ and C for the complex numbers. Every vector z = (z(1), ..., z(%)
in R := R x ... x R is a column vector, and we denote by z’ the transposed vector. Hence
'y is the scalar product on R?. On R? we write ||-||» for the Euclidean norm, while |||
denotes the maximum norm, and the sup-norm on an arbitrary function space. For a
matrix Q € R?*? the expression tr(Q) is defined as the trace of the matrix. On R the
expression | - | denotes the absolute value. As commonly done, we use aAb := min{a, b}
and aVb := max{a, b} for the minimum resp. maximum of two real numbers a,b. The
indicator function of a set A is defined by

La(y) = 1, ifye A
A N0, ifyg A

For functions, ‘increasing’ and ‘non-decreasing’ are used equivalently. The j-th partial
derivative of a differentiable function f : R — R is denoted by 9;, and the second
derivative by 8]2 := 0;0; and 0;; := 0;0; for i,j = 1,...,d. By V we denote the Nabla-
operator and by V? the Hessian matrix, i.e. for a two-times differentiable function f :
RY — R we have Vu(z) = (01 f(z), ..., 04f (z)) and

611f(l’) 61df(:c)
Vi (x) = : :
Onf(x) ... Oaaf(x)

From measure theory, we want to state the following notations: The o-algebra B(R?)
denotes the Borel o-algebra on R%. The expressions P, P* and P™® are mostly used to
denote probability measures on an arbitrary measurable space, and E, E* and E™* are the
corresponding expected values respectively. For a random variable X on a measurable
space (2, F), the conditional expected value with respect to P is denoted by E[X | F], and
we define P[A | ] := E[14 | F] for a set A € F. On a probability space (2, F,P) we say
an event happens almost surely or a.s. if there exists a Null-set V such that the event holds
for all w € N°€. For the Dirac measure in x we write §,.
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A Appendix
A.2. Advanced Analysis on the Real Line

For the readers convenience we recall some concepts and results on advanced calculus on
the real line (cf. [38] and [53]).

Definition A.2.1. A function f : R — R is called singular if it is non-constant and its
derivative exists and is zero almost everywhere.

Almost everywhere is meant with respect to the Lebesgue sets, that is, we are working on
the completion of the Borel sets with respect to the Lebesgue measure.

Definition A.2.2. Let f : [a,b] — R be a function, and let xy € [a, b] for a,b € R and a < b.
Then

(a.) the upper resp. lower right Dini derivative of f at x( is defined by

DT f(t) := limsup f@) = f(@o) resp. D, f(t) := liminf M’
Tl r — o AR T — X
(b.) the upper resp. lower left Dini derivative of f at x is defined by
D™ f(t) := limsup Mresp. D_f(t) := liminf M.
Tz T — X0 xtzo T — X

The concept of singular functions is fundamental for the reasoning in the previous chapters.
More specifically, in order to prove the main theorem of Chapter 3 we use the fact that a
singular function possesses at least one point where a Dini derivative is infinite. Although,
this seems to be clear since the most prominent examples like the Cantor function or
Minkowski’s question mark function on [0, 1] possess infinite derivatives in all points where
the derivative is not zero, it was shown in [75] that there exists a singular function with a
derivative that takes non-zero finite values on an uncountable dense set whose intersection
with any interval (a, b) possesses Hausdorff dimension one.

Let us first recall the following definition:

Definition A.2.3. The number ¢ (finite or infinite) is called a derived number of the
function f at the point x if there exists a sequence h,, — 0 with
i @0+ ha) = flzo) _

n—00 hn,

The proof of Proposition A.2.6 uses two lemmas which we recall subsequently. We write
A for the Lebesgue measure defined on the Lebesgue sets, that is, we are working on the
completion of the Borel sets w.r.t. the Lebesgue measure. A* denotes the corresponding
outer measure. In fact, all sets on which we will use the following results will be measurable.
The first result is [38] Lemma 1.2.3 while the second one is a combination of Lemma 1.2.3
and Lemma 1.2.5 of [38].



A.2 Advanced Analysis on the Real Line

Lemma A.2.4. Let f be a strictly increasing function on [a, b] and let p > 0. If at every point
z of aset E C [a,b] there exists at least one derived number D f(x) such that D f(z) < p, then

N (f(E) <p- A (E).

Lemma A.2.5. Let f be a strictly increasing function. If at every point x of the set E C [a, b)
there exists f'(x) = p, then

N (f(E)) =p- A (E).

The proof of the following proposition is due to A. Schnurr who communicated it to the
author of this thesis.

Proposition A.2.6. Let g : R, — R be an increasing, singular function which is not
constantly zero. Then there exist at least one point where g possesses an infinite upper right
(resp. upper left, lower right, lower left) Dini derivative.

Proof. We prove the result only for the upper right Dini derivative D since all other cases,
i.e. , D4, D™, D_, work analogously.

Let t € Ry with g(¢) # 0. We consider g on the interval I := [t — 0.5, ¢+ 0.5]. Let us assume
that g possesses a finite upper right Dini derivative in every point of I. For z € I, we
consider f(x) := g(z) + x which is a strictly increasing, continuous function with f’(z) =1
almost everywhere, i.e., in a set of measure 1. We define the disjoint sets

B:={zel: f(z)=1},
Ej:={xel:j<Df(x)<j+1}forjeN,

and obtain that / = BU (U]O; E]-). Moreover, the sets B and (F£}),cn are measurable

by Theorem 3.6.5 of [38], and since f is continuous and strictly increasing the sets
f(B), f(E1),... form a disjoint decomposition of f(/) into measurable sets. The sets
(Ej)jen do all have Lebesgue measure zero. We obtain

AS(D) = AMf(BUELU...))
= AMf(B)Uf(E)U..)
= A(f(B))
= A(B)
=1

where we used Lemma A.2.4 in the third and Lemma A.2.5 in the fourth equation. Thus,
since f maps intervals to intervals, we obtain that f(¢ — 0.5) = cand f(¢t + 0.5) = ¢+ 1 for
a ¢ € R, and conclude that ¢ = 0 on I by monotonicity. This is a contradiction. O

In order to prove this proposition one can also combine two results which can be found in
[60], namely Theorem (4.6) in Chapter IX and Theorem (6.7) in Chapter VII.
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