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We assume that both the platforms are moving with constant velocities along straight 
flight path. The slant range vectors of the receiver and transmitter at any azimuth time 
instant   can be written as: 

      
22 2

0 0 0 0 0 0, , , ,R R R R R R R R RR R R R v         (2.1) 

From Figure 13, it can be seen that the slant range 0RR  at PCA of the receiver is per-

pendicular to the velocity vector Rv . 
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Figure 13: Slant Range Relationship 

Similarly, the slant range equation for the transmitter will take the form as: 

      
22 2

0 0 0 0 0 0, , , ,T R R T T R R T TR R R R v         (2.2) 

It depends on the azimuth time and velocity of the platform. The received signal is rec-
orded coherently in range and azimuth directions. The bistatic slant range is sum of the 
transmitter and receiver slant ranges, which is in fact sum of two hyperbolic ranges. It is 
given as: 

      0 0 0 0 0 0, , , , , ,B R R T R R R R RR R R R R R        (2.3) 

The signal propagation time is denoted by 0t  and can be written as: 

  
   0 0 0 0

0 0 0
0

, , , ,
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t R
c
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 


  

(2.4) 

The transmitter and the receiver should be synchronized. The phase stability of the local 
oscillator is important to have well focused images. For bistatic SAR configurations 
with large and rapidly changing baselines, synchronization of transmitter and receiver is 
not a trivial task and it may result in poorly focused images. 
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2.4 Bistatic Point Target Response 

The transmitter emits pulses at regular Pulse Repetition Interval (PRI) during its flight. 
These pulses are up converted to a certain carrier frequency 0f  before transmission. The 

transmitted signal is usually a linear frequency modulated signal (e.g. chirp signal) with 
instantaneous frequency as a linear function of time. The received echo is down con-
verted and sampled with a sampling rate greater than signal bandwidth rB  to avoid ali-

asing [83]. The received signal is considered as a time delayed replica of the transmitted 
signal. The received signal after demodulation to a base band signal for a point target 
response is given as: 

         0 02
0 0 0 0 0, , , , j f t

l R R R R c lg t R R w s t t e       
    (2.5) 

Where,  0 0,R RR   is the backscattering coefficient. It provides information about the 

brightness of a point target.  cw    is a rectangular window with center time c . 

 0ls t t  is the delayed transmitted signal. 

2.5 Bistatic Point Target Reference Spectrum 

The received signal in equation (2.5) is represented in the time domain. After perform-
ing the Fourier transformation over the range time t  and azimuth time  , we get the 
point target spectrum in range frequency f  and azimuth frequency f  domain. 

After performing the Fourier transformation over range time t , on the received signal 
given in equation (2.5), we get: 

          0 02
0 0 0 0, , , , j f f t

l R R R R c lG f R R w S f e 
     

 
   (2.6) 

We substitute 0t  from equation (2.4) and perform the Fourier transformation over azi-

muth time  . We obtain: 
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(2.7) 

Where,  ,lG f f  is the received signal spectrum in frequency domain. The phase term 

in equation (2.7) is called as the bistatic phase term and is denoted by: 
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(2.8) 

The bistatic phase depends on the range and azimuth frequencies and the slant range 
histories of the transmitter and receiver. As both transmitter and receiver contribute to 
the bistatic phase, we can express it as the sum of transmitter and receiver phase terms.  
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(2.9) 

The weighted azimuth frequencies of the transmitter and receiver are defined as: 

 (2 );
2 2T Rf f f f   

 
   

(2.10) 

Here,   is the weighting factor which represents the unequal azimuth contribution of 

the transmitter and the receiver phases. In [1], equal azimuth contribution of the trans-
mitter and receiver phases is considered i.e. 1  . It works well for those bistatic SAR 

configurations where the transmitter and receiver both contribute equally towards the 
bistatic phase. But in certain configurations like hybrid configurations where the trans-
mitter and receiver have large differences in the altitudes and velocities, we assume dif-
ferent azimuth contributions of the transmitter and receiver in the bistatic phase. An 
analytical expression for the weighting factor   is derived in the next section. In every 

case, T Rf f f     is satisfied. 

The Method of Stationary Phase (MSP) has been used in the derivation of LBF [1]. The 
phase term in equation (2.7) oscillates very fast and most of the contribution of the inte-
gral comes from the vicinity of the stationary point. At the stationary point, the gradient 
of a function becomes zero [83]. The phase terms of the transmitter and receiver are 
expanded around their individual Points of Stationary Phases (PSP) ,T R   using the 

Taylor’s expansion. The second order Taylor’s expansion of the transmitter and receiver 
phases is given as: 
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(2.11) 

The PSP of the transmitter and receiver are obtained using the following relations: 
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(2.12) 

Simplifying equation (2.11) using equation (2.12), the bistatic phase term can be written 
as: 
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(2.13) 

Substituting equation (2.13) into (2.7), and taking constant terms outside the integral, 
we get the following expression: 
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(2.14) 

The phase term inside the integral is sum of two quadratic terms. As the sum of two 
quadratic terms remains quadratic, so they can be regrouped and expanded around a 
common PSP. Let the phase terms of the integral be denoted by: 
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The common PSP   is obtained as follows: 
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(2.16) 

The phase term given in equation (2.15) is expanded using the second order Taylor’s 
expansion and we get: 
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(2.17) 

Using equations (2.15) and (2.16), we can simplify equation (2.17) as: 
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(2.18) 

The phase term of equation (2.18) is substituted into (2.14). After simplifications, we 
obtain the BPTRS as follows: 
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The first phase term in equation (2.19) is called as the Quasi Monostatic (QM) term and 
the second term is called as the Bistatic Deformation (BD) term. These phase terms are 
expressed as follows: 
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(2.20) 

The transmitter and the receiver phase terms can be simplified mathematically. The ex-
panded derivations of these results are given in Appendix A. The second order deriva-
tives of the phase terms at the individual PSP of the transmitter and receiver are simpli-
fied as: 
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(2.21) 

Where, ,T RF F  represent frequency histories and are given as: 
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(2.22) 

The individual PSP of the transmitter and the receiver are obtained as below: 
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(2.23) 

The common PSP is derived as follows: 
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Here 0 2,a a  are called the system parameters. 0a  is the azimuth time difference of the 

transmitter and receiver at PCA. Whereas, 2a  is the slant range ratio of the transmitter 

and receiver at PCA and are given as: 
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(2.25) 

The QM and BD phase terms given in equation (2.20) are simplified as follows: 
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(2.26) 

 

 

 

 

 

The two dimensional BPTRS based on the LBF for unequal azimuth contribution of the 
transmitter and receiver phase terms is given in equation (2.19), can be simplified using 
the equations (2.21) - (2.26). This BPTRS is essential for the development of the bistatic 
SAR processing algorithm. 

2.6 Optimum Weighting Factor 

In the final expression of BPTRS, all parameters except the weighting factor   are 

known. The next step is to derive an analytical expression for the weighting factor. We 
know that the MSP has been used in the derivation of LBF [1]. It is only applicable if 
the common PSP   is located in the vicinity of the individual PSPs of the transmitter 

T  and the receiver R . Also, the individual PSPs of transmitter and receiver should not 

be too far apart.  

Based on the above mentioned facts, we come up with an idea that the weighting factor 
can be obtained by minimizing the square difference between the individual PSPs of the 
transmitter and receiver, and is given as: 
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Simplifying the above equation, we get: 
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Figure 57: Interferometric Phase Overlaid on the Radar Intensity Image (Dreis-
Tiefenbach) 

We consider a small cutout of the above scene to generate a differential interferogram. 
It is generated by considering the phase difference between the two interferograms 
shown in Figure 55 and Figure 56. The interferogram in Figure 55 is generated from the 
interferometric data processed in the frequency domain and the interferogram in Figure 
56 is generated by processing the same interferometric data in the time domain. The 
differential interferogram is shown in Figure 58.  

 

Figure 58: Differential Interferogram 

Here, we observe coherence between the results processed in the time and frequency 
domain. We also observe a constant phase difference over the whole cut out and is not 



 107 

varying along range and azimuth. The histogram of the differential interferometric 
phase of Figure 58 is shown in Figure 59.  

 

Figure 59: Histogram of the Differential Interferogram 

The histogram of the differential interferometric phase is plotted against its relative fre-
quencies. The mean and standard deviation of the distribution are 0.001  and 1.63  re-
spectively. The minimum and maximum values of the phase lies between   to  . 

5.7 Conclusions 

In this chapter, we have considered a special case of an AVCs, called stationary receiver 
configurations. Some experiments are conducted at the University of Siegen to obtain 
high resolution bistatic SAR data using a stationary receiver and TerraSAR-X satellite 
as transmitter. The raw data obtained during these experiments are processed using our 
proposed frequency domain algorithm and comparison with back projection algorithm is 
provided. First, we have considered the geometry of stationary receiver configurations 
and a signal model has been provided. In stationary receiver configurations, only the 
moving transmitter contributes towards the azimuth modulation. As the receiver is sta-
tionary, it introduces a range shift to the range migration trajectories of all targets locat-
ed at the same range. A BPTRS is derived using the method of stationary phase and a 
frequency domain focusing algorithm is implemented to focus the data of stationary 
receiver experiments and to generate frequency domain interferometric images. A de-
tailed comparison of some parts of the scene shows that our frequency domain focusing 
algorithm works well for stationary receiver configurations. 
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6 Summary and Conclusions 
Bistatic SAR is a very effective tool to exploit various data acquisition geometries for 
analysis and processing. In this thesis, we have derived a frequency domain processing 
algorithm, for different bistatic SAR configurations. A bistatic point target reference 
spectrum is derived for a general bistatic SAR configuration based on Loffeld’s bistatic 
formula and using the method of stationary phase. We assume different azimuth contri-
butions of transmitter and receiver in the bistatic phase. The transmitter and receiver 
phases are expanded using the second order Taylor’s expansion around their individual 
points of stationary phases. The bistatic point target reference spectrum depends on 
weighted azimuth contributions of transmitter and receiver phases. This weighting is 
derived by minimizing the square difference between common and individual points of 
stationary phases of the transmitter or receiver. The simulation results show good focus-
ing of point targets for different bistatic SAR configurations. 

The validity constraints for the transmitter and receiver are derived based on BPTRS. 
They express the validity of BPTRS for different bistatic SAR configurations. Their 
performance is analyzed for tandem, TI and hybrid configurations and the simulation 
results based on focusing of point targets are provided. Simulation results show that 
validity constraints are better fulfilled using different azimuth contributions of the 
transmitter and receiver phases in hybrid configurations. They are further analyzed to 
find an analytical expression for the weighting factor. 

A frequency domain processing algorithm has been derived based on BPTRS using a 
scaled inverse Fourier transformation for focusing a complete scene. It is used to pro-
cess azimuth variant and invariant configurations. An airborne experiment conducted at 
Fraunhofer-FHR in 2003, is considered for azimuth invariant configurations. As there 
are no considerable differences in the altitudes and velocities of the transmitter and re-
ceiver, therefore, equal azimuth weighting of the transmitter and receiver phases in 
BPTRS was applied. For azimuth variant configurations we have considered two hybrid 
experiments conducted by FHR using their airborne receiver system with TerraSAR-X 
satellite (transmitter). In hybrid bistatic SAR experiments, there is a large difference 
between the altitudes and velocities of the transmitter and receiver. Therefore, we have 
used different azimuth weighting of the transmitter and receiver phases in BPTRS. The 
focusing results of bistatic SAR experiments show that our frequency domain algorithm 
works well for the azimuth variant and invariant configurations. These results are also 
compared with those obtained using a time domain processing approach (back projec-
tion algorithm) and with optical images (Google maps). 
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In 2009, an X-band receiving system (HITCHHIKER) was developed at the University 
of Siegen to perform bistatic SAR spaceborne-stationary experiments. TerraSAR-X 
satellite is used with the stationary receiver system. Such bistatic stationary configura-
tions can provide low cost, high resolution data. Different experiments have been con-
ducted in different cities of Germany. In these configurations, only the moving platform 
contributes towards the azimuth modulation. The stationary receiver introduces a range 
shift in range to the range migration trajectories of point targets located at same range 
along azimuth. The BPTRS is modified for these configurations and based on it a fre-
quency domain algorithm is implemented to process the data obtained during these ex-
periments. A detailed comparison of some parts of the scene with back projection algo-
rithm confirms that our frequency domain algorithm provides good quality images. 
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Appendix A: Detailed Derivation for Bistatic Point 
Target Reference Spectrum 
The BPTRS has been derived in chapter 2, for unequal azimuth contributions of the 
transmitter and receiver phase terms. The mathematical expression is given in equation 
(2.19). It depends upon QM and BD phase terms. These phase terms depend upon first 
and second order phases of the transmitter and receiver, obtained at their individual and 
common PSPs. Their detailed expressions can be derived using the range histories of the 
transmitter and receiver. 

A.1 Receiver Phase Terms 

The receiver phase term is given in equation (2.9). It depends on range and azimuth 
frequencies and receiver’s slant range. The first and second order derivatives of the re-
ceiver’s phase terms are obtained using equation (2.9), as follows: 
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(A.2) 

The receiver’s phase and its derivatives depend upon receiver slant range and its deriva-
tives. Taking inner product of slant range vector with itself, we can write: 
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Differentiating above expression and using the fact that derivative of the slant range 
vector is negative of the velocity vector of the receiver, we get following expression: 
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(A.4) 

The receiver slant range is given in equation (2.1), multiplying its both sides with the 
velocity vector Rv  we get: 
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     

     

   

0 0 0 0 0 0

0 0 0 0 0 0

2
0 0 0

, , , ,

, , , ,

, ,

R R R R R R R R R

R R R R R R R R R R R R

R R R R R R

R R R R v

v R R v R R v v

v R R v

     

     

   

  

     

   

 

(A.5) 

The velocity vector and receiver slant range at PCA are orthogonal to each other. There-

fore, their dot product is zero i.e.  0 0 0, , 0R R R R Rv R R   . Substituting equation (A.5) 

into (A.4) we get: 

  
 

 

2
0

0 0
0 0

, ,
, ,

R R
R R R

R R R

v
R R

R R
 

 
 


  

(A.6) 

The second order derivative of the receiver’s slant range is obtained by differentiating 
equation (A.3), we get: 

 

       

     

       

 
 

   

0 0 0 0 0 0 0 0

2
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0 0 0 0
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2 , , , , 2 , , , ,

, , , , , ,

, , , , , , , ,

, , . , ,
1, ,

, ,

R R R R R R R R R R R R

R R R R R R R R R

R R R R R R R R R R R R

R R R R R R

R R R
R R R

R R R R R R R R

R R R R R R

R R R R R R R R

R R R R

R R
R R

       

     

       

   

 
 

 

 

  



    

 

0 0 0 0

2
0 0

, , , ,

, ,
R R R R R R

R R R

R R R R

R R

   

 

 
 
 
 
 
  

 

(A.7) 

Using equation (A.6) and assuming that the velocity vector is constant and its derivative 

is zero  0 0, , 0R R R RR R v    , we simplify the above equation as follows: 

  
 

 

 

242
0

0 0 3
0 0 0 0

, ,
, , , ,

R RR
R R R

R R R R R R

vvR R
R R R R

 
 

   


   

(A.8) 

Using equations (2.12) and (2.9), receiver phase at PSP is written as: 

 
 

 0
0 0

0

(2 )2 , , 0
2R R R R

f f
R R f

c 


  
  

  
 

 
(A.9) 

The above equation can be simplified using equation (A.6), as follows: 

 

   

 

 
 

 

2
0 0

0 0 0

2 0
0 0 0

0

(2 ) 0
, , 2

(2 ) , ,
2

R R R

R R R R

R R R R R R R

f f v
f

c R R
f cv R R

f f





  

 


   

  
 


  



 

(A.10) 

After squaring the above equation, we can write: 
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  
 

 
2 22

24 20
0 0 02

0

(2 ) , ,
4R R R R R R R

f cv R R
f f


   


  


 
(A.11) 

The receiver’s slant range as given in equation (2.1) is evaluated at receiver’s PSP and 
is given as: 

    
22 2 2

0 0 0 0, ,R R R R R R R Rv R R R       (A.12) 

Combining equations (A.11) and (A.12) and using equation (2.22) we get: 

  
 

0 0
0 0 1 2, ,

,
R

R R R R
R

R f f
R R

F f f
 


  

(A.13) 

Substituting equation (A.13) into (A.10), we get: 

 
   

 

 

0 0 0
0 2 1 2

0

0 00
0 2 1 2

(2 )
2 ,

sgn(2 )
2 ,

R
R R

R R

R
R R

R R

f f f c R
f f v F f f

R f ff c
v F f f










 


 


 




 

 

(A.14) 

The second order derivative of the receiver slant range is given in equation (A.8), using 
equation (A.6) and evaluating it at PSP of receiver we get: 

  
 

 

2 2
0 0

0 0
0 0

, ,
, ,

, ,
R R R R R

R R R R
R R R R

v R R
R R

R R
 

 
 


  

(A.15) 

Evaluating equations (A.6) at PSP of receiver and using equation (A.10), we get: 

  
 

0
0 0

0

(2 ), ,
2R R R R

f cR R
f f


 


 


 
(A.16) 

Substituting equation (A.13) and (A.16) into (A.15), after simplification we get: 

 

 
 

 
 

 

 

1 2 2 2 22
2 0

0 0 02 2
0 0 0

3 22

2
0 00

, (2 ), ,
4

,

R R
R R R R

R R

RR

R

F f f f cvR R f f
R f f vf f

F f fv
R f ff f

 




 

 
   

   




 

(A.17) 

Using equations (A.2) and (A.17), the receiver’s second order phase term evaluated at 
its PSP is written as follows: 

  
 

 
 

2
0 3 2
2

0 0 0

sgn2 ,R
R R R

R

f fv F f f
c R f f




 





 

(A.18) 



 113 

Similarly, the receiver phase term at PSP can be written using equations (2.9), (A.13) 
and (A.14). 

 

 

 

 

 

 

 
 

 

0 0 0
1 2

0
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0 2 1 2

2 22
20 0 0

0 01 2 2
0

1 2
0 0 0

0

(2 )
2,

2
sgn(2 )

2 ,

sgn(2 ) (2 )2
2 4,

2(2 ) sgn

R

R
R R

R
R

R R

R
R

R R

R R R

f f R f f f
c F f f

f ff c R
v F f f

R f f f cf f f
c F f f v

f f f R F f
c


















  




 
 


  

   
 

 
  

  
  

   

    
     

   

     , f

 

(A.19) 

Equations (A.13), (A.16) and (A.17) give the receiver’s slant range and its derivatives 
and equations (A.18) and (A.19) give the receiver’s phase and its derivatives at PSP. 

A.2 Transmitter Phase Terms 

The transmitter’s phase terms can be obtained in a similar way as the receiver’s phase 
terms. The first and second order derivatives of the transmitter’s phase terms are ob-
tained using equation (2.9), as follows: 

  
 

 0
0 0

0
2 , ,

2T T R R
f f

R R f
c 


    

 
  

 
 

(A.20) 

 

  
 

 0
0 0

0
2 , ,T T R R

f f
R R

c
    

 
  

 
 

(A.21) 

The relationship between slant range vectors of the transmitter and receiver can be ob-
tained from geometry. From Figure 60, we can write the following relationship: 

        0 0 0 0 0 0 0, , , ,T R R R R R R T R RR R R R v d           (A.22) 

Where, vector  0Rd   represents distance between the transmitter and receiver at re-

ceiver’s PCA. 
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Figure 60: Bistatic Vectorial Geometry 

Relationship between the receiver’s slant ranges is given in equation (A.4), similarly we 
can write for the transmitter as: 

      0 0 0 0 0 0, , , , . , ,T R R T R R T T R RR R R R v R R        (A.23) 

Differentiating the above equation, we get second order derivative of the transmitter’s 
slant range. 

 
       

 
 

2
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2 2
0 0

0 0
0 0

, , , , , , , ,

, ,
, ,
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T R R T R R T R R T T R R

T T R R
T R R

T R R

R R R R R R v R R

v R R
R R

R R

       

 
 

 

   




 

(A.24) 

Using equations (2.12) and (2.9), the transmitter phase term at PSP is written as: 

 
 

 0
0 0

0
2 , , 0

2T T R R
f f

R R f
c 


  
 

  
 

 
(A.25) 

The above equation is simplified for first order derivative of the transmitter’s slant 
range at PSP. 

  
 

0
0 0

0
, ,

2T T R R
f cR R

f f


   


 
(A.26) 

Equation (A.24) can be simplified using equation (A.26), as follows: 
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  
 

2 2 2
2 0

0 0 2
0 0 0
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( , , ) 4

T T R R T
T T R R

f cR R v
R R f f
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 

 
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  

 
(A.27) 

Substituting equation (A.22) into (A.23), we get: 

  
     

 

2
0 0 0 0 0

0 0
0 0

, ,
, ,

, ,
T R T R R R R R

T R R
T R R

v v R R d
R R

R R
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 

 

      
(A.28) 

Evaluating the above equation at the transmitter’s PSP and using equation (A.26), we 
get: 

 
     

   
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T T R R
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
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 

      


 
(A.29) 

Simplifying the above equation we get: 

  

 
   0 0 0

0 0 0 0 02 2
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T T R R T

T R R R R R R
T T

f c R R v R R d
v f f v
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 
 

(A.30) 

Evaluating equation (A.22) at the transmitter PCA 0T  and multiplying both sides with 

Tv , we get: 
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 
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(A.31) 

Using equations (2.25) and (A.31), we can simplify equation (A.30) as follows: 
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(A.32) 

Evaluating equation (A.22) at the transmitter’s PSP, we get: 

        0 0 0 0 0 0 0, , , ,T T R R R R R R T T R RR R R R v d           (A.33) 

Substituting equation (A.32) into (A.33) we get: 
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(A.34) 

Squaring above equation and using equation (2.25) and (A.31), we get: 
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(A.35) 

Simplifying the above equation we get: 
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(A.36) 

From equations (2.25) and (A.22) we know: 
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(A.37) 

Using (A.37), we can simplify (A.36) as: 
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0 0 01 2, ,
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R
T T R R

T
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(A.38) 

Substituting equation (A.38) into (A.32), we get: 
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(A.39) 



 117 

Similarly, substituting equation (A.38) into (A.27), we get the second order derivative 
of the transmitter slant range at its stationary point. 

  
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F f fvR R
R f ff f

  


 
(A.40) 

In equation (2.20), the difference between PSPs of the transmitter and receiver can be 
obtained using equations (A.39) and (A.14) as follows: 
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(A.41) 

The transmitter’s phase at PSP can be obtained by substituting equations (A.38) and 
(A.39) into (2.9), we get: 
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(A.42) 

The second order transmitter phase term at PSP can be obtained using equations (A.21), 
(A.27) and (A.38). 
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(A.43) 

Equations (A.27), (A.28) and (A.38) give the transmitter’s slant range and its deriva-
tives and equations (A.42) and (A.43) give the transmitter’s phase and its derivatives at 
PSP. 
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Appendix B: Quality Measuring Parameters 
In this section, we discuss some parameters, which provide information about the quali-
ty of SAR images. We consider the impulse response function of a single point target 
and discuss its quality parameters in terms of Impulse Response Width (IRW) in range 
and azimuth, Peak Side Lobe Ratio (PSLR) and Integrated Side Lobe Ratio (ISLR). 

B.1 Impulse Response Width 

It gives information about resolution of a point target in range and azimuth. Resolution 
is a measure of the main lobe width of the impulse response of a point target at -3 dB 
level. Impulse response is a 2D function which depends on reflected characteristics 
(brightness) of a point target. The main lobe width of sinc pulse at -3 dB in range (or 
azimuth) is 0.886 of the inverse of range (or azimuth) bandwidth and is given as [75]: 

 00.886 ; 0.886
2ra az

ra az

c vIRW IRW
B B

   
(B.1) 

Here, 0c  is the velocity of light and v  is the platform velocity. raB  and azB  are range 

and azimuth bandwidth respectively. 

B.2 Integrated Side Lobe Ratio 

The focused result of a point target is represented as impulse response function. It has a 
main lobe with high peak at the location of point target and also has surrounding side 
lobes with smaller peaks. Integrated side lobe ratio is a measure of the energy integrated 
over side lobes to the energy in the main lobe. 
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(B.2) 

Here,  h x  is the amplitude of impulse response of a point target and l  is the width of 

the main lobe between its left and right first zero crossing. The lower the ISLR of im-
pulse response function, the lower will be the spreading of the side lobe energy of 
stronger targets and lower will be the masking of weaker targets. Its value is about -10 
dB for sinc pulse and can drop to -20 dB using Hamming filter. 
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B.3 Peak Side Lobe Ratio 

The peak side lobe ratio of impulse response of a point target is the ratio between the 
peak of the main lobe and that of the first side lobe. The PSLR for a sinc pulse is around 
-13 dB. A high PSLR means stronger returns from side lobes of the target which either 
results in the detection of false targets or masking of weaker targets. They can be re-
duced at cost of geometrical resolution.  

The quality parameters are calculated for the point targets for different bistatic SAR 
configurations and are given in chapter 3. 
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Appendix C: Scaled Inverse Fourier Transformation 
We have used a SIFT in focusing of complete scene for a general bistatic SAR configu-
ration. It is a mathematical tool used to transform a scaled spectrum into non-scaled 
counter parts in time domain. 

Now, we consider a scaled spectrum and its Fourier transformations as: 
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We change integration variable as f af , and substitute in above equation and get: 
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Here we can see that the corresponding signal of a scaled spectrum is scaled inverse in 
the time domain. In SAR processing we want to compensate the scaled spectrum to get 
non-scaled signal in the time domain. We consider equation (C.1) and multiply scaled 

spectrum with 2j afte   instead of 2j fte  , we get: 

     2j afth t U af e df
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(C.3) 

We change the integration variable f af  as:  
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In the above result the problem of a scaled inverse signal in the time domain is solved, 
we get: 

     2j aftu t a U af e df
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Above integral is similar to Fourier integral of  u t  but with a scaling coefficient in 

phase. It can be rewritten as: 

      
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Above integral can be written as convolution of two signals: 
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Above equation gives a very interesting result, it shows that a non-scaled signal  u t  

can be obtained by multiplying the scaled spectrum  U af  with a chirp 
2j afe   in the 

frequency domain, then convolving the result with chirp 
2j afe   in the frequency do-

main, the result is then multiplied with chirp 
2j ate   in the time domain. This transfor-

mation is called SIFT [66] and mathematical steps are shown in Figure 61. 
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Figure 61: Scaled Inverse Fourier Transformation 

 

 

 

 

 

 

 

 

 

 



 122 

References 
[1]   O. Loffeld, H. Nies, V. Peters and S. Knedlik. Models and Useful Relations for 

Bistatic SAR Processing. IEEE Transactions on Geosciences and Remote Sens-
ing, Vol. 42, No. 10, October 2004.  

[2]   O. Loffeld, H. Nies, U. Gebhardt, V. Peters and S. Knedlik. Bistatic SAR - 
Some Reflections on Rocca's Smile.  In EUSAR 2004, European Conference on 
Synthetic Aperture Radar, Ulm, Germany, May 2004. 

[3]   O. Loffeld and A. Hein. SAR Processing by Inverse Scaled Fourier Transfor-
mation. In EUSAR 1996, Königswinter, Germany, 1996. 

[4]   O. Loffeld, F. Schneider and A. Hein. Focusing SAR Images by Inverse Scaled 
Fourier Transformation.  In International Conference on Signal Processing and 
Communication, Las Palmas, Gran Canaria, 1998. 

[5]   O. Loffeld, K. Natroshvili, H. Nies, U. Gebhardt, S. Knedlik, A. Medrano Ortiz 
and A. Amankwah. 2D-Scaled Inverse Fourier Transformation for Bistatic SAR. 
In EUSAR 2006, Dresden, Germany, 2006. 

[6]   K. Natroshvili, O. Loffeld, H. Nies and A. Medrano Ortiz. First Steps to 
Bistatic SAR Focusing. In IGARSS 2005, International Geosciences and Remote 
Sensing Symposium, Seoul, Korea, 2005. 

[7]   K. Natroshvili, O. Loffeld and H. Nies. Focusing of Arbitrary Bistatic SAR 
Configurations. In EUSAR 2006, Dresden, Germany, 2006.  

[8]   K. Natroshvili, O. Loffeld, H. Nies, A. Medrano Ortiz and S. Knedlik. Focus-
ing of General Bistatic SAR Configuration Data with 2D Inverse Scaled FFT. 
IEEE Transactions in Geosciences and Remote Sensing, Vol. 44, No. 10, Oct 
2006. 

[9]    H. Nies, O. Loffeld, K. Natroshvili, I. Walterscheid and A. R. Brenner. Para-
meter Estimation for Bistatic Constellations. In IGARSS 2005, Seoul, Korea, 
2005. 

[10] H. Nies, O. Loffeld and K. Natroshvili. Analysis and Focusing of Bistatic 
Airborne SAR Data. In EUSAR 2006, Dresden, Germany, 2006. 

[11] H. Nies, F. Behner, S. Reuter, O. Loffeld and R. Wang. SAR Experiments in 
a Bistatic Hybrid Configuration for Generating PollnSAR Data with TerraSAR-
X Illumination. In EUSAR 2010, Aachen, Germany, June 2010.  



 123 

[12] H. Nies, F. Behner, S. Reuter, O. Loffeld and R. Wang. Polarimetric and 
Interferometric Applications in a Bistatic Hybrid SAR Mode using TerraSAR-X. 
In IGARSS 2010, Hawaii, USA, July 2010. 

[13] U. Gebhardt, O. Loffeld, H. Nies, K. Natroshvili and J. Ender. Bistatic Air-
borne/ Spaceborne Hybrid Experiment: Simulation and Analysis. In EUSAR 
2006, Dresden, Germany, 2006. 

[14] D. D’Aria, A. Monti Guarnieri and F. Rocca. Focusing Bistatic Synthetic 
Aperture Radar using Dip Move Out. IEEE Transactions on Geosciences and 
Remote Sensing, Vol. 42, pp.1362-1376, July 2004. 

[15] D. D’Aria, A. Monti Guarnieri and F. Rocca. Precision Bistatic Processing 
with a Standard SAR Processor. In EUSAR 2004, Ulm, Germany, May 2004. 

[16] C. Cafforio, C. Prati and F. Rocca. SAR Data Focusing using Seismic Migra-
tion Techniques. IEEE Transactions on Aerospace and Electronic Systems, Vol. 
27, no. 2, pp.194-206, March 1991. 

[17] I. Walterscheid, J. H. Ender, A. Brenner and O. Loffeld. Bistatic SAR Pro-
cessing and Experiments. IEEE Transactions on Geosciences and Remote Sens-
ing, Vol. 44, No. 10, Oct 2006. 

[18] I. Walterscheid, T. Espeter and J. H. Ender. Performance Analysis of a Hy-
brid Bistatic SAR System Operating in Double Sliding Spotlight Mode. In 
IGARSS 2007, Barcelona, Spain, July 2007. 

[19] J. H. Ender, I. Walterscheid and A. Brenner. New Aspects of Bistatic SAR: 
Processing and Experiments.  In IGARSS 2004, Anchorage, USA, Sept 2004. 

[20] J. H. Ender. A Step to Bistatic SAR Processing. In EUSAR 2004, Ulm, Ger-
many, May 2004. 

[21] P. Dubois-Fernandez, H. Cantalloube, B. Vaizan, G. Krieger, R. Horn, M. 
Wendler, and V. Giroux. ONERA-DLR Bistatic SAR Campaign: Planning, Data 
Acquisition, and first Analysis of Bistatic Scattering Behavior of Natural and 
Urban Targets. IEEE Proceedings Radar, Sonar and Navigation, Vol. 153, No.3, 
2006.  

[22] G. Yates and A. M. Horne. Bistatic SAR Image Formation. In EUSAR 2004, 
Ulm, Germany, May 2004. 

[23] J. H. Ender. Signal Theoretical Aspects of Bistatic SAR. In IGARSS 2003, 
Tolouse, France, July 2003. 



 124 

[24] J. H. Ender, I. Walterscheid and A. Brenner. Bistatic SAR – Translational In-
variant Processing and Experimental Results. IEEE Proceedings Radar, Sonar 
and Navigation, Vol. 153, No. 3, pp. 177-183, June 2006. 

[25] I. Walterscheid, A. R. Brenner and J. H. Ender. Geometry and System As-
pects for a Bistatic Airborne SAR-Experiment. In EUSAR 2004, Ulm, Germany, 
May 2004. 

[26] I. Walterscheid, J. H. Ender, A. R. Brenner and O. Loffeld. Bistatic SAR 
Processing Using an Omega-k Type Algorithm. In IGARSS 2005, Seoul, Korea, 
2005. 

[27] I. Walterscheid, A. Brenner, J. H. Ender, and O. Loffeld. A Bistatic Airborne 
SAR Experiment and Processing Results. In IRS, International Radar Sympo-
sium, Berlin, Germany, 2005. 

[28] I. Walterscheid, J. Klare, A. R. Brenner, J. H. Ender and O. Loffeld. Chal-
lenges of a Bistatic Spaceborne/Airborne SAR Experiment. In EUSAR 2006, 
Dresden, Germany, 2006. 

[29] I. Walterscheid, T. Espeter, A. Brenner, J. Klare, J. H. Ender, H. Nies, R. 
Wang and O. Loffeld. Bistatic SAR Experiments with PAMIR and TerraSAR-X 
– Setup, Processing and Image Results. IEEE Transactions on Geosciences and 
Remote Sensing, Vol. 48, No. 8, Aug 2010. 

[30] T. Espeter, I. Walterscheid, J. Klare and J. H. Ender. Synchronization Tech-
niques for Bistatic Spaceborne/Airborne SAR Experiments with TerraSAR-X 
and PAMIR. In IGARSS 2007, Barcelona, Spain, July 2007. 

[31] S. V. Baumgartner and M. Rodriguez-Cassola. Bistatic Experiment Using 
TerraSAR-X and DLR’s new F-SAR System. In EUSAR 2008, Friedrichshafen, 
Germany, June 2008. 

[32] D. Martinsek and R. Goldstein. Bistatic Radar Experiment. In EUSAR, Frie-
drichshafen, Germany, May 1998. 

[33] A. Damini, M. McDonald and G. E. Haslam. X-band Wideband Experi-
mental Airborne Radar for SAR, GMTI and Maritime Surveillance. IEEE Pro-
ceedings Radar, Sonar and Navigation, Vol. 150, No. 4, pp. 305-312, Aug 2003. 

[34] R. Bamler and E. Boerner. On the Use of Numerically Computed Transfer 
Functions for Processing of Data from Bistatic SAR and High Squint Orbit 
SAR. In IGARSS 2005, Seoul, Korea, July 2005. 

[35] R. Bamler. A Comparison of Range-Doppler and Wave number Domain SAR 
Focussing Algorithms. IEEE Transactions on Geosciences and Remote Sensing, 
Vol. 30, No. 4, July 1992. 



 125 

[36] R. Bamler, F. Meyer and W. Liebhart. No Math: Bistatic SAR Processing us-
ing Numerically Computed Transfer Functions. In IGARSS 2006, Denver, USA, 
July 2006. 

[37] A. Moreira, J. Mittermayer and R. Schreiber. Extended Chirp Scaling Algo-
rithm for Air- and Spaceborne SAR Data Processing in Stripmap and ScanSAR 
Imaging Modes. IEEE Transactions on Geosciences and Remote Sensing, Vol. 
34, No. 5, 1996. 

[38] J. Mittermayer, A. Moriera and O. Loffeld. Spotlight SAR Data Processing 
Using the Frequency Scaling Algorithm. IEEE Transactions on Geosciences and 
Remote Sensing, Vol. 37, No. 5, Sept 1999.  

[39] G. Krieger, H. Fiedler and A. Moriera. Bi- and Multistatic SAR: Potentials 
and Challenges. In EUSAR 2004, Ulm, Germany, May 2004. 

[40] G. Krieger, A. Moriera, I. Hajnsek and D. Hounam. A Tandem TerraSAR-X 
Configuration for Single Pass SAR Interferometry. In RADAR 2004, Toulouse, 
France, Oct 2004. 

[41] F. Wong and T. S. Yeo. New Applications of Nonlinear Chirp Scaling in SAR 
Data Processing. IEEE Transactions of Geosciences and Remote Sensing, Vol. 
39, No. 5, May 2001. 

[42] F. H. Wong, I. Cumming and Y. L. Neo. Focusing Bistatic SAR Data Using 
the Non-Linear Chirp Scaling Algorithm. IEEE Transactions of Geosciences and 
Remote Sensing, Vol. 46, No. 9, September 2008.  

[43] Y. L. Neo, F. Wong and I. Cumming. A Two-Dimensional Spectrum for 
Bistatic SAR Processing Using Series Reversion. IEEE Geosciences and Remote 
Sensing Letters, Vol. 4, No. 1, Jan 2007. 

[44] Y. L. Neo, F. Wong and I. Cumming. Focusing Bistatic SAR Images Using 
Non-Linear Chirp Scaling. In RADAR 2004, Toulouse, France, Oct 2004. 

[45] Y. L. Neo, F. Wong and I. Cumming. An Effective Non-Linear Chirp Scaling 
Method of Focusing Bistatic SAR Images. In EUSAR 2006, Dresden, Germany, 
May 2006. 

[46] R. Wang, O. Loffeld, Q. Ul-Ann, H. Nies, A. Medrano-Ortiz and A. 
Samarah. A Bistatic Point Target Reference Spectrum for General Bistatic SAR 
Processing. IEEE Geosciences Remote Sensing Letters, Vol. 5, No. 3, pp. 517-
521, July 2008. 

[47] R. Wang, O. Loffeld, H. Nies, S. Knedlik, Q. Ul-Ann, A. Medrano-Ortiz and 
J. H. G. Ender. Frequency Domain Bistatic SAR Processing for 

http://www.zess.uni-siegen.de/cms/front_content.php?idcatart=686&lang=1&client=1


 126 

Spaceborne/Airborne Configuration. IEEE Transactions on Aerospace and Elec-
tronic Systems, Vol. 46, No. 3, pp. 1329-1345, July 2010. 

[48] R. Wang, O. Loffeld, Q. Ul-Ann, H. Nies, A. Medrano-Ortiz and S. Knedlik.  
A Special Point Target Reference Spectrum for Spaceborne/Airborne Bistatic 
SAR Processing. In EUSAR 2008, Friedrichshafen, Germany, June 2008. 

[49] R. Wang, O. Loffeld, Q. Ul-Ann, H. Nies, A. Medrano-Ortiz and S. Knedlik. 
Analysis and Extension of Loffeld’s Bistatic Formula in Spaceborne/Airborne 
Configuration. In EUSAR 2008, Friedrichshafen, Germany, June 2008. 

[50] R. Wang, O. Loffeld, H. Nies, Q. Ul-Ann, A. Medrano-Ortiz, S. Knedlik and 
A. Samarah. Analysis and Processing of Spaceborne/Airborne Bistatic SAR Da-
ta. In IGARSS 2008, Boston, USA, July 2008. 

[51]  R. Wang, O. Loffeld, H. Nies, Q. Ul-Ann and A. Medrano-Ortiz. A Two-
Step Method to Process Bistatic SAR Data in the General Configuration. In RA-
DAR 2008, Rome, Italy, June 2008. 

[52] Q. Ul-Ann, O. Loffeld, H. Nies and R. Wang. A General Bistatic SAR Focus-
ing Algorithm for Azimuth Variant and Invariant Configurations. In IET Radar 
2012, Glasgow, UK, Oct 2012.  

[53] Q. Ul-Ann, O. Loffeld, H. Nies, R. Wang, K. Natroshvili and S. Knedlik. 
Performance Analysis of the Validity Constraints for the Bistatic SAR Pro-
cessing. In EUSAR 2008, Friedrichshafen, Germany, June 2008.  

[54] Q. Ul-Ann, O. Loffeld, H. Nies, R. Wang and S. Knedlik. Optimizing the In-
dividual Azimuth Contribution of Transmitter and Receiver Phase Terms in 
Loffeld’s Bistatic Formula (LBF) for Bistatic SAR Processing. In IGARSS 2008, 
Boston, USA, July 2008.  

[55] Q. Ul-Ann, O. Loffeld, H. Nies and R. Wang. A Point Target Reference 
Spectrum Based on Loffeld’s Bistatic Formula (LBF) for Hybrid Configurations. 
In ICET 2008, Rawalpindi, Pakistan, Oct 2008.  

[56] Q. Ul-Ann, O. Loffeld, H. Nies and R. Wang. Considerations on the Validity 
Constraints for the Bistatic SAR Processing. In ICICT 2009, Karachi, Pakistan, 
Aug 2009.  

[57] Q. Ul-Ann, O. Loffeld, H. Nies and R. Wang. Determining the Weighting 
Factor for the Unequal Azimuth Contributions of Transmitter and Receiver 
Phase Terms Based on the Validity Constraints for Bistatic SAR Processing. In 
IRS 2009, Hamburg, Germany, Sep 2009.  

http://www.zess.uni-siegen.de/cms/front_content.php?idcatart=686&lang=1&client=1


 127 

[58] Q. Ul-Ann, O. Loffeld, H. Nies and R. Wang. Considering the Linear and 
Quadratic Combination of Stationary Points for the Bistatic SAR Processing. In 
EUSAR 2010, Aachen, Germany, June 2010.  

[59] R. Wang, O. Loffeld, Y. Neo, H. Nies and Z. Dia. Extending Loffeld’s 
Bistatic Formula for General Bistatic SAR Configurations. IET Radar Sonar and 
Navigation, Vol. 4, No. 1, Jan 2010. 

[60] R. Wang, O. Loffeld, H. Nies, S. Knedlik and J. H. Ender. Chirp Scaling Al-
gorithm for the Bistatic SAR Data in the Constant-offset Configuration. IEEE 
Transactions of Geosciences and Remote Sensing, Vol. 47, No. 3, March 2009. 

[61] R. Wang, O. Loffeld, H. Nies and A. Medrano-Ortiz. Focusing Results and 
Analysis of Advanced Bistatic SAR Experiments in Spaceborne or Airborne / 
Airborne or Stationary Configurations. In EUSAR 2010, Aachen, Germany, June 
2010.  

[62] R. Wang, O. Loffeld, Y. L. Neo, H. Nies, I. Walterscheid, T. Espeter, J. Klare 
and J. H. G. Ender. Focusing Bistatic SAR Data in Airborne/Stationary Configu-
ration. IEEE Transactions on Geosciences and Remote Sensing, Vol. 48, No. 1, 
Jan 2010. 

[63] W. M. Brown and R. J. Fredericks. Range Doppler Imaging with Motion 
through Resolution Cells. IEEE Transactions on Aerospace and Electronics Sys-
tems, Vol. AES-5, no. 1, pp. 98 – 102, 1969. 

[64] D. C. Munson and R. L. Visentin. A Signal Processing View of Strip Map-
ping Synthetic Aperture Radar. IEEE Transactions on Acoustics, Speech and 
Signal Processing, Vol. 37, no. 12, pp. 2131 – 2147, 1989. 

[65] D. Massonnet. The Interferometric Cartwheel: A Constellation of Passive 
Satellites to Produce Radar Images to be Coherently Combined. International 
Journal of Remote Sensing, Vol. 22, No. 12, 2001. 

[66] R. Lanari. A New Method for the Compensation of the SAR Range Cell Mi-
gration Based on the Chirp Z-Transform. IEEE Transactions on Geosciences 
and Remote Sensing, Vol. 33, pp. 1296 – 1299, 1995. 

[67] M. Soumekh. A System Model and Inversion for Synthetic Aperture Radar. 
IEEE Transactions on Image Processing, Vol. 1, no. 1, pp. 64 – 76, 1992. 

[68] S. Duque, P. Lopez-Dekker and J.J. Mallorqui. Single-Pass Bistatic SAR In-
terferometry using Fixed-Receiver Configurations: Theory and Experimental 
Validation. IEEE Transactions on Geosciences and Remote Sensing, Vol. 48, No. 
6, June 2010. 



 128 

[69] F. Behner and S. Reuter. HITCHHIKER, Hybrid Bistatic High Resolution 
SAR Experiment Using a Stationary Receiver and TerraSAR-X Transmitter. In 
EUSAR 2010, Aachen, Germany, June 2010. 

[70] S. Reuter, F. Behner, H. Nies, O. Loffeld, D. Matthes and J. Schiller. Devel-
opment and Experiments of a Passive SAR Receiver System in a Bistatic 
Spaceborne/Stationary Configuration. In IGARSS 2010, Hawaii, USA, July 
2010.  

[71] I. C. Sikaneta. A Hybrid SAR Processing Method for Data Collected using a 
Stationary Bistatic Receiver. In EUSAR 2008, Friedrichshafen, Germany, June 
2008.  

[72] J. Sanz-Marcos, J. J. Mallorqui, A. Aguasca and P. Prats. First ENVISAT and 
ERS-2 Parasitic Bistatic Fixed Receiver SAR images Processed with the 
Subaperture Range-Doppler Algorithm. In EUSAR 2006, Dresden, Germany, 
May 2006. 

[73] J. Sanz-Marcos, P. Lopez-Dekker, J. J. Mallorqui, A. Aguasca and P. Prats. 
SABRINA: A SAR Bistatic Receiver for Interferometric Applications. IEEE Ge-
osciences Remote Sensing Letters, Vol. 4, No. 2, April 2007. 

[74] C. E. Yarman, B. Yazc and M. Cheney. Bistatic Synthetic Aperture Radar 
Imaging for arbitrary flight trajectories. IEEE Transaction on Geosciences and 
Remote Sensing, Vol. 17, No. 11, pp. 84 – 93, Jan 2008.  

[75] A. Moreira. Radar mit  Synthetischer Apertur: Grundlagen und Signalverar-
beitung. Habilitationsschrift, Oct 2000. 

[76] I. Cumming and F. Wong. Digital Processing of Synthetic Aperture Radar 
Data Algorithms and Implementation. Artech House, 2005. 

[77] J. C. Curlander and R. N. McDonough. Synthetic Aperture Radar: System 
and Signal Processing. Wiley Interscience, 1991. 

[78] A. Hein. Processing of SAR Data: Fundamentals, Signal Processing and In-
terferometry. Springer Verlag, 2004. 

[79] John J. Kovaly. Synthetic Aperture Radar. Artech House, ISBN: 0-89006-
056-8. 

[80] J. Patrick Fitch. Synthetic Aperture Radar. Springer Verlag, 1988. 

[81] M. Soumekh. Synthetic Aperture Radar Signal Processing with MATLAB Al-
gorithms. Wiley Interscience, 1999. 

[82] G. Franceschetti and R. Lanari. Synthetic Aperture Radar Signal Processing. 
CRC Press, ISBN: 0-8493-7899-0. 



 129 

[83] A. V. Oppenheim and A. S. Willsky. Signals and Systems. Prentice Hall, 
1996, ISBN: 0-13-651175-9.  

 


